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1.- Introduction

Information is everywhere, shaping our discoursas @ur thoughts. In everyday life,
we know that the information spread by the medig imgger deep social, economical
and political changes. In science, the concepinfudrimation has pervaded almost all
scientific disciplines, from physics and chemistty biology and psychology.

Philosophy has echoed this situation in a numbearti€les in journals and books
devoted to elucidate and analyze the concept ofnmdtion in its different meanings.

In the field of the philosophy of physics, Christep Timpson (2003, 2004, 2005,
2006, 2008, 2013) has published several works witereaccurately designs an
interpretation of the technical concept of inforioat that is, of the concept as used in
information theory. In particular, he proposes #atienary view about information,
according to which the term ‘information’ is an @bst noun and, as a consequence,
information is not part of the material contentstlod world. This innovative and well
articulated view has had a great impact on theopbphy of physics, especially among
authors interested in the use of the concept afrmétion for interpreting physical
theories. For this reason, Timpson’s proposal deseio be critically analyzed in detail,
in order to assess the consequences usually dnaam if. The main purpose of the

present article consists precisely in supplyinghsaicritical analysis.

On this basis, in Section 2 we will begin by reicgllcertain basic distinctions
regarding the concept of information: this will adl us to focus on the technical
statistical concept of information. Then, in Seati8, we will analyze Timpson’s
reading of Shannon’s theory, considering the coteéronsequences of that reading.
Section 4 will be devoted to recall and analyzedlguments appealed to by Timpson
to ground his deflationary view of information; shanalysis will lead us to claim that
information is an item even more abstract than Whiatpson claims. This conclusion
will lead us, in Section 5, to wonder if the abstraature of information prevents us to
conceive it as a physical item. The negative answehis question will allow us to
consider, in Section 6, the differences between é¢péstemic and the physical



interpretation of information, and to propose, gcton 7, in contrast with Timpson’s
monist interpretation, a pluralist view about imf@tion, according to which, even on
the basis of a single formalism, the concept obrimiation admits a variety of
interpretations, each one useful in a differentexin

2.- Which information?

As many recognize, information is a polysemantiocogpt that can be associated with
different phenomena (Floridi 2010). In this concggbttangle, the first distinction to be
introduced in philosophy is that between a semaatid a non-semantic view of
information. According to the first view, informah is something that carries semantic
content (Bar-Hillel and Carnap 1953; Bar-Hillel #96&loridi 2013); it is therefore
strongly related with semantic notions such asresiee, meaning and representation. In
general, semantic information is carried by propass that intend to represent states of
affairs; so, it has intentionality, “aboutness™atths, it is directed to other things. And
although it remains controversial whether falsetdakc content may qualify as
information, semantic information maintains strdéings with the notion of truth.

Non-semantic information, also called ‘mathematioalstatistical’, is concerned
with the statistical properties of a system andler correlations between the states of
two systems, independently of the meanings of trsiages. The classicébcus of
mathematical information is the paper where Cla&th@nnon (1948) introduces a
precise formalism designed to solve certain spetgthnological problems. Shannon’s
theory is purely quantitative: it ignores any issekated to informational content: “[the]
semantic aspects of communication are irrelevanth® engineering problem. The
significant aspect is that the actual message i8 selected from a set of possible
message$(Shannon 1948, p. 379).

Although very widespread (see also Floridi 2013ridahs 2013), the distinction
between semantic and non-semantic information is cemsidered by Timpson.
According to the author, the first and most impottdistinction is that between the
everyday notion of information and the technicahaapt of information, such as that
derived from the work of Shannon (Timpson 2004, 45)! The everyday notion of

information is intimately associated with the cagptseof knowledge, language and

! Here we will always refer to Timpson’s PhD disatidn at the University of Oxford (Timpson
2004), and not to the published version (Timpsob3}0because the dissertation was the original
source of the great impact of Timpson'’s proposal.



meaning; information in the everyday sense displaentionality, it is directed

towards something, it is about something. By catiraa technical concept of
information is specified by means of a mathemataal/or physical vocabulary and,
prima facie has at most limited and derivative links to seticaand epistemic concepts.

In turn, the semantic view of information and thel@sophers interested in it are
barely mentioned in Timpson’s work. One exceptisrgiven by his analysis of Fred
Dretske’s proposal:The claim that the everyday and information-theorabtions of
information are to be kept distinct is defendediagathe view of Dretske (1981), who
sought to base a semantic notion of informatiorSbannon’s theory (Timpson 2004,
p. v).? This quote and others“Does this establish a link between the technical
communication-theoretic notions of information amdemantic, everyday orie(bid.

p. 36) suggest that Timpson equates the semantic andevkeyday views of
information. This suspicion is reinforced by thectfahat the everyday concept is
endowed with the same features as those tradiljomaked to characterize semantic
information. In this way, Timpson seems to deptive semantic view of any technical
status, in opposition to many authors who are cwed that the elucidation of a
technical concept of semantic information, withlitks with knowledge, meaning and
reference, makes philosophical sense (Dretske 1B&twise and Seligman 1997,
Floridi 2013). As will be pointed out in the nexecsions, Timpson's explicit
estrangement from any semantic ingredient in thecept of information stands in
tension with some of his further claims.

Whereas Timpson devotes a couple of pages to thleydsy notion of
information and its relation with knowledge (20@#, 5-9), he announces that, since he
is concerned with quantum and classical informatlweories, his work addresses the
technical concept of information. He also stredsesh the beginning that, although
there are different technical concepts of inforomatiother than Shannon’s (Fisher

2 Timpson (2004, pp. 34-39) offers a criticism ofeBke’s position based on pointing out a formal
error. However, the error can be consistently réated and the core of Dretske’s proposal still
deserves to be considered (see Lombardi 2005).dMereTimpson clasifies Dretske (1981) as a
“semantic naturalizer”, that is, one of those pdolphers who Hope, or expect, to achieve the
reduction of semantic and related concepts to retsde physical onés(ibid. p. 30). But
Dretske’s purpose is to formulate a semantic thebipformation by endowing the formalism of
Shannon’s theory (adequately adapted to deal wiividual events) with semantic content, in
order to explain sensory and cognitive processaganmational terms. Therefore, it is not clear at
all that this purpose amounts to the attempt togedemantic concepts to physical ones: sensory
and cognitive processes are not semantic items,Strachnon formalism is not, in principle, a
physical theory.



information, algorithmic information, etc.), he Wibcus on the best known technical
concept of information, the Shannon informatiompngl with some closely related
concepts from quantum information theory. So, Isthegin by recalling the basic
notions of Shannon’s theory.

3.- Timpson on Shannon’s theory

According to Shannon (1948; see also Shannon andv&/el949), a general

communication system consists of five parts:

— A sourceS, which generates the message to be received destimation.

— A transmitterT, which turns the message generated at the sou@ea isignal to be
transmitted. In the cases in which the informatiencodified, encoding is also
implemented by this system.

— A channelCH, that is, the medium used to transmit the sigrahfthe transmitter to
the receiver.

— A receiverR, which reconstructs the message from the signal.

— A destinationD, which receives the message.

The sourceS is a system with a range of possible staes., s usually called
letters whose respective probabilities of occurrence p(s),..., p(§). S produces
sequences of states, usually caleessagesTheentropy of the sourc8is defined as

H(S) =S H 9)log K 9) (1)
i=1

Analogously, the destinatioD is a system with a range of possible staigs.,d,,
with respective probabilitiep(d,),..., p(d,). The entropy of the destinatiol is
defined as

H(D) = Zm: p(d;)log(¥ p(d ) 2)
j=1

When ‘log’ is the logarithm to the base 2, the hasg unit of measurement fad (S)
and H (D) is called bit’, contraction ofbinary unit If the natural logarithm is used, the
unit of measurement is theat, contraction ofnatural unit and in the case of the

logarithm to base 10, the unit is tHartley.

The channelCH is defined by the matri;E p(dj/$)], where p(dj/s) is the
conditional probability of the occurrence of thatstd; at the destinatio® given the

occurrence of the sta® at the sourc§&, and the elements in any row must add up to 1.



The relationship betweeH (S) and H (D) can be represented as follows:

H H(D) _ _
H (S; D) : mutual information
(@» E : equivocation
N : noise

The mutual informationH (S; D) is the information generated at the sou&and
received at the destinati@n

H(S D=H(S- E= HD- N 3)
E is the information generated &tbut not received ab, andN is the information
received aD but not generated & EquivocationE and noiseN are measures of the

dependence between source and destination andfdresrare functions not only &
andR, but also of the chann€H. Thus, they are computed as

N=Y B($)Y. 14/ 9log¥ i/ 9) @
= =1
=Y p(d)Y Hs/ Dlog His ) ©)
j=1 i=1
where p(s/d)= {d/9 09/ €,9. Thechannel capacity @& defined as:
C =max,, H (S; D) (6)

where the maximum is taken over all the possibétriutions p(s) at the sourceC is
the largest amount of information that can be tratisd over the communication
channelCH.

One of the most relevant results in Shannon’s thesrthe noiseless coding
theorem (or First Shannon Theoremaccording to which the value of the entropy
H(S) of the source is equal to the average numberrmabsys necessary to code a letter
of the source using an ideal code(S) measures the optimal compression of the
source messages. In fact, the messagésletters produced b§ fall into two classes:
one of approximatehl2""® typical messages, and the other of atypical messag
When N - o, the probability of an atypical message becomegigible; so, the
source can be conceived as producing @'® possible messages. This suggests a
natural strategy for coding: each typical messageoded by a binary sequence of
length NH(S), in general shorter than the lendth of the original message.



In turn, thenoisy coding theorenfor Second Shannon Theorgproves that the
information transmitted over a communication chéanoan be increased without
increasing the probability of error as long as tdoenmunication rate is maintained
below the channel capacity. In other words, thenokh capacity is equal to the
maximum rate at which the information can be sesr ahe channel and recovered at

the destination with a vanishingly low probabildferror.

Up to this point, the entropidgd (S) and H (D) were not yet associated with the
word ‘information’; nevertheless, it is clear thidey play the role of measures of
information in Shannon’s theory. But, what is inf@tion? In many presentations of the
theory, H(S) and H(D) are defined directly in terms of the probabilit@sthe states
of the source and the destination and, therefbl; &re conceived as measures of the
information generated at the source and receivéldeadlestination, respectively. This is
Shannon’s strategy, who was interested in the eeging problem of transmitting very
long messages with low probability of error. HowewWeom a conceptual viewpoint, it
makes sense to ask for the information generatdtkatource by the occurrence of one
of its states. Moreover, since egs. (1) and (2ehte form of a weighted average, it
also makes sense to define the individual magnstadewhich the average is computed.
Therefore, the amount of informatidifs,) generated at the source by the occurrence of
s and the amount of informatioln(d;) received at the destination by the occurrence of
d; can be expressed as

I(s)) =log(¥/ p(s)) ()

1(d;) =log(¥/ p(d;)) (8)

When defined by egs. (1) and (2,(S) and H(D) cannot be conceived as average
amounts of information to the extent that individaenounts of information were not
previously defined. But onck(s) and(d;) are introduced, the entropi¢$(S) and

H (D) turn out to beaverage amounts of informatiquer lettergenerated byhe source
and received by the destination, respectively,@mdbe defined as (see, e.g., Abramson
1963, p. 12; Lombardi 2005, pp. 24-25; Bub 200558)

HS=3 K (9 ©
H(D) =Y p(dy) I(d)) (10)
i=1



The distinction between conceiving the entropiethefsource and the destination
as amounts of information or as average amountsnfofmation might seem an
irrelevant detail. However, this is not the casewkve are interested in elucidating the
very notion of information-in Shannon’s sense In fact, Timpson takes the first
strategy and does not define the amount of infaonagenerated by a single letter of
the source: It is crucial to realise that ‘information’ in Shaon’s theory is not
associated with individual messages, but ratherrati@rises the source of the
messages.(Timpson 2004, p. 11). In the few cases in whiuh speaks about the
information that we would gain if the stasewere to occur (Timpson 2003, pp. 13-14),
it is conceived as a “surprise information” asstegawith 5, which only makes sense
when s is the outcome of a single experiment consider®da anember of a long
sequence of experimentswhere, apparently, the probabilities are conceiad

frequencies.

Assuming the conceptual priority oH(S) over individual amounts of
information allows Timpson talefine the concept of information in terms of the
noiseless coding theorenthé coding theorems that introduced the classiSalafinon,
1948) and quantum (Schumacher, 1995) conceptdaiiation [the technical concept
of information]do notmerelydefine measures of these quantities. They alsoduate
the concept ofvhat it isthat is transmittedywhat it isthat is measuretl (Timpson 2008,
p. 23; emphasis in the origindl)n other words, Shannon information measurtae
minimal amount of channel resources required toodecthe output of the source in
such a way that any message produced may be aeturaproduced at the destination.
That is, to ask how much informatjan source produces is ask to what degree is the
output of the sourceompressibl@’ (Timpson 2008, p. 27; emphasis in the originkd).
the same vein, Timpson relates mutual informatiah tre noisy coding theoremThe
most important interpretation of the mutual infotioa does derive from the noisy
coding theoreni.(2004, p. 19).

The first thing to notice here is that the strate§ydefining information via the
noiseless coding theorem turns the theorem intefaiton. In fact, now the entropy
H(S) of the source is not defined by eq. (1) as theageeamount of information per
letter generated by the source, but it is defiretha average number of bits necessary

® Although in Section 1.2 of his thesis Timpson ddess two other interpretations of Shannon
information, from the whole text it turns out to tdear that the one based on the noiseless theorem
is considered as the most relevant, and that trevotire subsidiary to that one.



to code a letter of the source using an ideal coade€, eq. (1) becomes a theorem
resulting from a mathematical proof. Of course,r¢hes no formal mistake in this

strategy, but it causes a kind of uneasiness whersidered from a conceptual

viewpoint.

In fact, if the noiseless coding theorem seymt it isthat is transmitted, now we
know whatH (S) is. But what abouH (D) ? If information is defined through the
noiseless coding theorem, eithg(D) does not represent information, or it is defined
by eq. (2), breaking down the symmetry between @gsand (2) as the basic definitions
of the theory. Moreover, if information is definedterms of an ideal codification, what
happens in the case of non-ideal codifications? Waustill say that a same amount of
information can be better or worse codified?

As said above, the coding theorem is demonstratethe case of very long
messages, strictly speaking, for messages of leNgth . Thus, it says nothing about
the relation between the informatidfs;) generated at the source by the occurrence of
the states and the length of the binary sequence used tofcadiTherefore, if the
noiseless coding theorem embodies the very nafurdaymation, I (s,) is deprived of
its meaning as an individual amount of informatidiat only that, but one wonders
whether short binary messages can be conceivednasdying information to the
extent that they are not covered by the noiseledsg theorem.

The fact that the entropyH(S) can be expressed in different units of
measurement (bits, nats, Hartleys, etc.), and ttiatmessages of the source can be
coded using different sets of symbols (Q-ary algts)h also points to the conceptual
difference between the amount of information asgedi with the occurrence of a state
of the source and the number of binary symbols sszng to codify that event. In fact,
one could measure the entropl(S) of the source in Hartleys but codify the messages
with a coding alphabet of two symbols, or measHr€S) in bits but codify the
messages with a coding alphabet of ten symbolghdise cases, the result of the
noiseless coding theorem has to be adapted bydintinog the necessary change of
measurement units. Of course, this might not beveoient from a practical viewpoint,
but has nothing to do with the meaning of the cphoé information. This situation is
analogous to measuring a length in meters and e¢ers) but then expressing it in a
hexadecimal numerical system: this fact does rfettthe meaning of the very concept
of length.



When explaining the elements of the general comaation system, Shannon
(1948, p. 381) characterizes the transmitter agstes that operates on the message
coming from the source in some way to produce masiguitable for transmission over
the channel. In many cases, such as in telegrdpéyransmitter is also responsible for
encoding the source messages. However, in ceré@s@scthe message is not codified.
For instance, in traditional telephony the transenibperates as a mere transducer, by
changing sound pressure into a proportional etsdtdurrent. If one insists on defining
information in terms of the noiseless coding thegrénow should one talk about
information in those situations where no codinmislved?

None of these observations is an insurmountablécism against defining
information via the noiseless coding theorem. Haavethis definitional move conflates
two aspects of communication that the traditionektliooks warned us not to
conceptually confuse: the information generatedhat source, which depends on its
states and the probability distribution over themd & independent of codingeven of
the very fact that the messages are coded ef, aotl the number of symbols necessary
to codify the occurrence of those states, whicl dspends on the alphabet used for
codification. For Timpson, the conflation of these aspects is not a serious problem
to the extent that, as we will see in the nextisachis deflationary position renders the
concept of information void of any content othearttreferring to the entire protocol

involved in communication.

4.- The deflationary interpretation of information

Timpson (2004, p.2) introduces a quote by Peteav®&ion as the epigraph of the first
part of his now famous PhD thesisId' suppose that, whenever we use a singular
substantive, we are, or ought to be, using it teréo something, is an ancient, but no
longer a respectable, errdr (Strawson 1950, p. 448). And, immediately at the
beginning of that section, he recalls a quote tynJo. Austin: ‘For ‘truth’ itself is an
abstract noun, a camel, that is of a logical constion, which cannot get past the eye
even of a grammarian. We approach it cap and categan hand: we ask ourselves
whether Truth is a substance (the Truth, the BoflyKnowledge), or a quality
(something like the colour red, inhering in truthg) a relation (‘correspondence’). But
philosophers should take something more nearly then size to strain at. What needs
discussing rather is the use, or certain useshefword ‘true’’ (Austin 1950, p. 25).
By relying on the analogy between ‘truth’ and ‘infaation’, Timpson takes these



quotes to support his claim that ‘information’ i$ @abstract noun:Austin’s aim was to
de-mystify the concept of truth, and make it amenabdiscussion, by pointing to the
fact that ‘truth’ is an abstract noun. So too isformation’” (Timpson 2004, p. 3). So,

much of the plausibility of that claim depends ba teliability of the analogy.

Strawson’s and Austin’s quotes are taken from d-kvedwn debate between the
authors about the concept of truth. Whereas Austiended to vindicate the
correspondence theory of truth by reconstructing iterms of certain demonstrative
and descriptive conventions, Strawson took a deflaty stance according to which the
predicate ‘is true’ has a performative rather tladescriptive function. In turn, the
whole debate is framed in a semantic context irciwiiuth is a prototypical semantic
notion and the predicate ‘is true’ belongs to thetatanguage. Nothing of this sort
happens in the case of the notion of information:principle it is not one of the
semantic concepts that have been traditionallyyaedl by the philosophy of language,
and it does not belong to a metalanguage that spaladut another languagebject
language. On the other hand, the discussions about abstaacts in general focus on
the relation between the abstract-concrete dichpt@nd the universal-particular
dichotomy, on abstraction as the operation of rangp\particular features, on the
different kinds of abstract nourshose referring to mathematical entities, thosévddr
from nominalization of adjectives or verbs, thosenimg fictional characters or musical
or literary compositions, ete. among other issues; however, the semantic natfon
truth does not appear in those discussions sinogatves peculiar difficulties that are
completely alien to the abstract-concrete quesiidverefore, the appeal to the analogy
with truth to argue for the abstract character had word ‘information’ sounds as a
forced analogy in the context of the philosophyamiguage.

Timpson recalls that very often abstract nounsaass nominalizations of various

adjectival or verbal forms. On this basis, he edsethe analogy between truth and
information: “Austin leads us from the substantive ‘truth’ to theéjective ‘true’.
Similarly, ‘information’ is to be explained in teeof the verb ‘inforni’ (Timpson 2004,
p. 3). But, what does ‘to inform’ mean¥d inform someone is to bring them to know
something (that they did not already kndwbid. p. 3). In other words, the meaning of
‘information’ is given by the operation of bringikgowledge. However, as pointed out
above, later in the text we are said that onlydheryday concept of information has
meaningful links with knowledge; thus, the analogyh truth and the transition from

the verb ‘inform’ to the noun ‘information’ only ppes to the everyday concept:

10



“‘Information’ in the technical sense is evidentiyt mlerived from a nominalization of
this verb” (ibid. p. 20). Therefore, the reason why ‘informatian’jts technical sense,

is an abstract noun is not given yet, and mustdsed on a further argument. In fact,
immediately below, Timpson gives not one, but twguanents.

The first argument relies on defining Shannon imfation as a measure of the
compressibility of messages (on the basis of thst Bhannon Theorem) and mutual
information as a measure of the capacity of thenebha(on the basis of the Second
Shannon Theorem) (Timpson 2004, p. 21). Of coulsse definitions favor the claim
that information in its technical sense is an awstitem. However, as argued in the
previous section, the entropy of the source camdimed as the average amount of
information produced at the source without refeeetaccoding (see eqs. (1) or (9)), and
the strategy of defining information via the noess coding theorem can be objected
for different reasons. Analogously, mutual informoat can be defined as the
information generated at the source and receivettidyestination without reference to
the capacity of the channel (see egs. (3), (4)(&)) which, in turn, can be defined in
terms of the mutual information as usual (see @Y. These definitions of the concepts
of Shannon entropy and mutual information, areed#ht from those proposed by
Timpson: taking eq. (1) and eq. (3) as the debtingi of Shannon entropy and mutual
information respectively, as usual, is compatibiéhvinterpretations of the technical
concept of information which are different from tHabstract-noun” reading, in
particular, with a physical interpretation of infieation (we will come back to this issue
in Section 6). The point to emphasize here is timathis first argument offered by
Timpson, the conclusion about the abstract natdirenformation —in its technical
sense is a direct consequence of the previous decismutathe way in which the
relevant magnitudes are defined. In other words #rgument retrieves from the
definition what was injected in it from the verygiening.

The second and best known argument relies on tllespphical distinction
betweentypesand tokens Let us consider that the source produces theeseguof
statess;, $,5%.$, S $-- 5 S S..., oS 35 - According to Timpson, what we want to
transmit is not the sequence of states itself,dmatthertoken of the same type:che
should distinguish between the concrete systentsthieasource outputs and the type
that this output instantiates(Timpson 2004, p. 22; see also Timpson 2008). gba!
of communication, then, is to reproduce at theidagon another token of the same

type: “What will be required at the end of the communaratprotocol is either that

11



another token of this type actually be reproduced distant poirit (Timpson 2008, p.
25). Once this claim is accepted, the argument resly: since the information
produced by the source, that we desire to transsihe sequence type, not the token,
and types are abstract, then information is abistnaa ‘information’ is an abstract noun
(see Timpson 2004, pp. 21-22; see also 2008).

Of course, this argumentative strategy allows Tiomp® dissolve many problems
involved in the transmission of information, in peular those related with
communication based on entanglement. For instandejeportation it is said that the
very large —potentially infinite- amount of information required to specify the
teletransported state is transferred from the sotwocthe destination by sending only
two classical bits and without a physical chanreiWeen them. This has lead many
physicists to search for the physical link that qaay the role of the carrier of
information: for some, the information travels baekds in time to the event at which
the entangled pair was produced and then travelgafds to the future (Penrose 1998;
Jozsa 1998, 2004); for others, the information dimwhidden in the classical bits
(Deutsch and Hayden 2000). With his abstract-naterpretation of information,
Timpson cuts the Gordian knot of teletransportatibd@nce it is recognized that
‘information’ is an abstract noun, then it is cletirat there is no further question to be
answered regarding how information is transmittedtéleportation that goes beyond
providing a description of the physical processaslved in achieving the aim of the
protocol” (Timpson 2006, p. 599).

Although very convincing at first sight, the argumeeserves to be examined in
detail. If information is abstract because it is thipe transmitted, and information can
be measured, what is the measure of a type? In tarit true that the goal of
communication (in the context of Shannon’s theds\p reproduce at the destination a
token of the same type produced at the source”Asr®n stresses, in communication,
“[t] he significant aspect is that the actual messagméselected from a setf possible
messages$ (1948, p. 379; emphasis in the original). Thatesd; of the destination
systemD can be any kind of states, completely differeantthe states of the source
systemS: the goal of communication is to identify at thestination which sequence of
statess was produced by the source. Timpson explains‘thtte source X produces a
string of letters like the followingx,, X, X3, X, X;,-..» %, X, %, %, X%, say, then the type is
the sequencex,, X, X5, X, X;,--» %, X, %, %, %; we might name this ‘sequence 17’. The
aim is to produce at the receiving end of the comigation channel another token of

12



this type. What has been transmitted, though,nf@mation transmitted on this run of
the protocol, is sequence.172004, pp. 21-22). But this is not the case: s been
transmitted is not sequence 17, but that sequencgthie actual message selected from
the set of the possible messagéshe source. Indeed, the fact that sequence d5 w
produced in the source can be identified by medmiseooccurrence i of a sequence
d,,d,,d; d,, d,....,d,,d,, d,, d,, d, which can hardly be regarded as a token of the ty
"X, X Xy X Xevee %0 X %, %, X Therefore, in principle the sequences of therseu
and of the destination do not need to be tokerthktame type in any sense that does
not empty the very philosophical distinction typéen of any content.

Somebody who seems to suspect that there is sorgetidd in Timpson’s
argument is Armond Duwell. After publishing an elgi to argue that quantum
information is not different from classical infortian (Duwell 2003), Duwell changes
his mind under the influence of Timpson’s works, fBaa later article he also takes into
account the distinction between types and tokerschy roughly speaking,is the
distinction between kinds of things and their ceterinstances, respectivelyDuwell
2008, p. 199). Nevertheless, he acknowledges ‘thatdescribe the success criterion of
Shannon’s theory as being the reproduction of tdkens produced at the information
source at the destination is unacceptable becautscks the precision required of a
success criterioni (ibid., p. 199). The reasons are several. First, angntak a token of
many different types simultaneously; so the tygestoargument leaves undetermined
the supposedly transmitted typ#id. p. 199). Moreover, in Shannon’s theory the
success criterion is given by a one-one mappin fitee set of letters that characterize
the source to the set of letters that charactdheedestination, and this mapping is
completely arbitrary ibid. p. 200). Later Duwell notes that the Shannon ogytr
associated with a source can change due to thegehainthe probability distribution
describing the source, without the change of tpedythat the source produces tokens of
(ibid. p. 202). Moreover, the types a source produdesnt of can change without the
Shannon entropy of the source changibgl( 203).

We might suppose that all these correct observatiwa sufficient to lead Duwell
to conclude that the technical concept of inforomattannot be characterized in terms of
the type-token distinction. However, this is no¢ ttonclusion drawn by him. On the
contrary, he develops a number of distinctions anguments to retain Timpson’s
characterization of information. In particular, Deil distinguishes thesuccessof
communication from thegoal of communication, which i§ to produce, at the

13



destination, a token of the type produced by tharmmation source. For example, if the
information source produces a sequence of letteesdestination ought to produce the
same sequence of lettérgDuwell 2008, p. 199). In this way, he retaingnpson’s
proposal at the cost of introducing a notion, tbalgf communication, which is absent
in Shannon’s original theory.

Moreover, Duwell considers that the one-to-one nmapphat determines the
success criterion in Shannon’s theoegtablishes an identity between the symbols that
characterize the source and destination]. In other words, this function establishes
the appropriate conditions for token instantiatiointhe type that the information source
produced tokens d&f(Duwell 2008, p. 200). But, as stressed above, riepping is
completely arbitrary, and the states of the soarzkthe states of the destination may be
of a completely different nature: for instance, th@urce may be a dice and the
destination a dash of lights; or the source mayab#evice that produces words in
English and the destination a device that opemtaachine. It is difficult to say in what
sense a face of a dice and a light in a dash &ems$oof a same type: which is the type
in this case? The fact that any token is a tokediftdrent types does not mean that any
two things arbitrarily chosen can always be coregigas tokens of the same type. As
stressed above, admitting arbitrary functions dmitg the relation X is a token of the
same type as the tokeri deprives the distinction type-token of any phdphical
content and conceptual usefulness (see Wetzel 2011)

In his argumentative effort to retain the relevaotéhe type-token relationship to
the elucidation of the nature of informatiem its technical sense Duwell recalls the
distinction, introduced by Timpson (2004, pp. 20;2hetweenShannon quantity-
information which ‘is that which is quantified by the Shannon enttd@uwell 2008,

p. 201), andShannon type-informatignwhich ‘“is what is produced at the information
source that is required to be reproduced at thetidagon.” (ibid., p. 201). However,
far from elucidating the technical concept of imi@tion, this distinction makes clear
that the information usually measured in bits, ainich engineers are really interested
in, is the quantity-information, which is not a &pnd has nothing to do with types and
tokens. In other words, the information in its teichl sense, referred to by Shannon’s
theory, is the quantity-information. The notion tfpe-information introduced by
Timpson does not correspond to the technical cdna@épinformation because,
according to Shannon’s theory, successful commtiaitaloes not require that the
states of source and destination are tokens cfatree type.
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The philosophical distinction between types anceihsk although not confined to
logic and philosophy of language, finds its parathgjic example in the difference
between a proposition and its concrete senteneeanttes: 6ne will distinguish in the
standard way between the sentence tokens inscaibeédvhat is said by the sentences:
the propositions expresséd.Timpson 2004, p. 22). This is a difference wevda
learned when studying logico-semantic topics, iteorto avoid the confusion between
the concrete instance of a sentence and its seamaotitent expressed by the
proposition. Of course, when Timpson introducesidlea of type-information, he is not
endowing types with meaning. However, a type néedsave some content to be able
to identify its tokens: the distinction betweendgpand tokens is not merely formal or
syntactic. On the contrary, Shannon informationasitral with respect to any content,
since the only relevant issue is the selection ofessage among many. It seems that,
although Timpson explicitly keeps distance from a@mishg information with any
semantic content, certain semantic notions crepp®to his argumentation, in such a
way that his concept of information turns out t@@ce a sort of content completely
alien to Shannon’s original proposal.

Summing up, the arguments developed by Timpsoavarfof the abstract nature
of information are not conclusive. Nevertheless, tdsk of analyzing them has led us to
notice that information in Shannon’s theory is eveare abstract than types. But, in
Timpson’s general argumentation, the abstract aat@iinformation is the cornerstone
of his claim that information is not physical. Tefare, it seems that, from a different
argumentative line, we should arrive at the samelosion. However, this is not the

case, as we will see in the next section.

5.- Why is information not physical?

According to Timpson, in the transmission of infation what is transmitted is a type
sequence, andypes areabstractaThey are not themselves part of the contentheof t
material world, nor do they have a spatio-tempdraation” (Timpson 2008, p. 27,
emphasis in the original). Since ‘information’ is abstract noun,it'doesn’t serve to
refer to a material thing or substant€Timpson 2004, p. 20). Thereforegrie should
not understand the transmission of information lo@ model of transporting potatoes,
or butter, say, or piping watér(2008, p. 31).
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The claim that information is not a substance &mal of stuff is repeated many
times in Timpson's works (see, e.g., 2004, p. 3N& p. 28). Even accepting that
information is not a substance, one can still ashutiits existence: Does information
exist? Timpson does not offer a single answer i® doestion. Sometimes, he claims
that his position does not imply nominalism: althbunformation is amabstractum
there is no need to conclude thereby that it doeéexist, since mangbstractaare very
often usefully said to exist. From a non-nomingfissition, ‘a sufficient condition for
type existence will be that there be facts abouethdr particular concrete objects
would or would not be tokens of that typ@008, p. 28). Nevertheless, the quote from
Strawson that opens his PhD thesis seems to sugmesthing different, when pointing
out that to assume that any noun refers to songetisirfan ancient, but no longer a
respectable, errdr(2004, p. 2). One could suppose that the idet‘thimrmation’ is a
non-referring term, although present in his firsirks, disappears in his more recent
publications. However, this is not the case. Ingaper about teleportation we can read
that ‘there is not a question of information being a sabse or entity that is
transported, nor of ‘the information’ being a refierg term” (2006, p. 599), and the
quote from Strawson is still there in his very mgdeook (2013, p. 10). This means that
it is not only that information is not a materidirtg or a substance, but that there is
nothing that counts as the reference of the temformation’.

In any case, the final aim of Timpson’s argumentafbout the abstract nature of
information consists in denying the physical intetption of information. For him, the
dictum ‘Information is physicéal applied to the technical concept of informatidmot
trivial -meaning that some physically defined quantity iggutat, is false precisely
because ‘information’ is an abstract noun. And tleiads to all the consequences
pointed out above: information is not a stuff @udstance, it is not located in space and
time, it is not material. The question is: are thdeatures sufficient to say that
information is not physical?

There is, certainly, a previous question: what dbesean to be a physical item?
In Timpson’s arguments, the physical world seemsé¢ogiven once and for all,
independently of science. The style of his argumtém is typical of the traditional
analytical philosophy of language: the physical lbas what ordinary language talks
about and, consequently, we discover the worldisctire by analyzing the grammar of
that language. For this reason, the grammaticalifet a noun is abstract expresses the
non-existence of its referent in the physical woHds true that Timpson distinguishes
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between the everyday notion and the technical nativinformation. Nevertheless, in
both cases the strategy is the same: to analyzgrémematical role played by the word
‘information’ in the non-formal language, and t@aarontological conclusions from that
analysis. However, it is hard to suppose that mhstsi appeal to that strategy to decide
what is a physical item when they say, as Rolf laared (1991, 1996), that information
is physical. If one does not want to turn the dtrree of non-formal languages into the
clue witness about what exists and does not eristheé physical world, a more
reasonable strategy seems to be to admit that higsigal world is the world that
physics talks about. Therefore, in order to deewtether or not a certain item belongs
to the physical world, it is necessary to see wblkgtit plays in physical science.

From this perspective, the first thing to noticehat it is not necessary to be a
substance, or a concrete thing, or a materialyentitbe physical. The realm of physics
is populated by countless properties, usually refeto as ‘observables’, which are not
substances nor concrete or material things. In, faleysical properties as position,
velocity, charge, mass, etc. abstracta and many of them cannot be conceived as
existing in space and time in any meaningful semd®t is the space-time location of
position? Nonetheless, they inhabit the world dbedr by physics, they are
undoubtedly physical items. Pace Timpson, only fran extreme nominalist
perspective can the existence of physical propelecalled into question. It could be
argued that, whereas position and electric chargepeoperties, information is not a
property. But the decision about conceiving a nbefonging to particular physical
theory as naming an individual entity, a stuff geraperty is not fixed by grammar, but
depends on the interpretation of the particulaotheonsidered. In any case, it is not

necessary to be a substance or a material detaentimag to be a physical item.

From a philosophical perspective, it is well knothat physics, far from being a
static body of knowledge, changes substantiallyough history. In this process,
concepts undergo deep mutations that modify thédwiew described by physics. Let
us consider, for instance, the concept of a wavicwbegins by referring to a property
of a physical medium: a wave is nothing else tharabstract description of how a
material medium changes its properties in spacdoand time. In this sense, the
concept of a wave does not belong to the categbsylostance, but to the category of
property: there are no waves without a material iomacthat carries them. However,
with the development of physics waves become sadngetthat do not need an
underlying material substratum to exist. Althougtpeesent the ontological status of a
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field is still under debate, it is agreed thateddiis something that exists by itself, with
no need of a material medium, and that has its preperties and its specific physical
description (for a historical account of this tramsation, see Berkson 1974).

The example of waves shows that physics, in itdutiem, tends to perform a
substantialization of certain conceébtfrom originally being conceived as properties,
certain magnitudes turn into substances, but ntitdrsense of becoming kinds of stuff,
referents of mass nounghe sense used by Timpsorbut in the Aristotelian sense
(“primary substance” irCategorie$ of being objects of predication but not predieabl
of anything else, and being bearers of propertgee (Robinson 2014). One might
wonder whether the-technicat concept of information is undergoing a mutation
analogous to that experienced by the concept ofesjaand is beginning to be
conceived as a physical magnitude that exists d@lfjtwithout the need of a material

carrier supporting it.

A concept that immediately comes to one’s mind wtieinking about a physical
interpretation of information is that of energyn& energy also seems to be something
“abstract” and non-material, at least when compdamedsay, a molecule. Timpson
considers the analogy between information and gnéng assumes that, by contrast to
‘information’, ‘energy’ is a property name. In tleontext of this analogy, he asks
whether information is “adventitious”, that is, adidfrom without, from the perspective
of the pragmatic interest of an agents ‘it a fundamental one?...] Or is it an
adventitiousone: of the nature of an addition from without; addition from the
parochial perspective of an agent wishing to trestme system information-
theoretically, for whatever reasoh®Timpson 2008, pp. 46-47; emphasis in the
original). Also with respect to this aspect the pamson with energy is relevant. In fact,
in the context of strict Newtonian mechanics, tbaaept of energy is subsidiary to the
dynamical description of a system; in Timpson'srgy it is an adventitious concept
designed to measure the capacity of a system tforpera certain task-work-.
However, in the framework of physics as a wholeadfuired its own, not merely
adventitious, reference, and became one of theafmedtal physical concepts. The
words of William Thomson in the nineteenth centwyeady express clearly this
transformation: The very name energy, though first used in its garesense by Dr.
Thomas Young about the beginning of this centuag,dnly come into use practically

* This is not the only movement in the evolutiorpbf/sics; in certain cases, properties applied to a
single object become relations.

18



after the doctrine which defines it hdd.] been raised from a mere formula of
mathematical dynamics to the position it now halfia principle pervading all nature
and guiding the investigator in every field of sc€ (Thomson 1881, p. 475). At
present, the word ‘energy’ does not refer to somgtleoncrete: if a perturbation in a
physical medium is transmitted between two pointsspace, nothing material is
transmitted; nevertheless, there is transferencenefgy between those points. And
although sometimes it is still used as a propeaiy@, in general energy has acquired a
substantial nature-in the Aristotelian sensethat plays a central unifying role in
physics: energy is a magnitude essentially refetcedby absolutely all present-day
physical theories; it is conceived as something tan be generated, accumulated,
stored, processed, converted from one form to @anpo#nd transmitted from one place

to another.

In his insistence on depriving information of progdinature, Timpson says that
“Quantum information theory and quantum computatoa theories about what we
can do using physical systefhgTimpson 2004, p. 33; emphasis in the original).
Following with the analogy with energy, one can #agt the concept of energy also
began as a tool to describe what we can do witlsipalysystems. However, its status
gradually changed with the historical developmehtpbhysics: now energy is an
undoubtedly physical item which, although non-matemplays an essential role in
physical sciences. In the light of the strong pmeseof the concept of information in
present-day physics, it is not difficult to suppabeat it is following a historical
trajectory analogous to that followed by the conadmnergy in the nineteenth century.

Summing up, it is quite clear that the world ddsed by contemporary physics is
not a world of material individuals and stuffs. $hiraditional ontology was superseded
by the world of quantum field theory, where padgllose any classical feature and
fields become substantial items (see, e.g., KuhimaA10), and by the general
relativistic universe, where energy acquires a gbftateriality” and space-time is no
longer a neutral container of material things (®eg,, Earman 1989). Once one admits
that it is physics and not grammar that decidemniitem is physical or not, it is clear
that it does not matter what kinds of words areduse refer to properties, such as
charge and mass, and to name items that acquibetiastiality through the history of
science, such as fields and energy. What only msagethat all those items inhabit the
world of physics, that is, according to physicsythee part of the furniture of the world.
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And this implies that contemporary physics offessgnounds to deny the possibility of
a meaningful physical interpretation of the conagphformation.

6.- The many faces of information

Timpson considers that there is a single corrdetjmetation of the technical concept of
information (or, at least, of Shannon’s concept),dor this reason, he devotes a great
effort to elucidate it. This “monist” view contrasivith the “pluralist” perspective
adopted by Shannon when claiming that Hgffword ‘information’ has been given
different meanings by various writers in the geh@&edd of information theory[...] It is
hardly to be expected that a single concept ofrmé&tion would satisfactorily account
for the numerous possible applications of this gehgeld.” (Shannon 1993, 180). If
this pluralistic stance was worthy of consideratiorShannon’s times, at present it is
even more plausible given the fact that the conoéptformation has permeated almost
all the domains of science. From this perspectitvés philosophically interesting to
realize that there are different interpretationshef concept of information, each useful

in a different specific context.

Once the focus is on non-semantic information, flst step consists in
specifying the formal context that frames the déston about the meaning of the
concept of information. In fact, although Shannaisory is the traditional formalism
to quantify information, it is not the only one.rRnstance, Fisher information measures
the dependence of a random variall®en an unknown parametérupon which the
probability of X depends (Fisher 1925), and algorithmic informatrorasures the
length of the shortest program that produces agtn a universal Turing machine
(Chaitin 1987). In quantum information theory, ideumann entropy gives a measure
of the quantum resources necessary to faithfulgode the state of the source-system
(Schumacher 1995).

It might be supposed that, when confined to a @aldr formal framework, the
meaning of the word ‘information’ becomes clear andequivocal: given the
mathematical theory, information is what this thyedescribes. However, this is not the
case. Even on the basis of the same formalisme thery be different interpretations of
the concept of information. Although disagreemenéy arise regarding any formalism,
let us consider Shannon’s theory.
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A concept usually connected with the notion of mation is that of knowledge:
information provides knowledge, modifies the staitéknowledge of those who receive
it. As pointed out above, Timpson believes that lih& between information and
knowledge is a feature of the everyday notion érimation, which must be carefully
distinguished from Shannon’s technical concept. el®v, the idea of knowledge is
present also in the philosophical and the physltsadourse about information. In fact, it
is common to find authors who even define informratin terms of knowledge. For
instance, taking Shannon’s theory as the underlyomgnalism for his proposal, Fred
Dretske says:ifhformation is a commodity that, given the rightipgent, is capable of
yielding knowledgé. (1981, p. 47). According to Donald MacKay, infaation is
related to an increase in knowledge on the destimand: ‘Suppose we begin by asking
ourselves what we mean by information. Roughlyldpgawe say that we have gained
information when we know something now that we'tdldrow before; when ‘what we
know’ has changeti (1969, p. 10).

The strong presence of the notion of knowledgeotsconfined to the works of
those who try to add semantic content to statistdarmation. Some authors devoted
to special sciences are also persuaded that the m®aning of the concept of
information, even in its technical sense, is linkedhe concept of knowledge. In this
trend, Jon M. Dunn defines information aghat is left of knowledge when one takes
away believe, justification and trdth(2001, p. 423), and for Bertram Brookes,
knowledge is & structure of concepts linked by their relatignwith information
defined as & small part of that structufe(1981, p. 131). Also physicists frequently
speak about what we know or may know when dealiitly information. For instance,
Anton Zeilinger even equates information and knalgeewhen he says that “[@/have
knowledge, i.e., information, of an object onlyotlngh observatioh(1999, p. 633) or,
with Caslav Bruckner, “[fpr convenience we will use here not a measurefofrimation
or knowledge, but rather its opposite, a measuranaertainty or entrop¥.(2009, pp.
681-682). In a traditional textbook about Shanndhé&ory applied to engineering it can
also be read that informations” measured as a difference between the state of
knowledge of the recipient before and after the roomication of informatiofi.(Bell
1957, p. 7), and that it must be relativized wiglspect to the background knowledge
available before the transmissiorthé datum point of information is then the whole
body of knowledge possessed at the receiving eiodebthe communicatioh(ibid., p.

7). In certain cases, the epistemic interpretatbmformation is what served as the

21



basis for philosophically motivated attempts to addemantic dimension to a formal
theory of information (MacKay 1969; Nauta 1972; Bke 1981).

It is worth noting that, from the epistemic perdpas; the possibility of acquiring
knowledge about the source of information by camsglthe state of the destination is
rooted in the nomic connection between them, tisatin the lawfulness of the
regularities underlying the whole situation. In tfathe conditional probabilities that
define the channel do not represent medeyactocorrelations; they are determined by
a network of lawful connections between the stafethe source and the states of the
destination.

A different view about information is that whichtdehes the concept from the
notion of knowledge and considers information ggshgsical magnitude. This is the
position of many physicists (seeg, Rovelli 1996) and most engineers, for whom the
essential feature of information consists in itpamaty to be generatest one point of
the physical space and transmitted to another pibinan also be accumulated, stored
and converted from one form to another. In thisecabe capability of providing
knowledge is not a central issue, since the trasson of information can be used only
for controlpurposes, such as operating a device at the distirend by modifying the
state of the source. According to this view, ipiecisely because of the physical nature
of information that the dynamics of its flow is arained by physical laws and facts:
“Information handling is limited by the laws of pitgsand the number of parts
available in the universgLandauer 1991, p. 29; see also Bennett and LizardEO85).

In general, the physical interpretation of inforrnatappears strongly linked with
the idea expressed by the well-knodictum ‘no information without representation’:
the transmission of information between two poiotshe physical space necessarily
requires an information-bearing signal, that iphgsical process propagating from one
point to the other. Landauer is an explicit defenafethis position when he claims that
“[i] nformation is not a disembodied abstract entityjsitalways tied to a physical
representation. It is represented by engraving @tae tablet, a spin, a charge, a hole
in a punched card, a mark on a paper, or some o#iggrivalent’ (1996, p. 188). This
view is also adopted by some philosophers of selefor instance, Peter Kosso states
that “‘information is transferred between states througgeraction” (1989, p. 37). The
need of a carrier signal sounds natural in thet lgfhthe generic idea that physical
influences can only be transferred through intésast On this basis, information is

conceived by many physicists as a physical entithh the same ontological status as
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energy; it has also been claimed that its esseprigerty is the power to manifest itself
as structure when added to matter (Stonier 19996)19

The difference between the epistemic and the phlsioterpretations of
information is not merely nominal, but may vyieldffeient conclusions regarding
certain common physical situations. For instance,the important philosophical
tradition that explains scientific observation grms of information (Shapere 1982,
Brown 1987, Kosso 1989), the way in which inforroatiis conceived leads to very
different consequences regarding observation. finiss out to be particularly clear in
the so-called ‘negative experiments’ (see Jamme#l9n which it is assumed that an
object or event has been observed by noting thenaksof some other object or event.
From the informational view of scientific obsenaatj observation without a direct
physical interaction between the observed objedtaanappropriate destination is only
admissible from an epistemic interpretation of rmiation. According to a physical
interpretation, by contrast, detection at the desitbon end does not amount to the
observation of the object: the presence of theablige only inferred (see Lombardi
2004). It is interesting to wonder whether takingpiaccount the distinction between
the epistemic and the physical interpretationswfdrmation could contribute to unravel
the puzzles involved in the informational interpt&in of quantum entanglement, in
particular, of teleportation (see Timpson 2006).

This presentation of the difference between thestepiic and the physical
interpretations of Shannon information may sugtfest the two interpretations are rival
and, as a consequence, it is necessary to decidedoof them. Nevertheless, as it will
be argued in the next section, this is not necigshe case.

7.- Information: formalism and interpretations

Although the physical interpretation of informatigorevailed in the traditional
textbooks used for engineers’ training, this sitwathas changed in recent times: in
general, present-day textbooks introduce infornmatieeory from a formal perspective,
with no mention of transmitters, receivers or slgnand the basic concepts are
explained in terms of random variables and proligldistributions over their possible
values. Only when the formalism has been presensedhe theory applied to the
traditional case of communication. A clear exangdl¢his trend is the extensively used
book by Thomas Cover and Joy Thomas, where theoeutlemphasize that:
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“Information theory answers two fundamental questioncommunication theory..].
For this reason some consider information theoryb® a subset of communication
theory. We will argue that it is much more. Indedhas fundamental contributions to
make in statistical physids..], computer sciencds..], statistical inferencg...] and to
probability and statistic5.(1991, p. 1).

The idea that the concept of information is cormgdletormal is not new. Already
Aleksandr Khinchin (1957) and Fazlollah Reza (19&dnceived information theory as
a new chapter of the theory of probability. Frons gherspective, Shannon information
not only is not a physical magnitude, but also $o#e nomic ingredient: the mutual
information between two random variables can benddfeven if there is no lawful
relationship between them and the conditional podib@s connecting them express

only de factocorrelations.

If the concept of information is purely formal abhe&longs to a mathematical
theory, the word ‘information’ does not pertainttee language of empirical sciences
—-or to any referential language it has no extralinguistic reference in itselfs It
“meaning” has only a syntactic dimension. Accordiaghis view, the generality of the
concept of Shannon information derives from itslesiwely formal nature; and this
generality is what makes it a powerful formal tém empirical science, applicable to a

wide variety of fields.

From this formal perspective, the relationship testwthe word ‘information’ and

the different views about the nature of informatisrthe logical relationship between a
mathematical object and its interpretations, eawh af which endows the term with a
specific referential content. The epistemic viehert, is one of the many different
interpretations, which may be applied in differeathnical domains, for example, in the
attempts to ground a theory of knowledge on infdromal bases (Dretske 1981), or in
psychology and cognitive sciences to conceptuaheehuman abilities of acquiring
knowledge (see, e.g., Hoel, Albantakis and Ton@ii3).

At the same time, the physical view, which turnfoimation into a physical
magnitude carried by signals, is appropriate famewnication theory, in which the
main problem consists in optimizing the transmiss@ information by means of
physical bearers whose energy and bandwidth isti@ned by technological and
economic limitations. But this is not the only pib&s physical interpretation: if the

sourceS s interpreted as a system in a macrostate cobipatith many equiprobable
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microstates,| (S) represents the Boltzmann entropy $f Furthermore, in computer
sciences, iSis interpreted as a binary string of finite lengtf$) can be related with
the algorithmic complexity ofS. Perhaps a kind of physical interpretation is also
adequate in molecular biology, where the langudgeformation became ubiquitous,
starting from the work of James Watson and Frafuisk in the fifties (see, e.g.,
Maynard Smith 2000), and even in evolutionary lgglowhere it has been argued that
abstract patterns in evolutionary processes canddseribed using informational
concepts (Harms 2004).

Summing up, from a perspective that conceives tineept of informatior-in the
context of Shannon’s theoryas a formal concept, the epistemic and the phlysica
interpretations are no longer rival, but they rathecome two of the several possible
interpretations of that formal concept. Of coutbés pluralist strategy does not solve by
itself the many problems involved in the widesprese of informational notions in
most fields of science. However, the clear difféiion between the several
interpretations of information is a first step taods overcoming those obstacles based
in misunderstandings that prevent conceptual ageatsn

8.- Conclusions

The concept of information is one of the most elesin the context of present-day
philosophy of science, not only due to its abstcharacter, but also because it appears
in multiple and varied scientific disciplines. # for this reason that the philosophical
analysis of its meaning and scope is howadays gentitask. In this sense, the works of
Timpson constitute an outstanding contributionhe field, since they have brought to
the fore many aspects of the concept of informatible domain of application of
Shannon’s theory (Timpson 2003), the relation betwmformation transmission and
quantum entanglement (Timpson 2005), the interpogteof teleportation (Timpson
2006), the nature of quantum information and itatren with the interpretations of
quantum mechanics (Timpson 2008, 2013), among %thé&tevertheless, the
acknowledgement of the high value of his work dogsamount to uncritical agreement.

In this article we have focused, in particular, Bimpson’s elucidation of the
concept of information, according to which ‘infortia’ is an abstract noun and, as a
consequence, information is not part of the phystcatents of the world. Here we
proposed a strategy in a certain sense opposéatoft Timpson: instead of attempting
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to cut the Gordian knot of the meaning of ‘inforioat by means of a notion almost
empty of referential content, we embrace a pluraisnce, which recognizes the
legitimacy of different interpretations of the cept of information, not mutually

exclusive and each useful in a specific context.
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