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The methods of experimental philosophy have been successfully used in many areas of philosophy, including epistemology, philosophy of language, ethics, action theory, and more recently aesthetics, but philosophy of science has remained by and large impervious to this new approach (for an early defense of the role of experimental methods in the philosophy of science, see Griffiths & Stotz, 2008). This is unfortunate: Philosophers of science employ methods that, while efficient for dealing with many questions, are inferior to experimental, and more generally empirical, methods for addressing others, and may even be of dubious use for approaching some central issues in the philosophy of science. Methodological reform is called for: In addition to the methods they have honed, philosophers of science should open their toolbox to experimental and more generally empirical methods. My first goal in this chapter will thus be to show that experimental philosophy has much to offer to philosophy of science by reviewing the existing experimental-philosophy work in the philosophy of science and by defending it against an important criticism. My second goal will be to show that experimental philosophers on the one hand and traditional philosophers on the other have much to learn from some empirically-minded strands within contemporary philosophy of science. 
	In Section 1, I review the small, but exciting body of research that looks at scientists’ judgments before discussing an important criticism in Section 2. In Section 3, I discuss how surveying lay people’s judgments can bear on issues in the philosophy of science. In Section 4, I examine the possible contributions of bibliometric and cliometric methods to the philosophy of science before reviewing in Section 5 the use of ethnographic methods. 

1. Surveying Scientists’ Judgments
Experimental philosophers usually survey lay people’s judgments in response to philosophical thought experiments (e.g., Machery, Mallon, Nichols, & Stich, 2004; Colaço et al., 2014) or to short stories (aka “vignettes”) that bear on topics traditionally of philosophical interest, such as responsibility or the intentional nature of actions (e.g., Knobe, 2003; Machery, 2008). Experimental philosophers’ goals are diverse: Some want to show that the judgments elicited by thought experiments are biased or vary across demographic groups; others aim at describing the concepts or folk theories underwriting judgments about philosophically relevant topics; yet others mean to understand the cognitive processes giving rise to such judgments. A natural way of extending experimental-philosophy methods to the philosophy of science is to survey scientists’ judgments. This section presents two projects in the philosophy of science that can benefit from such surveys: analyzing the scientific concepts found in particular scientific communities and studying scientific cognition. 

1.1 Analyzing Scientific Concepts
Philosophers of science have often been interested in making explicit the concepts scientists use, such as the concepts of gene, natural selection, space, and time.[footnoteRef:1] Their interest is sometimes normative: They want to assess these concepts (e.g., Machery, 2009 on the concept of concept in cognitive psychology). Sometimes, their interest is ameliorative: They want to improve or reform the concepts scientists currently rely on (Reichenbach, 1938; Carnap, 1950). Sometimes, it is instrumental: Understanding a scientific concept (the concept of gene in molecular biology or the concept of natural selection in evolutionary biology) may be important for understanding the explanatory success and limitation of a scientific tradition (Waters, 2004) or it can be a case study for understanding conceptual change or progress in science. Finally, sometimes, it is simply descriptive: Sometimes, philosophers of science just want to know how scientists think of a given scientific topic, and why they do so. To make scientific concepts explicit, philosophers traditionally examine textbooks or the writings of important scientists in the relevant disciplines, or they rely on their (often substantial) acquaintance with the relevant scientific disciplines or with the history of science. These methods have shortcomings. Focusing on a sample of important writings (e.g., On the origin of species) to make explicit a given concept may mislead philosophers of science because the use of the target concept in the sample may not be representative of its use within the relevant discipline. Furthermore, the concepts found in textbooks or influential writings may differ from those that are really operative in a given discipline because scientists may be unusually reflective in such writings or because concept use in textbooks or influential writings may lag behind concept use in the research front (for example, see the discussion of the concepts of cis and trans in Stotz & Griffiths, 2004, 5-6). Finally, traditional methods are poorly suited to assess whether concepts vary across scientific communities or research programs within a given discipline.  [1:  In this chapter, I will bracket the difficult question of how to distinguish concepts from theories. ] 

	 By extending the methods of experimental philosophy to the philosophy of science—by examining empirically how scientists themselves use scientific concepts—experimental philosophers can address these issues. The suggestion here is not to ask scientists to make explicit their own concepts (no more than lay people are asked what free will or responsibility is in typical experimental-philosophy studies), but to run elicitation studies: Participants are put in controlled situations where they have to use their concepts, and their token concept uses (i.e., their judgments) provide evidence about the nature of the underlying concepts. Large representative samples can be collected; scientists can be put in situations where they use the very concepts at work in their scientific research; and variation in conceptualization can be directly examined. The controlled nature of experimental set-ups also allows the experimental philosopher of science to investigate hypotheses about scientific concepts that can’t be assessed by examining the natural occurrences of the predicates expressing them. 
	Surveying scientists’ judgments in controlled experimental situations can serve to test competing accounts of the concepts of interest, including those that philosophers of science have proposed on the basis of their traditional methods. This is exactly what Karola Stotz and Paul Griffiths proposed to do in their groundbreaking work (Stotz & Griffiths, 2004; Stotz et al., 2004). As they put it (Stotz & Griffiths, 2004, 5),
This paper describes one complete and one ongoing empirical study in which philosophical analyses of the concept of the gene were operationalized and tested using questionnaire data obtained from working biologist to determine whether and when biologists conceive genes in the ways of suggested. These studies throw light on how different gene concepts contribute to biological research. Their aim is not to arrive at one or more correct “definitions” of the gene, but rather to map out the variation in the gene concept and to explore its causes and its effects.
They present their work as a study of the “conceptual ecology” of the concept of gene: the study of concepts and their variants in relation to diverse epistemic niches. On their view, scientists modify their conceptual tools flexibly and adaptively to respond to theoretical and experimental needs, which vary across research communities and traditions. In this spirit, Stotz and Griffiths developed specific hypotheses about the variation of the concept of gene across molecular biology, developmental biology, and evolutionary biology. For instance, it was hypothesized that “molecular biologists [should] emphasize the investigation of the intrinsic, structural nature of the gene and (…) be reluctant to identify a gene only by its contributions to relatively distant levels of gene expression. Conversely, evolutionary biologists should be more interested in genes as markers of phenotypic effects and reluctant to treat two similar DNA sequences as the same gene when they lead to different outcomes for the larger system in which they are embedded” (Stotz & Griffiths, 2004, 12).
	In their first study, 80 biologists from the University of Sydney working in different areas of biology were presented with a three-part questionnaire (for detail, see Stotz et al., 2004). The first part was used to identify participants’ area of research; the second asked explicit questions about what genes are, what their function is, and about the utility of the concept of gene; the third part was the elicitation study itself. In this third part, participants were given individuation questions: They had to decide whether two stretches of DNA were the same or a different gene. 
	Scientists sometimes answered differently when asked direct questions about what genes are and when asked to use their concept of gene. Evolutionary biologists did not emphasize the contribution of genes to phenotypic traits in the former kind of situation (contrary to what had been expected), while they did in the latter kind of situation (in line with Stotz and Griffiths’s third prediction). Differences between research communities were also found, although the results turned out to be often difficult to interpret.
	Study 2 asked a much larger sample to rank research proposals on genetic diseases (with different scientific focuses: from genes to behavior) and to annotate transcription events (a task involving gene individuation). The first task is particularly commendable since it is similar to situations scientists regularly confront (grant assessment) and is thus ecologically valid. Unfortunately, the results of this study have not been reported. 
	Stotz and Griffiths’s studies are no doubt groundbreaking, but they also highlight some difficulties in the experimental study of scientists’ concepts, and lessons can be drawn from their work. They were partly exploratory (while being also partly guided by tentative hypotheses), and a large amount of data was collected, which turned out to be difficult to interpret clearly. The experimental philosopher of science is probably better served by collecting fewer data, and by having beforehand a clear plan concerning how to analyze these data and how the analyses would bear on a few precise hypotheses of interest. Philosophers of science should thus attempt to formulate concrete hypotheses that can be effectively investigated.

1.2 Understanding the Cognitive Basis of Science
Some philosophers have been interested in bringing the tools of cognitive science to bear on our understanding of science (e.g., Giere, 1992; Nersessian, 1992, 2008; Carruthers, Stich, & Siegal, 2002; Andersen, Barker, & Chen, 2006).[footnoteRef:2] The main goal is to identify and describe the cognitive processes that underwrite the distinct features of scientific activity. It is hoped that meeting this goal would cast light on at least some traditional issues in the philosophy of science. Experimental philosophers’ methods can be used to further this research program. For instance, they can provide evidence about the kind of concepts scientists rely on, which has been an important focus among cognitively-minded philosophers of science, and about the continuity or similarity between scientific and lay cognition, including between scientific and lay concepts.  [2:  Philosophers of science interested in these topics, including experimental philosophers of science, would benefit from a greater acquaintance with the psychology of science (e.g., Sulloway, 1996; Shtulman, 2009; Feist, 2011; Proctor & Capaldi, 2012).] 

	Following up on Griffiths, Machery, and Linquist’s (2009) work (see Section 3 below), Knobe and Samuels (2013) have recently examined how lay people and scientists conceive of innateness—a case study in the relation between lay and scientific cognition (see also Shtulman, 2006, 2009; Shtulman & Valcarcel, 2012). They put forward three competing hypotheses about what happens when scientists’ concepts (e.g., the scientific concepts of species) are related to lay concepts (e.g., the lay concept of species):
- The overwriting hypothesis: The acquisition of a scientific concept leads to the elimination of the lay concept.
- The overriding hypothesis: The lay concept co-exists with the newly acquired scientific concept, but scientists rely on the latter in typical scientific contexts.
- The filtering hypothesis: Scientists do not acquire a distinct concept, but they reject the judgments the lay concept underwrites when those violate general scientific principles (such as “Do not allow your judgments to be affected by your values”). 
Lay people and scientists were presented with various vignettes describing a particular biological trait and were asked whether this trait is innate. Surprisingly, just like lay people, scientists judged that a trait can be innate despite being learned (as predicted by Griffiths, Machery, and Linquist’s model of the lay concept of innateness). Furthermore, lay people’s and scientists’ innateness judgments were influenced by moral considerations: Valuable characteristics (e.g., the capacity “to solve very complicated math problems”) were judged more innate than disvalued characteristics; neutral characteristics were judged more innate when good environmental factors rather than bad factors contributed to their development. Scientists and lay people alike were also able to overcome these tendencies when they were experimentally primed to make reflective judgments about innateness. In particular, instead of being presented with only one vignette (e.g., a vignette describing the development of a valuable characteristic), they were presented with a pair of vignettes (e.g., one describing the development of a valuable characteristic and one describing the development of a disvalued characteristic). Being confronted with the pair of cases led scientists and lay people to be more reflective, which limited the influence of moral considerations of their judgments and led them to sharply distinguish learned and innate traits.
Knobe and Samuels’s empirical findings are extremely interesting, and they cast light on how scientific and lay concepts relate to one another—an important issue for the study of scientific cognition. That said, since no difference between lay people and scientists was found, their results do not fit any of their models, all of which predict a difference between lay people’s and scientists’ judgments: At least for the case of the concept of innateness, novel hypotheses about scientific concepts and their relation to lay concepts, to be tested by means of the tools of experimental philosophy, are called for.

2. A Defense of Experimental Conceptual Analysis
As we have seen in Section 1, philosophers of science have appealed to experimental methods to examine scientists’ concepts (e.g., gene concepts) and the relation between those and lay concepts. This appeal has however been the subject of controversy. In this section, I review and then rebut Waters’s objections to the use of experimental methods to analyze concepts.

2.1 Waters’s Criticism
Waters (2004) agrees that conceptual analysis has an important role to play in the philosophy of science, but, focusing on Stotz and Griffiths’s empirical study of the concept of gene, he argues that in the philosophy of science experimental studies of concepts do not constitute genuine conceptual analyses, and that, as a result, they cannot test proposed analyses of scientific concepts. On his view, following the first section of Reichenbach’s Experience and Prediction (1938), philosophers of science engage in “rational reconstruction” of scientific concepts, where rationally reconstructing a scientific concept of x consists in presenting some propositions about x (or inference schemas about x) in a way that accords with logical and epistemological principles. The rational reconstruction of a concept need not be identical to what scientists unreflectively mean by a given predicate. 
	How to adjudicate between competing rational reconstructions? Waters proceeds in two steps. First, he describes Reichenbach’s own proposal at length: The only constraint (“the postulate of correspondence”) is that scientists must recognize that the reconstruction of a concept really captures what they mean “properly speaking.” As Waters puts it (2004, 38):
Epistemological descriptions may depart from the way scientists actually talk (in order to heed epistemological standards such as consistency and logical completeness), but the descriptions must satisfy the following condition: scientists would agree that the accounts accurately describe what they mean, “properly speaking.” 
In contrast, experimental studies are typically limited to studying how scientists actually talk, and they thus do not constitute genuine conceptual analyses in the philosophy of science, nor can they test proposed analyses. 
	In the last section of his article, Waters ends up rejecting the idea that the postulate of correspondence is the only constraint on rational reconstruction on the grounds that scientists’ own epistemic values should not provide the final say about what counts as a successful rational reconstruction. I’ll have a bit more to say about this second step below.  

2.2 Response 
Waters’s attack against experimental conceptual analysis suffers from two main problems that I will present in turn. First, even if conceptual analysis were a form of rational reconstruction, it would not follow that candidate analyses could not be tested by the kind of surveys Stotz and Griffiths conducted. Rational reconstructions reconstruct the way scientists use particular concepts. If one can show experimentally that a candidate rational reconstruction of a given concept x has nothing or little to do with scientists’ unreconstructed use of x, then this gives us a strong reason to assume that the reconstruction is erroneous. 
	Second, Waters’s alternative to experimental conceptual analysis—i.e., his account of rational reconstruction—is unsatisfactory. In Reichenbach’s account of conceptual analysis, scientists’ judgments that a rational reconstruction of a concept such as the concept of natural selection captures what they mean, properly speaking, by a predicate (“natural selection”) play a central role in the assessment of competing rational reconstructions. In fact, however, neither a judgment that a rational reconstruction captures the content of a scientific concept nor a judgment that it fails to do so can adjudicate between competing reconstructions. Let’s start with the former point. Rationally reconstructed concepts are bound to be used in ways that differ substantially from unreconstructed concepts since their use is supposed to obey various logical and epistemological principles, and, as a result, scientists may deny that the proposed use captures what they mean, properly speaking. But why would this denial amount to a failure of the proposed reconstruction? Instead, scientists may simply not be very good at seeing what they themselves mean, properly speaking. Scientists’ agreement that a proposed reconstruction does capture what they mean does not fare better since, first, a concept can typically be reconstructed in several incompatible ways, and since scientists would probably agree to several of these. It will not do to respond that what is common to, or invariant across, these reconstructions really captures the reconstructed concept since typically what is invariant amounts to very little (and thus could not count as a full reconstruction) and is, in any case, much less than what one means by a predicate, even properly speaking. 
	As noted, Waters ends up denying that the postulate of correspondence is the only constraint bearing on rational reconstruction, but his amendment to Reichenbach’s approach is of little help. It is unfortunately impressionistic—no constraint is described in detail—and Waters also seems to have changed the topic: The epistemic values Waters proposes to add to the postulate of correspondence are not supposed to guide conceptual analysis or rational reconstruction (what the postulate of correspondence is supposed to constrain according to Reichenbach), but our choice between possible concepts—a step that follows rational reconstruction. 
	To summarize, even if Waters were right that conceptual analysis in the philosophy of science is rational reconstruction, this would not undermine the utility of the type of experimental surveys conducted by Stotz and Griffiths. Furthermore, he has not presented a compelling alternative to the approach to conceptual analysis presented in Section 1.

3. Surveying Lay People’s Judgments
Much philosophy of science is not concerned with making technical scientific concepts explicit, but with understanding the nature of a scientific explanation, confirmation, reduction, or emergence. There has been little work in experimental philosophy about the key notions in the philosophy of science (explanation, confirmation, etc.) in large part because it is not obvious that how lay people conceive of these notions matters for debates in the philosophy of science (in contrast to ethics or epistemology). In this section, I will describe three different ways in which surveys on lay people’s judgments can contribute to the debates in philosophy of science: Such surveys can raise doubts about whether the alleged instances of scientific explanation, confirmation, and reduction that philosophers mention to support their views about scientific explanation, confirmation, and reduction are genuine instances; they can be used to choose between competing formal explications of notions of philosophical interest (e.g., explanatory power); and they can used to debunk theories in philosophy of science.

3.1 Assessing Alleged Cases
When philosophers of science theorize about, say, explanation, they often trot historical or contemporary scientific episodes that they take to be successful instances of explanation (a method called “the case-study method”), and it is at least a necessary condition of adequacy for a theory of explanation that it agrees with these case studies. Hempel describes his own account of scientific explanation as follows (1965, 489, emphasis in the original):
The construal here set forth is (…) in the nature of an explication, which is intended to replace a familiar but vague and ambiguous notion by a more precisely characterized and systematically fruitful and illuminating one. (…) Like any other explication, the construal here put forward has to be justified by (…) [showing that it] does justice to such accounts as are generally agreed to be instances of scientific explanation (…).
	Philosophers of science often simply assume that the status of the scientific episodes they rely on is uncontroversial. As Hempel puts it (my emphasis): The cases are “generally agreed to be instances of scientific explanation.” However, as Waskan, Harmon, Horne, Spino, and Clevenger (2014) note, whether there is such a general agreement is an empirical claim that can be assessed by means of experimental philosophy: One can examine whether lay people and scientists treat the relevant cases (or structurally similar ones) as clear instances of explanation. If lay people or scientists don’t, the scientific episodes lose their dialectical significance.[footnoteRef:3] [3:  See also Mizrahi & Buckwalter (2014) on the notion of progress. ] 

	Waskan and colleagues (2014) examined whether lay people and scientists take bringing about intelligibility or understanding to be a necessary component of a scientific explanation—a view most philosophers of science reject.[footnoteRef:4] In study 1, they presented lay people with scenarios describing a successful explanation that is either accompanied with (actual or potential) understanding or that cannot yield understanding due to its complexity. Independently of their scientific education, people took the case involving actual understanding to be a much better explanation than the case involving merely possible understanding or no understanding at all. Study 2 used a more ecologically valid instance of explanation as well as an indirect manner of testing whether participants view the case as an explanation. Study 1’s results were replicated. Study 3 replicated study 2 with a sample of scientists. Waskan and colleagues again found that the case involving actual understanding was judged to be a much better explanation than the case involving merely possible understanding or no understanding at all. They summarized their research as follows (2014, 1032-1033): [4:  It could also be useful to examine the psychological research on explanation (e.g., Lombrozo, 2006, 2009).] 

Frequently philosophers of science argue that there are cases which are generally agreed to constitute explanations but that, because of their vast complexity or exotic constructs, fail to bring about any relevant psychological states, whether they be affective (e.g., satisfaction) or intellectual (e.g., intelligibility). (…) Their underlying ideas about explanation may lead them to make case classifications that are out of step with how the population at large or, more importantly, out of step with how scientists would classify the same cases.
They rightly concluded that the common assumption among philosophers of science that an explanation could be successful even if it failed to provide any understanding is in jeopardy (1033-1034): “The fact that the intelligibility hypothesis appears to be true of the general population and of scientists means that any departure from this widely accepted scheme needs to be justified by something other than an appeal to what now appear to be contentious case classifications.”

3.2 Adjudicating Between Competing Formal Explications
Carnap (1950, chapter 1) proposed that one of philosophers’ tasks was to explicate concepts: “By an explication we understand the transformation of an inexact, prescientific concept, the explicandum, into an exact concept, the explicatum. The explicatum must fulfill the requirements of similarity to the explicandum, exactness, fruitfulness, and simplicity” (1950, 1). Ideally, for Carnap, an explication should formalize a given concept, meeting thereby his second requirement. Since 1950, explication has been put to uses somewhat different from those envisaged by Carnap in The Logical Foundations of Probability. In particular, it has been proposed that explication, including formal explication, reveals, or makes explicit, the content of the vague explicandum (e.g., Strawson, 1963). The problem, however, is that there are typically several distinct ways of formalizing a given vague concept: Which of those reveal the content of the explicandum?
	Schupbach (ms) has cogently argued that experimental philosophy can provide an answer to this question (see also Shepherd & Justus, forthcoming). Experimental philosophers can gather systematic evidence about how people use the explicandum, and compare the different formal explications to the collected data (a form of formal experimental philosophy—see the articles in Lisciandra, Hartmann, & Machery, 2013). The explication that overall comes closer to the unreflective use of the concept (as measured by various indices of quantitative fit) best reveals, or makes explicit, the content of the vague explicandum. If making explicit is the goal of an explication, the best fitting formal explication is the best explication. 
	Schupbach (2011) provides an example of how experimental philosophy can be used to choose among competing formalizations. The goal was to choose among several competing formalizations of the concept of explanatory power. Participants were presented with two opaque urns containing white and black balls, and they were told about the two urns’ content. They then saw the experimenter flip a coin in order to determine which urn to sample from, but they were not told which urn was chosen. The experimenter then drew a ball from the chosen urn ten times (without replacement). Participants were asked various questions after each drawing; in particular, they were asked to “make a mark on an ‘impact scale’ representing the degree to which “the hypothesis that urn A was chosen (…) explains the results from all of the drawings so far” (816). Schupbach then compared five formal measures of explanatory power, including Popper’s (1959) and his own measure (measure ε), and found that measure ε best fitted participants’ judgments about the explanatory power of the hypotheses presented (i.e., urn A was chosen vs. urn B was chosen) (for critical discussion, see Glymour, forthcoming). Schupbach concluded (2011, 828):
Schupbach and Sprenger (2011) argue that measure ε corresponds most closely to our notion of explanatory power because this measure alone satisfies several intuitive conditions of adequacy for such an account. This article augments that case for ε with empirical evidence suggesting that this measure also does the best at describing actual explanatory judgments. The case for ε as our most accurate formal analysis of explanatory power thus looks to be strong indeed.
This illustrates how data obtained by experimental methods can be used to choose among competing explications.

3.3 Debunking Philosophical Theories
A third way to bring lay people’s judgments to bear on the philosophy of science is to follow a debunking strategy by arguing, first, that, unbeknownst to their proponents, specific philosophical views are attractive because they are derived from lay concepts and, second, that these concepts are defective. I illustrate this idea with the concept of innateness. Philosophers of biology and cognitive science have proposed several accounts of innateness meant to show that the notion of innateness is legitimate and useful in biology or psychology (e.g., Stich, 1975; Ariew, 1996; Khalidi, 2002; Samuels, 2002). In response, Griffiths et al. (2009) have brought novel research on lay judgments about innateness to bear against these philosophical accounts.
	Following Griffiths (2002), Griffiths et al. (2009) have proposed a particular analysis of the lay concept of innateness (see also Linquist, Griffiths, Machery, & Stotz, 2011).[footnoteRef:5] On their view, innate traits are the expression of an hypothesized inner nature of organisms (e.g., dogs, cats, etc.). These traits have the three following features:  [5:  Unpublished research by Machery, Griffiths, Stotz, and Linquist suggests that scientists in a variety of scientific disciplines conceive of innateness similarly. ] 

1. Fixity—they are hard to change; their development is insensitive to environmental inputs in development; it appears resistant to perturbation.
2. Typicality—they are part of what it is to be an organism of that kind; every individual has them, or every individual that is not malformed, or every individual of a certain age, sex, or other natural subcategory.
3. Teleology—this is how the organism is meant to develop; to lack the innate trait is to be malformed; environments that disrupt the development of this trait are themselves abnormal.
	Griffiths and colleagues are not proposing to analyze innateness by means of a set of necessary and sufficient conditions called “Typicality,” “Fixity,” and “Teleology.” Rather, on their approach, the cognitive structure that underpins the use of the term “innate” is an implicit theory that views organisms as having inner natures that are expressed in traits that are likely to be typical, fixed, and teleological. Griffiths and colleagues also wanted to find out the weight of these three features—how much each feature influences the judgment that a trait is innate. 
	To assess their hypothesis and to determine the weight of the three features, Griffiths and colleagues appealed to experimental methods. In a series of experiments, lay people were presented with examples of birdsongs. The vignette began with a standard paragraph about research on birdsong, designed to convince participants that there is a wealth of well-established scientific knowledge about birdsong. The next paragraph began with one or two sentences naming a specific bird and providing some neutral information about it. This was designed to convince participants that this is a real animal. The remainder of this paragraph stated whether the song of the male of this species is fixed, typical, teleological, or their opposites, using one of each of these pairs of statements:
Fixed/plastic
0. Studies on ___________ show that the song an adult male produces depends on which songs they hear when they are young.
1. Studies on ___________ show that the song an adult male produces does not depend on which songs they hear when they are young.
Typical/not typical
0. Studies also show that different males in this species sing different songs.
1. Studies also show that all males of this species sing the same song.
Teleology/no teleology
0. Close observations of these birds reveal that the males’ song is not used to attract mates or to defend territories. Scientists therefore agree that this feature of the bird has no real function, like the appendix in humans.
1. Close observations of these birds reveal that the males’ song attracts mates and helps to defend their territory. Scientists therefore agree that this feature of the bird has a real function, like the heart in humans.
	Statistical analysis of the data obtained in several studies showed that people are more likely to judge that a trait is innate when it is fixed, typical, and has a function, and that these three features contribute independently to people’s judgment. Furthermore, teleology turns out to play only a small role in innateness judgment.
	In light of these results, Griffiths and colleagues challenged the empirical validity of the concept of innateness. This concept leads lay people, and possibly scientists too, to infer that a trait is universal from the fact that it evolved; it leads them to conclude that a trait has a function from the fact that it is universal, etc. That is, people are disposed to follow, e.g., the inferences: 
Trait x is universal
Trait x is innate

Trait x is innate
Trait x has a function
This inference pattern as well as the other inference patterns between the universality of a trait, its plasticity, and its function are not empirically valid. Evolutionary biology tells us that a universal trait is not particularly likely to be functional, that traits that are not plastic may be functional, etc. The lay concept of innateness thus promotes unreliable inferences.
	What is more, Griffiths and colleagues argued that the accounts of innateness that philosophers of biology and cognitive science have proposed are based on the lay concept of innateness. Typically, a philosophical account of innateness identifies innateness with one of the three features of the concept of innateness—for instance, Stich (1975) and Samuels (2002) identify innateness with Typicality (Teleology: Khalidi, 2002; Fixity: Ariew, 1996)—and it derives its plausibility from this connection. It is illustrated and defended by appealing to traits that have this feature and that we regard as innate; competing accounts are undermined by appealing to traits that lack this feature and that we regard as not innate. If this explanation of the plausibility of these accounts is correct, and if there is no other ground for their plausibility, then these accounts should be dismissed. 

4. Bibliometrics and Cliometrics
In the last two sections of this chapter, I describe some insufficiently known strands of empirical research in contemporary philosophy of science. My goal is to promote these strands in the philosophy of science and to review them for the benefit of experimental philosophers. In this section, I focus on bibliometrics and cliometrics before examining ethnographic methods in the next section. Bibliometric methods can be of particular use to test some philosophical claims about special sciences (e.g., that a new theory—e.g., the extended evolutionary synthesis—constitutes a paradigm shift rather than a simple extension of a previous theory—e.g., the modern synthesis), while cliometrics provides a new method for addressing a long-standing issue in the philosophy of science: What are the theoretical virtues in science?[footnoteRef:6]  [6:  Overton (2013) uses yet another type of empirical method—text mining—to address the traditional issue of scientific explanation. ] 


4.1 The Shortcomings of the Case Study Method
As noted at the beginning of Section 3, general philosophers of science and philosophers of special sciences extensively rely on the case-study method: They support their theories by studying carefully episodes of the history of science or of contemporary science. For example, Lloyd’s (1999) influential criticism of evolutionary psychology is based on a careful analysis of Cosmides’s (1989) and Cosmides and Tooby’s (1992) articles on the hypothesized cheater detection module.
	The case-study method has obvious virtues: By focusing on a few case studies, philosophers of science can bring to the fore a huge amount of details (a general virtue of idiographic methods); by looking at the content of scientific theories, at the actual outcome of experiments, at the social context, it also provides information that other methods (e.g., bibliometric methods) ignore. 
	On the other hand, the case study method suffers from important shortcomings that are too often overlooked by philosophers of science (Faust & Meehl, 2002; Machery & Cohen, 2012, section 2).[footnoteRef:7] Typically, because studying cases is time consuming, only a few articles—often foundational ones—are examined. As a result, this method is not optimally tailored to capture either differences across sciences or traditions within a science or changes in sciences or scientific traditions. Furthermore, the case study suffers from a selection bias: Philosophers of science are guaranteed to find some cases that support their views even if many other cases actually undermine them. As Faust and Meehl put it (2002, S187), “for nearly any descriptive or normative program, no matter how sound, the proponent can find many supportive instances.” In fact, philosophers of science should be unimpressed when a single case or even a few cases are presented to support a given theory. The empirical methods discussed in the remainder of Section 4 are meant to complement the case study method by addressing these shortcomings (bibliometric methods) or by replacing it (cliometric methods). [7:  For some responses, see Burian (2000) and Morgan (2012). ] 


4.2 Bibliometrics
“Bibliometrics” refers to the methods used to analyze quantitatively the literature produced in academic disciplines. Bibliometric methods have been an important component of the sociology of science for decades, but they have been almost entirely overlooked in the philosophy of science. They range from traditional citation analysis, which “uses reference citations found in scientific papers as the primary analytical tool” (Garfield et al., 1978, 180), to more cutting-edge science mapping techniques.[footnoteRef:8] Depending on the questions of interest, some of these tools (some of which may require extensive training) can be of use to the experimental philosopher of science. [8:  Indiana University has been at the cutting edge of science mapping (for a start, see http://scimaps.org and http://sci.slis.indiana.edu). One can only wish philosophers of science familiarized themselves with such tools. ] 

	Here I will discuss a simple use of citation analysis in Machery and Cohen, 2012. The goal was to test what they call “the disparaging characterization” of the evolutionary behavioral sciences (evolutionary psychology, human behavioral ecology, sociobiology, etc.) that is common in the philosophy of biology—i.e., the view that the evolutionary behavioral sciences are theoretically and empirically poor. Machery and Cohen distinguished four components of the disparaging characterization, and they argued that each of these components makes a specific prediction about a pattern of citations to be found in the articles written by evolutionary behavioral scientists. For instance, philosophers of biology often claim that evolutionary psychologists and anthropologists rely extensively on the evolutionary theories developed in the 1960s and 1970s, and ignore more recent work in evolutionary biology. This component of the disparaging characterization was operationalized as follows: If the disparaging characterization is correct, the ratio of the number of citations of biology articles from the 1970s to the number of citation of biology articles from the 1990s in evolutionary behavioral scientists’ articles should be substantially higher than the corresponding ratio for psychology and anthropology articles. Machery and Cohen then tested four distinct predictions by examining the citation patterns in the articles published in Evolution & Human Behavior (the leading journal in this scientific area) over a three-year period (January 2000 to December 2002) for a total of 18 issues, 79 articles (excluding book reviews), and 3487 citations (found in the reference lists of the 79 articles). 
	Overall, Machery and Cohen’s citation analysis undermined the disparaging characterization of the evolutionary behavioral sciences, suggesting that philosophers of biology have a biased conception of this scientific area. For instance, evolutionary behavioral scientists turned out to cite more contemporary research from evolutionary biology, and from biology in general, than they cite contemporary research from psychology, anthropology, or medicine, undermining the claim that these scientists are ignorant of developments in contemporary biology. In addition, their analysis allowed them to develop a more subtle understanding of this scientific area. Their results illustrate how a tool as simple as citation analysis can be fruitfully applied to live debates in the contemporary philosophy of science.

4.2 Cliometrics
Cliometrics belongs to naturalized epistemology (instead of the sociology or the psychology of science): Its goal is to apply the quantitative tools of science to the history of science in order identify the properties constitutive of good science (Faust, 1984; Meehl, 1992, 2002, 2004; Faust & Meehl, 2002).[footnoteRef:9] Faust and Meehl have focused their attention on the candidate epistemic virtues of theories (formalization, parsimony, risky predictions, etc.). Faust and Meehl rightly noted that these properties can only be called “virtues” if they promote truth, verisimilitude, or empirical adequacy and that the connection can only be probabilistic (instead of deterministic). Because of the probabilistic nature of this connection, the case-study method is of no use to support or undermine descriptive and normative proposals about the properties theories, experiments, research programs, etc., should have (e.g., whether theories are better when they make risky predictions): It is always possible to find a few cases supporting any such proposal. The case-study method, which allows philosophers of science to select case studies at will, should be replaced by the study of representative samples of scientific episodes in the history of science. Faust and Meehl then proposed to construct indices operationalizing the candidate epistemic virtues. Using the methods of psychometrics, it should then be possible to determine which of the candidate virtues genuinely contribute to truth, verisimilitude, or empirical adequacy, how much they contribute, and which are redundant. Finally, Faust and Meehl put forward the provocative thesis that cliometrics may be able to develop actuarial methods that would be better than scientific judgments at identifying successful theories. These methods could naturally be applied to contemporary theories, grant proposals, etc. [9:  For an earlier proposal to use the history of science to test philosophical theories, see Laudan et al., 1986.] 

	Meehl and Faust have fleshed out these proposals in more detail, although the massive empirical research that would be required to follow through has yet to be done. Although space is lacking to describe and discuss their program in depth, it is worth sketching some of its most salient features. Meehl (2004) distinguishes “ensconced” from discarded theories, the former having been accepted by scientists for at least 50 years. Ensconcement is a proxy for long-term survival. Singling out a near dozen properties of theories, he then suggests to determine whether some combination of those can linearly separate ensconced from discarded theories (using discriminant analysis), whether they load onto a single factor (using factor analysis), and whether they identify a distinct taxon (using taxonometric methods). He predicts that these three methods will weigh the theoretical properties similarly. Furthermore, he proposes to define an index of verisimilitude and to apply it to discarded theories in the history of science (e.g., discarded theories during the chemical revolution)—taking the ensconced theory in the relevant episodes to be the true theory. He then hypothesizes that the verisimilitude of the discarded theory will be predicted by the weighted combination of theories’ properties obtained by discriminant analysis, factor analysis, and taxonometric methods. If Meehl’s hypotheses turned out to be correct, then cliometricians would have determined which properties verisimilar theories tend to possess. Quite an achievement!

5. Ethnographic Methods in the Philosophy of Science
The methods reviewed in Section 4 are all quantitative, and they involve more or less complex formal tools, but empirically-minded philosophers of science are not limited to these methods. They can also appeal to the qualitative methods of ethnography, including field observation, artifact collection, and field interviews. These qualitative methods complement the methods discussed in the previous sections and the traditional case-study method of philosophy of science: In particular, while ethnographic methods do not enable philosophers of science to study particular factors in a controlled manner, they are more ecologically valid. These methods are particularly useful to study the social structure of science, the nature and role of social norms in the production of scientific knowledge, and the discovery heuristics at work in everyday scientific practice. Philosophers of science have a more direct access to social structure, norms, and scientific heuristics by turning themselves into ethnographers compared to relying on written documents such as published articles, autobiographies, and correspondence.
	The idea that philosophers of science could appeal to ethnographic methods to fulfill some of their goals is of course not new: These methods have been used, controversially, by social-constructivist sociologists of science such as Latour and Woolgar (1979) and Knorr-Cetina (1981), and, less controversially, by a few philosophers of science, such as Giere (1990, chapter 5) and Nersessian (e.g., Miles & Nersessian, 2013a, 2013b, 2014). In the remainder of this section, I will briefly illustrate how ethnographic methods can be used to study scientific values, focusing on trust. 
	There has been much discussion of the epistemic importance of trust in the philosophy of science and in epistemology (e.g., Hardwig, 1990; Fricker, 2002), but until recently there has been little empirical examination of how much trust there actually is and of whether existing trust allows scientists to deal with the epistemic challenges raised by scientific collaboration. Wagenknecht (forthcoming) applied ethnographic methods to examine these two issues. Over the course of 18 months, she studied an interdisciplinary group of researchers working on planetary surfaces, attending weekly meetings, shadowing researchers, and conducting interviews. One of her main claims—“scientists do not tend to trust each other to an extent that would allow them to dispense with epistemic concerns as to the reliability of research which they are not able to carry out on their own”—is supported by her systematic analysis of her field notes and interview materials. It is difficult to imagine a substitute to interviews and observations that would have provide that much evidence about the amount and nature of trust in science. 

Conclusion
[bookmark: _GoBack]Post-Kuhn philosophy of science has emphasized the study of cases in the history of science or in contemporary science to understand scientific concepts, study scientific cognition, support or undermine accounts of key notions in philosophy of science (explanation, etc.), and assess special sciences (e.g., evolutionary psychology). No doubt, the case-study method has some virtues: It is a source of insights and useful hypotheses, it can raise questions about a philosophical theory, and it yields a large amount of details about theories, experiments, and the social context of science. But it also suffers from severe limitations, which have been overlooked by philosophers of science for too long. This chapter has described experimental, and more generally empirical, methods that should complement the case-study method where it is limited and replace it where it is of little use. This includes the experimental study of scientists’ concepts and, more generally, of scientific cognition, the experimental study of lay people’s concepts, as well as bibliometric, cliometric, and ethnographic methods. Philosophers of science have surprisingly been reluctant to include these methods in their toolbox, but doing so is necessary for philosophy of science to be a genuine part of a naturalized epistemology. 
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