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1. Introduction: The Normative and the Descriptive

The burgeoning literature on causation and causal cognition (causal learning, reasoning and judgment) spans many different disciplines, including philosophy, statistics, artificial intelligence and machine learning, and psychology.  But broadly speaking, this research may be divided   into two categories, although the division is far from tidy and there is considerable overlap. First, there is work that is primarily normative in character in the sense that it purports say how we ought to learn and reason about  a causal relationships and make causal judgments. This normative focus is perhaps most obvious in the case of theories of causal learning and inference from various sorts of data that have been developed in statistics and machine learning.  These theories  make proposals about which   inferences to causal conclusions are  justified   –  that is, which such inferences   lead reliably to the achievement of some epistemic goal (such as truth).    I include in this category of   normative causal learning theories conventional causal modeling techniques based on structural equations modeling, the constraint-based approach to causal inference developed by Spirtes, Glymour and Scheines, (2000), the  ideas about causal reasoning described in Pearl, 2000, the  many flavors of Bayesian treatments of causal inference (e.g.  Griifiths and Tenenbaum, 2009)   and   other proposals about causal inference   based on machine learning ideas, such as those due to Bernhard Schollkopf and his collaborators (e.g., Janzig et al, 2012).    It is perhaps less common to think of the various accounts of causation and causal reasoning found in the philosophical literature as also  normative in aspiration, but in my opinion they may be usefully viewed in this way , although they may have other goals as well[footnoteRef:2]. Virtually all such  philosophical accounts may be viewed as recommendations for how we should think about causation or which causal concepts we should employ and,  since these  recommendations in turn entail particular causal judgments, also as normative proposals about the causal judgments  we ought to make. For example, on this way of looking at matters, philosophical accounts of causation according to which so-called double prevention relations  (see Section 5 below ) are not genuine causal relationships because of the absence of a connecting process linking cause and effect can be thought of as normative proposals about how we should conceptualize the notion of causation and which about causal judgments are correct or warranted when double prevention relations are present. From this perspective, we may think of someone adopting the view that double prevention relations without connecting processes are not causal as  committed to the claim there is some normative rationale  or justification, connected to goals associated with causal reasoning,  for distinguishing dependence relationships with connecting processes  from those lacking this feature.  We can then ask what this rationale is and whether it justifies the distinction in question[footnoteRef:3]. Implicit in this way of viewing matters is the idea that we have choices about which causal concepts to adopt (and about what commitments should be carried by such concepts)  and that these choices can be evaluated in terms of how well they serve our goals and purposes.   [2:  In my view, many philosophers working on causation tend to  efface  the   normative dimensions of what they are doing by, e.g.,  describing their projects as providing an account of what causation “is” or as providing a “metaphysics” of causation.   This may make  it sound as their role is merely reportorial or descriptive (of “causal reality” or the  ontology of causation) and has no normative content (beyond such description).  But of course there are many different ways of correctly describing the world. (There is nothing, incorrect, for example, about just reporting correlations).   We thus face the question of why we should think causally at all and why, in doing so, we should employ some particular way of thinking about causation rather than  any one of a number of possible alternatives. In my view, answers to these questions will inevitably have a normative dimension and will require reference to our goals and purposes.]  [3:   Again, this way of viewing matters contrasts with the more usual practice (especially among metaphysicians) of thinking of the issue as simply one of whether double prevention relations are “really” causal or not. What I am urging is that we should ask whether we should, given our goals and purposes, view such relations as causal, thus highlighting the normative aspect of this question. ] 

As another illustration , David Lewis’ well-known counterfactual theory of causation (Lewis, 1973)  and the similarity metric characterizing closeness of possible worlds on which it relies may be regarded as  (among other things) a normative proposal about which causal claims should be judged as true and about the considerations that are relevant to  assessing their truth.   According to this normative proposal,  causal claims should be judged as true or false  depending on whether they are related to true counterfactuals in they way that Lewis’  theory  describes.  Moreover, the  true counterfactuals are those that are judged as such by the particular criteria for judging similarity among possible worlds that Lewis endorses.  As an alternative normative proposal, one might imagine  an  account that still links causal claims to counterfactuals but makes use of a different similarity metric which is judged to be superior in some way to the metric Lewis employs—perhaps because it is clearer or more closely connected to whatever goals we think should guide causal inference.  It then becomes a reasonable question why we should use Lewis’ metric   rather than this alternative[footnoteRef:4]. Finally, the “interventionist” account of causation that I favor is also normative, both in the sense that it makes recommendations about which causal claims should be judged true or false, and in other respects as well—for example, as I have tried to explain elsewhere (e.g. Woodward, forthcoming a) , the interventionist account imposes restrictions on the sorts of variables that can figure in well-posed causal claims,  embodies ideas about which variables it is appropriate to “control for” in assessing “multi-level” causal claims, what sort of evidence is relevant to assessing such claims  and so on. The distinctions among casual claims (with respect to features like stability and proportionality) that I have explored in more recent work (e.g. Woodward, 2010)  and which are discussed in more detail below are also intended to be taken normatively— I claim these are distinctions that it is appropriate or rational to make, given our epistemic goals.  [4:  I assume of course that it is not an adequate response just to say that the  reason for adopting  Lewis’  metric is that it captures “our” concept of causation. This just raises the question of why we should use (or why we do use) “our” concept rather than some alternative.  What is needed is a response that shows that “our concept” serves  goals and purposes we have. (Cf. Woodward, 2003, pp. 137ff.)] 

Along side of these normative ideas, there is also a very rich and rapidly growing body of research that is more descriptive in aspiration: it purports to describe, as a matter of empirical fact, how various populations (adult humans, human children of various ages, non-human animals)  learn and (where appropriate)  reason about and judge with respect to causal relationships. A great deal of this work is conducted by psychologists but important portions of it can also be found in the literature on animal learning, comparative animal cognition, and, in some cases, in disciplines like anthropology. Moreover, although many philosophers would probably prefer not to think about what they are doing in this way[footnoteRef:5], the philosophical literature on causation is full of what look, at least on first inspection,  like empirical descriptive claims— for example, claims that appeal to what people “would say” or how they in fact would  think or judge regarding the truth of various causal claims. Thus one finds philosophers   claiming that ordinary folk do or do not judge relationships  between two candidate events to be causal (at least strictly and properly speaking) when there is  counterfactual dependence but no “connecting process” linking the two events (Compare Dowe, 2000 with Schaffer, 2000). In addition, one also finds in the philosophical literature many claims that are naturally understood as implicit descriptive  claims about the sorts of evidence and other considerations that  people rely on in reaching causal conclusions.  For example,  many discussions of so-called probabilistic theories of causation (e.g., Suppes, 1970) would make little sense if it were not true that people systematically make use of  information about probabilistic relationships among events (and, at least for some versions of probabilistic theories,  only such information) in reaching causal conclusions. Similarly, Lewis’ discussion  of causal asymmetry  seems to rest   on the idea that people’s  judgments of such asymmetry  are somehow guided by or closely track beliefs they hold about such matters as the number of “miracles” required to produce convergence and divergence between different possible worlds.  [5:   Philosophers who are inclined to deny that they are making descriptive empirical claims about the causal judgments that people in fact make but who nonetheless appeal to “what we think” often describe  what they are doing in terms of reporting their (or other’s) “intuitions” about causation (or something similar, even if the word “intuition” is not used). A standard line is that intuitions are distinguished from mere descriptive claims about what the intuiter or others think   because intuitions  (or at least “correct” or “veridical” intuitions) involve some special sort of  epistemic access or insight into non-psychological subject matter  -- e.g.,  into   “causation itself” . Those who think, as I do, that such views about  intuition are incredible will also be unimpressed by this supposed distinction between genuine intuitions and mere empirical psychological claims, describing what the philosopher or others think.   In any case even  the most unreconstructed intuiters  usually recognize some constraints from empirical psychology  --  for example, they are  usually troubled (as they should be)  by empirical results showing large numbers of  people don’t share their intuitions. So even for inveterate intuiters, empirical research about how people in fact learn and reason causally ought to matter. ] 

A natural question, which this paper will explore, has to do with the relationship between these two forms of theorizing about causation and causal cognition—the descriptive and the normative.  Should we think of them as entirely independent, perhaps on the grounds that there is a fundamental and unbridgeable gulf between “is” and “ought” and that how people ought to reason about causation (or anything else) has no bearing on how they do reason, and conversely? Or should we think of these two enterprises as related and, if so, how? 
  This paper  and a companion paper (Woodward, forthcoming b) will argue that although there is of course a difference between how people in fact reason causally and how they ought to reason, nonetheless the two enterprises just described are in many ways closely related and  each can be fruitfully influenced by the other. This influence can take a number of different forms, which I will try to illustrate below. First, normative theories of causation can suggest descriptive hypotheses about causal and cognition,  possible experiments for assessing such hypotheses, and possible interpretations of experimental results that researchers are unlikely to think of in the absence of normative theorizing.  A key idea here is that normative theories can play this role in part because they provide benchmarks or ideals against which actual performance can be compared, measured and understood. That is, it is very often a good strategy, in attempting to construct a descriptively adequate theory of a subject’s causal cognition to begin with a normative theory of how this cognition ought to be conducted and then ask, as a descriptive matter, to what extent the cognition in question conforms to the requirements of the normative theory. Similar strategies of using normative theories as benchmarks to guide empirical research have been employed very fruitfully in other domains, including vision research (with the use of “ideal observer” analyses), decision theory and the study of non-causal learning[footnoteRef:6]. I   suggest that they are similarly fruitful when applied to causal cognition.  [6:   A well known illustration involving non-causal learning  is provided by  computational theories of temporal difference learning  which were originally introduced as normative proposals in computer science. These have been used very successfully in a descriptive vein to illuminate the behavior of dopaminergic neurons and their role in reward computation. ] 

 A closely related idea which helps to provide motivation for this strategy of guidance by normative theory is that among the empirical facts that we want a descriptive theory to explain are facts about the extent to which  the causal cognition strategies of various subjects are successful or not in learning about the causal structure of the world.  To explain such success or failure, we require a normative theory that characterizes success and failure and tells us which procedures for learning, reasoning and so on will lead to success (or its absence). In particular,  in comparison with other animals, including other primates, human beings are remarkably successful in learning about causal relationships  and their capacities for successful causal leaning develop  and improve over time. In fact even very young children are  better causal learners in a number of respects than other primates. One would like an adequate descriptive theory of causal cognition to (among things) explain how this success is achieved, just as  an adequate theory of visual processing should explain how (in virtue of what inference procedures) the visual system is able to extract reliable information about the distal visual environment from visual stimuli[footnoteRef:7].   [7:   None of this is to deny, of course, that people sometimes make mistakes in causal inference, hold confused or normatively inappropriate ideas about causation and so on.   But the general position taken in this essay is that many humans  (both adults and children) are more “rational” and more closely approximate normatively “good” behavior in learning and judgment than is often supposed. Relatedly, there is more continuity between the cognitive strategies of ordinary subjects, including children, and strategies adopted by scientific investigators and that we can often use our knowledge of the latter to illuminate the former. Whether and in what respects these claims are is a complex empirical matter, but for supporting evidence  in the case of children see for example, Gopnik, 2012.  ] 

 A second point about the role of normative theorizing is this:  by making explicit the logical relationships between various sorts of causal claims and other sorts of claims (about e.g. patterns of covariation) , normative theories can constrain the interpretative conclusions drawn from empirical results in various ways.  Suppose, for example, it is correct, as interventionists claim (see section 2), that causal judgments should be distinguished from judgments about patterns of covariation (causation is different from correlation) and that one of the distinguishing features of the former, in contrast to the latter, is that they have implications for what would happen if various interventions were to be performed.  Consider the implications of this idea for the interpretation of  experimental results based on differential looking times that are   taken by many developmental psychologists to support strong conclusions about infant causal knowledge[footnoteRef:8]. The question  someone holding a normative version of interventionism will ask about such claims is this:  What if anything in these results  supports the conclusion that the infants have distinctively causal beliefs or knowledge as opposed to expectations based on  experienced patterns of covariation?  According to interventionism, to the extent infants have the former, they must have beliefs or expectations having to do  with what would happen to such correlations were various actions or manipulations to be performed. In some cases such evidence may exist or be obtainable from other sources, but it does not appear to be provided just from the results of looking time studies, taken by themselves.  To the extent that no such evidence is available, there are no grounds for interpreting looking time results as providing support for distinctively causal beliefs, when these are construed along interventionist lines.  [8:   I have in mind here results of the sort reported in e.g.   Baillargeon, 2002,   and Spelke et al., 2002. ] 

As another illustration, in experiments discussed in more detail in Woodward, forthcoming b, Ahn et al (1995) argue that as a descriptive matter, people’s causal attributions very often rest on beliefs about “mechanisms” rather than covariational information, where they take these to be mutually exclusive alternatives. But both  many normative accounts of mechanism information (including interventionist accounts, as in Woodward, 2013)  and Ahn et al.’s  own examples of mechanistic information make it clear that such information implies claims about patterns of covariation.  In particular, there seems no reason to doubt that  the subjects in Ahn et al.’s experiments who cite mechanistic information take this to have implications about (and  to be in part based on) covariational information. If so, one can’t treat the hypotheses that the subjects rely on mechanistic information and that they rely on covariational information as competing and mutually exclusive alternatives and Ahn et al.’s results cannot be interpreted as showing that subjects  rely on the former instead of the latter.  
 			Just as normative theorizing can be helpful for the construction of descriptive theorizing, so also (I will suggest)  empirical results often can  be suggestive for normative  theories.  One way in which this can work is this:  if we see that as a matter of empirical fact people’s causal cognition and learning exhibits certain features F, it will  often   be a fruitful strategy to consider the possibility that some of these features F contribute to such success and thus are candidates for incorporation into normative theory.  I will appeal to this strategy to provide partial support for some of the normative claims discussed below. Conversely, if in the course of defending a normative account of causal judgment, a philosopher (or whoever) appeals to empirical claims about features of  the judgments most people make and the way in these contribute to success, and those empirical claims turn out to be false, then this   suggests that the normative theory is either mistaken or needs to be supported in some other way. 
This picture of the interaction between the descriptive and normative fits naturally with another idea which is implicit in what I have said so far. This has to do with the importance and fruitfulness, in carrying out both the descriptive and normative projects, of   trying to understand causal learning, reasoning and judgment in (what I will call) functional  terms[footnoteRef:9].  This  means thinking about causal cognition  in terms of goals or aims it attempts to serve (its functions) and  evaluating normative proposals about causal learning,  judgment and so on in terms of how well  they achieve  those goals.   In other words, in trying to understand   causal reasoning, we should ask what we want to do with  that reasoning   and what aims or purposes we are trying to achieve.  Causal reasoning should be understood as for various (non-trivial[footnoteRef:10])  goals, and  not just as an end in itself.  It thus becomes crucially important to specify what those goals are (or might be).  [9:  For a more extended defense of this idea, see Woodward forthcoming a. ]  [10:  Of course it is possible to trivialize this idea  about understanding causation in functional terms--  for example by insisting that the goal of causal thinking is  just stating the truth about the causal facts  and nothing more.  I take this to be a completely unilluminating move if  only because  this is a goal shared by virtually all accounts of causation. ] 

 As explained in section 2, interventionists think of these goals as having to do centrally with manipulation and control, but a functional approach to causation can be understood to encompass other possible goals—for example, another possible goal of causal cognition might be the representation of correlational information in a compressed and uniformed form or perhaps the representation of various facts about informational dependence and independence, as in Janzig et al, 2012. In what follows, however, I focus only on interventionist goals. 
The remainder of this paper is organized as follows. Section  2 presents an overview of the   interventionist account of causation and describes its extension to distinctions among different sorts of causal judgment that (I claim) make sense in the light of goals related to intervention. Section   3 then explores some possible psychological implications of the basic interventionist idea that causal claims can be understood as claims about the outcomes of hypothetical experiments. Sections 4 and 
5 then discusses the normative role of invariance in causal judgment and its empirical implications, with a special focus in Section 5 on judgments in double prevention cases, in which a physical connection between cause and effect is absent.  The companion to this paper (Woodward, forthcoming b) continues the exploration of the normative and descriptive significance of invariance, focusing on cases in which a physical connection between cause and effect is present, on examples illustrating the importance of proportionality as a condition on causal claims, and on what happens when, contrary to the strategy I recommend, descriptive investigations are not guided by normative theory.

  2: Interventionism and Distinctions Among Causal Relationships

I have described my version of the interventionist account in detail elsewhere (Woodward, 2003)  and  will confine myself here to a short summary. In particular, my goal in what follows is not to provide a detailed defense of  interventionism as a normative theory but rather to illustrate how  the normative components of the theory  might be related to  various sorts of descriptive investigations. The starting point of the interventionist account is the idea that causal relationships are relationships that are exploitable in principle for manipulation and control.  We can make this slightly more precise by means of the following principle: 

  (M) C causes E if and only if  it is possible to intervene to  change  the value of C, in such a way that if that  intervention were to occur, the  value of E or the probability distribution of  E   would change. 

Here an “intervention” is an idealized unconfounded manipulation of C, which changes E if at all only through C and not in some other way. From the point of view of the descriptive psychology of causal learning, it is an important fact that some human actions qualify as interventions and can be recognized as such, but the notion of an intervention itself can be specified without any reference to human beings or their activities. However, the notion of an intervention does require causal concepts for its specification—most obviously because an intervention on C causes a change in  the variable intervened on. ( See Woodward, 2003 for more detailed discussion). Note also that (M) does not say  that  the claim that C causes E is true only when C is changed via an intervention or that one can only learn about causal claims by performing interventions.  According to (M), what matters for whether C causes E is whether interventions on C are possible and   whether a counterfactual claim about what would happen to E  if C were to be  changed by an intervention is true, not whether C is changed by an intervention. (M) allows for the possibility that one can learn about causal relationships from many different sources, including passive observations not involving interventions, but implies that in all such cases the content of what is learned is captured by (M).   In other words, when one learns that C causes E from passive observation (or from some other source not involving the performance of an intervention), one should think of oneself as having learned that E would change under some intervention on C, but without actually performing the intervention in question. If one’s evidence is not sufficient to establish such claims about what would happen under interventions on C, one’s evidence is not sufficient to establish that C causes E[footnoteRef:11].  [11:  It follows that we can evaluate proposed causal inferences on the basis of whether they provide evidence that allows conclusions to be reliably drawn about the outcomes of appropriate hypothetical experiments. Certain inferential procedures such as the use of instrumental variables or regression discontinuity designs satisfy this criterion particularly well, as discussed in Woodward, forthcoming a. ] 

 	 (M) was originally intended  as a normative criterion for  distinguishing between causal relationships and relationships that are non-causal (because, e.g., they are merely correlational or fail to satisfy some other necessary condition for causation) and relatedly, as a principle that helps to clarify the content of causal claims (See below) . Most philosophical theories of causation (whether counterfactual, probabilistic or regularity based)  have as their aim   providing distinguishing criteria of this kind. There is, however, another normative project concerning causation that has received much less attention and that  is also  worthy of pursuit. This second project  also has a broadly interventionist motivation and is potentially fruitful from the point of view of empirical psychology. This  project involves drawing distinctions that are  normatively or descriptively important among causal relationships.  This  project asks the following question: suppose we have various  relationships that are causal in the sense of satisfying (M).  What further distinctions, if any, might it be useful or important to draw (either for normative or descriptive purposes )  among  these relationships. Here are some possible distinctions of this sort which I will discuss  either in this paper or in Woodward, forthcoming b—in each case causal relationships satisfying (M) can differ in the extent to which they possess the feature in question and this can have normative and descriptive significance.  

Invariance: Causal relationships satisfying (M)  can more or less invariant or stable. That is, they can differ in the extent to which they continue to hold under changes in background circumstances.

Proportionality[footnoteRef:12]: A cause can satisfy (M) and be more or less proportional to its effect or  be to a greater or less extent “at the right level” for its effect.    Causal claims satisfying (M) are proportional  to the extent  that they are formulated in such a way that they capture or convey, either explicitly or implicitly,   the full pattern of dependence of the  values of the effect on the cause—that is, to the extent that they specify which  and how changes in the values of the effect variable are associated with changes in the value of the cause variable. In addition,  causal claims  should be judged as preferable to the extent that  they  do not  claim or suggest  the existence of patterns of dependence between cause and effect that do not in fact hold or represent values of the cause variable as relevant or difference –makers  for the effect variable  when they are not relevant [12:   The characterization of proportionality that follows differs in some respects from my earlier in characterization in Woodward, 2010. I’ve introduced changes that I hope address some of the criticisms that have been leveled at my earlier characterization (and similar characterizations by others.)  ] 


Specificity: Causes satisfying (M) can be more or less specific.  A cause—effect relationship is specific to the extent that the cause has just one type of effect (among some range of possible types of effects) and the effect is the effect of just one type of cause (among some range of possible types of causes.) 

    As   already suggested,  I see the  project of exploring these  distinctions as     having  both a normative and empirical component.  On the normative side,   we can ask whether it makes normative sense for people to make these distinctions among causal claims, given the goals they have or the functions  ascribed to causal thinking.  On the empirical/descriptive side, we can ask  whether people  in fact make  distinctions among their causal judgments  in terms of the  features just described and whether and how these distinctions serve those goals.  My view, which I will defend below, is that there is a normative rationale for each of the  distinctions  and that in each case this rationale is closely bound up with the  interventionist idea that causal reasoning is closely connected to our concern with manipulation and control. In other words, not only does our  concern with manipulation  and control help to structure the distinctions that we make between causal  and non-causal claims (captured, I claim, by (M)) but it also influences  the above distinctions we make among causal relationships. 
Before turning to details,   there is  another  issue that I want to get on the table.  Most accounts of causal learning and judgment, whether normative or descriptive,  begin with a stock of variables (or properties or  descriptive terms)  which are assumed to be somehow antecedently available for the characterization of causal relationships or the data from which they are learned. However, typically no  account  is offered about where those variables come from.   Moreover,  it is a commonplace that  this initial  choice of variables heavily influences the results of any causal analysis. To take just one of the simplest possibilities , given  two random variables  X and Y, characterizing a body  of data, with X and Y probabilistically independent, one can always transform these to different variables – e.g. Z= X+Y, W= X-Y—which are dependent.  Thus the causal conclusions reached by any inference procedure that infers causal relationships from information about independence and dependence  relations (and this is true of virtually all such inference procedures) will   depend on the variables employed—e.g.,  the conclusion may be that  either that  X and Y are causally unrelated or, alternatively,  that  Z  causes W,  depending on which variables are employed.  In a similar way,  different choices of procedures for aggregating more fine-grained micro variables into coarse grained macro variables will also influence conclusions about the causal relationships among those macro-variables.  And for essentially the same reason, any philosophical account   that tries to understand causation in terms of regularities, statistical relationships or counterfactuals will also produce results that depend on the variables employed. For example, given a situation  which is correctly described as one in which Y counterfactually depends on X, one can always re-describe the same situation  in terms of variables W and Z, definable from X and Y,  where these variables are counterfactually independent. 
On a normative level, this seems to imply that accounts of causal learning and judgment are incomplete unless accompanied by accounts of variable choice— that is by accounts which provide normative guidance about how to choose variables appropriately (or how to “improve” one’s choice of variables given some initial starting point  or how to learn new, better variables for the purposes of causal cognition).  Similarly, on the level of descriptive psychology, an important project, if we are to fully understand  casual learning and reasoning, is to understand where the variables or descriptions  subjects employ come from—why subjects employ one set of variables rather than another, how they learn new or more appropriate variables and so on.  It seems fair to say that, despite the importance of these issues,  at present we know very little about either the descriptive or normative aspects of this problem. 
Providing a satisfactory account of variable choice is far beyond the scope of this paper. Here I want only to suggest that the distinctions among causal claims causation that I will be discussing—  the distinctions with respect to invariance, proportionality, and so on--  have some role to play in understanding variable choice. Some choices of variables will be such that we can formulate relationships among those variables that score relatively highly along the dimensions of invariance, proportionality and so on, while other choices of variables will lead to the formulation of relationships that score less well along these dimensions.  To the extent that there are normative rationales for valuing features like invariance and proportionality in causal relationships,  it will make sense, normatively, to choose  variables that facilitate these goals. To the extent that, as matter of empirical fact, a concern with these  goals  guide  people’s causal reasoning, we may also expect, as a matter of empirical fact,   that their causal cognition will reflect these features. Thus an additional reason for paying attention to notions like invariance   is that this may give us some help with the problems of variable choice.  Section 4, in particular, will illustrate this idea. 

3. Interventionist Interpretations of Causation: Normative and Descriptive Considerations. 

In this section my focus is on the interventionist account of causation, as represented by principle (M), and some empirical psychological claims that one can think of as “suggested” or “motivated” by this principle. To avoid misunderstanding, let me emphasize that  it is certainly possible to regard  (M) is a normative principle only,  and to decline to consider whether as a descriptive matter, subject’s behavior and cognition conform to  anything like (M).  Nothing in (M) construed as a normative claim forces us to connect it with empirical psychology[footnoteRef:13].  On the other hand, for all of the reasons, suggested in Section  1, exploration of such connections seems a potentially worthwhile in endeavor, and in what follows I proceed on the basis of this assumption.   [13:  By the same token, there is no logical inconsistency in holding that  (M) is correct as a normative theory but that people’s inferences usually fail to conform to anything like (M)—hence that people are mostly irrational. Of course this is not the view taken in this essay. ] 

 Let us consider, then, the prospects for interpreting (M) as part of a descriptive account of   the causal cognition of adult humans and perhaps other subjects—that is, as characterizing aspects of how people think and reason about causal claims. I begin by remarking  that although,  as noted above, (M) does not claim that one can learn about causal claims only by performing interventions, it is natural to suppose, if (M) has any plausibility as a descriptive theory, that people will learn about causal relationships relatively readily and reliably  if they are able to actually perform appropriate interventions and observe the results.  In other words, if (M) is psychologically plausible one would expect that performing interventions should facilitate subject’s causal learning in various contexts. In addition, if  the normative theory associated with interventionism describes aspects of how subjects in fact reason,  one might expect that subjects  will be sensitive  in their causal learning and judgment to  various  distinctions that are normatively important within an interventionist framework. For example, one can ask whether various subjects (human adults, human children of various ages, non-human animals) are appropriately sensitive to the normative difference between intervening and conditioning[footnoteRef:14] and whether they respond in normatively appropriate ways to information suggesting that their manipulations are confounded and thus not true interventions. The empirical research on human causal learning done so far seems to suggest affirmative answers to all of these questions[footnoteRef:15].  [14:  For discussion of the contrast between conditioning and intervening, see Woodward, 2007. Given random variables X, Y and Z,  one can ask, e.g., (i) whether X and Y are independent conditional on Z. This is a question about conditioning. One can also ask (ii) whether, e.g., X and Y would be independent under an intervention on X. This is a question about intervening. (i) and (ii) are non-equivalent and it is what happens under interventions that is diagnostic of causation.  ]  [15:  For more detail, see Woodward, 2007.] 

Another empirical issue that is suggested by (M) is this:  adult humans readily put together between what they learn about causal relationships on the basis of passive observation and what they learn on the basis of interventions—indeed, the adult human concept  of causation is one according to which one thinks that the very same causal relationship can be present between X and Y, regardless of whether X is produced by an intervention of whether it is passively observed.  Because adult human beings think about causal relationships in this way, they can use what they have learned about   causal relationships from passive observation to design novel interventions: we can establish on the basis of passive observation that X causes Y and then use this information to bring about Y by intervening on X.    One question this raises is whether there is a stage in the development of human causal cognition at which young children are not yet able to do this. The answer to this question again seems to be “yes”—although three year olds  readily learn about causal relationships from  observation of the results of their own (and other’s) interventions)   in the absence of various facilitating conditions,   they are unable to use correlational information from passive observation to design their own interventions. By contrast, five year olds presented with the same experimental stimuli are  able to do this (Bonawitz et al, 2010) . This represents one of many respects in which human causal concepts change over time in the course of development and learning. 
There are also a number of philosophical criticisms that have been directed at (M) which   raise interesting empirical  as well as normative issues, meriting further exploration.  One such philosophical criticism is  that  (M) is viciously “circular” because it claims to elucidate the notion of X’s causing Y by appealing to a notion (that of an intervention) which is  obviously itself causal in character. An adequate account of causation, the critics claim, must be non-circular—it must be “reductive” in the sense that it explicates what it is for X to cause Y in terms of concepts (like “regularity”, “correlation” and so on) that are themselves entirely non-causal.  According to the critics, (M), by contrast, in effect attempts to “explain causation in terms of causation” and  they ask how can that possibly be illuminating.  A second worry advanced by philosophical critics can be put this way:  when an experimental manipulation of X  can actually be carried out, it is perhaps plausible (the critic says) that (M)   provides a criterion for determining whether X causes Y. However, even in this case,  the critic claims, this criterion is (at best) of purely epistemological significance. It doesn’t tell us  anything about the semantics or metaphysics of causation-- what causal claims mean or what causation is or anything like that. Moreover, when   an  appropriate experimental manipulation of X is not or cannot be performed, it is even less clear how (M) could possibly be illuminating:  (M) connects “X causes Y” to a counterfactual about what would happen if an intervention on X were to occur, but how can that counterfactual be of any use if we can’t carry out the intervention in question?   
These are complex questions.   I won’t attempt anything like a complete answer here[footnoteRef:16], but will instead focus on one strand or aspect of them, which illustrates my theme of the interaction between the descriptive and the normative. I  begin with an empirical observation, although one that reports a frequently made normative claim.  This is that many researchers in a number of different disciplines  claim that it useful or illuminating to connect causal claims and the results of hypothetical experiments  in something close to  the way described by (M).  For example, the potential response framework developed by Rubin, Holland and others  (e.g., Rubin, 1974) and now widely used in   statistics, econometrics,  and elsewhere in social science is organized around  construing causal claims in   just this manner.   As another illustration, many historians are (at least officially) leery of making causal claims of any kind, but those historians who do  make such claims  (see, e.g., Davis, 1968) again  often insist on connecting such claims to counterfactuals, where these have  a broadly interventionist interpretation.  Researchers adopting this approach, in both history  and social science, typically claim that it helps to clarify the content of causal claims and to understand what sort of evidence is relevant to their assessment if one associates them with appropriate hypothetical experiments   and that this is so both when one can actually perform the experiment in question and, more interestingly, even when this is not possible   (cf. Angrist and Pischke, 2009) . Of course it is possible  for critics to respond that these researchers are simply confused—they think that this connection with purely hypothetical experiments is useful  and illuminating  when it is not—but I would advocate a more charitable approach in which we try to understand, at both a methodological  and psychological level, how it is possible for this connection to be informative.  [16:  For more on how a non-reductive account of causation can nonetheless be explanatory, see Woodward, 2003. ] 

The first thing to note in this connection is that causal claims are often advanced in forms that are unclear or indeterminate. One of the things that can be accomplished by associating causal claims with  hypothetical experiments  in the manner described in (M) is to clarify what such claims mean (“mean” in the sense of what they commit us to[footnoteRef:17]) and to  make them more determinate and precise—we do so by making it explicit that they are to be understood in terms of  some one particular hypothetical experiment (which we   specify) rather than another such experiment.  Doing this requires, among other things,  that the variables that are taken to be causally related   must be the sorts of factors that  in principle can be manipulated or changed by interventions: they must be factors such that it   “makes sense” to think in terms of manipulating them.     It also requires that we make it explicit  what the possible values   of those variables are  and      that it be made explicit just how changing  the cause-variable from one of its values to others leads to  changes in the value of effect-variable.  In the case of many causal claims of form “X causes Y” there will be  a number of non-equivalent possible ways of doing this—that is different possible claims about the outcomes of  hypothetical experiments that might be associated with the original causal claim.   Thus indicating which such hypothetical experiment is intended can clarify or disambiguate the original causal claim.  [17:  Or perhaps  it would be better to say that (M) tells us what  one  ought to mean by causal claims or how such claims ought to be interpreted, if they are to be made clear and precise. Note that when understood in this way, (M) counts as a semantic proposal, even if it does not provide a reduction of causal claims to non-causal claims. In this respect, the criticism that (M) has no implications for the semantics or content of causal claims seems misguided. ] 

As a simple illustration, consider the claim  (cf. Glymour, 1986) that

(3.1) Smoking five packs of cigarettes a day causes  a substantial increase in the probability of lung cancer.  

One (uncharitable) way of associating this with a hypothetical experiment is to interpret (3.1) as claiming  

(3.1*)  Any intervention that changes whether someone smokes five packs a day to some smaller number of packs (e.g. 4.9 packs) will substantially change the probability  that person develops lung cancer.  

Under this interpretation (3.1) is likely false. Another, more charitable interpretation of (3.1)—probably closer to what the speaker intended--  is to interpret (3.1 ) as claiming that 

`(3.1**)  An intervention that changes whether someone smokes five packs to  that person not smoking at all, substantially changes the probability of that person developing lung cancer.  

(3.1**)   may well be true and is in any case obviously a different claim from (3.1*). Someone asserting (3.1) can clarify what is meant by indicating which of (3.1*) or (3.1**) is the intended interpretation.  
As a second, considerably more controversial example, consider the claim
 
 (3.2) Being a woman causes one to be discriminated against in hiring. 

Again, interventionists are inclined to regard this claim  as unclear and to think that it  can be made clearer or disambiguated by making it explicit  just which claim about  the outcome of a hypothetical experiment is intended.  From an interventionist perspective, the basic problem with (3.2) as it stands is that the notion of a  manipulation of or  intervention on   “gender” or “being a woman” is unclear. One possible way of manipulating gender is to change the  structure of an individual’s sex chromosomes immediately after conception (substituting an X chromosome for a Y or vice-versa.) Interpreted with this particular intervention in mind, (3.2) might be understood as claiming that (3.2*) such an intervention would change someone’s probability of being hired for certain jobs.  While this claim is (I assume) true, an alternative construal of (3.2) which  I would guess comes closer to capturing what most of those asserting  (3.2) intend to claim is this[footnoteRef:18]:   [18:  To see the difference between (3.2* ) and (3.2**), note that (3.2*) would be true under a regime in which hiring is based entirely on the applicant’s merit and qualifications as long as  different genders develop different interests and abilities that cause them to be differentially  qualified for various jobs. Presumably what is intended by (3.2) is some claim to the effect that hiring decisions involving women are not made on the basis of the applicant’s merit and qualifications and that qualified women are not hired because of their gender. (3.2**) comes closer to capturing this. ] 


(3.2**) Intervening to change an employer’s beliefs about the gender of an applicant will change that person’s probability of being hired. 
 
Here (unlike 3.2*) the implication is that given two otherwise identical applicants (e.g.,  identical in qualifications) but differing only in gender and features like external sex characteristics, male applicants are more likely to be hired.  Note that in this case, the variable which is viewed as the  target of the intervention (and the cause) is “employer beliefs about gender” rather than gender itself.  (This illustrates how the interventionist framework forces one to be more precise about which variables are the intended causal relata.)  (3.2**)  is a claim that might be (and in fact has been tested) by, for example, submitting otherwise identical resumes in which only the gender of job applicants has been altered.  In any case, the important point for our purposes is that (3.2 ) and (3.2**) are non-equivalent claims which may well have different truth-values.  It  does not seem controversial that it would be  worthwhile for someone asserting (3.2) to think through which of these possibilities he or she has in mind. 
These considerations suggest at least part of (or one component of) a story about how it is possible for a claim like (M) to be useful or illuminating in elucidating the content of causal claims, despite its apparent “circularity”:  Thinking in terms of (M) (and more generally interpreting causal claims as claims about the outcomes of hypothetical experiments) forces one to be more precise and explicit about what causal claims commit us to and how they might be tested. If correct, this would explain the observation made above – that researchers in many different disciplines find it helpful to  associate causal claims with hypothetical experiments.  Note  also that nothing in this strategy requires that one be able to carry out a reduction of causal claims to  non-causal claims .   
If anything like this suggestion/speculation is correct, it suggests further empirical questions. For example,  it would be worthwhile to investigate  to what extent  it is true (as the above story suggests) that   various subjects   (both experts and others) perform better at causal learning and reasoning tasks if they are prompted  to associate causal claims with hypothetical experiments in the manner described[footnoteRef:19].   [19:  There is some evidence that   experts in international relations who systematically entertain  counterfactuals when advancing  causal judgments  are more reliable than experts who do not do this-- cf. Tetlock, 2005.] 

It would also be interesting to learn more about the psychological mechanisms that underlie whatever abilities are at work when we associate causal claims with hypothetical experiments. In an interesting series of papers (e.g. 2007),  Gendler   invokes dual systems theory to explain the apparent fact that we seem capable of learning from thought experiments. Very roughly dual systems theory claims that human psychological processing is organized into two systems.  System 1 is fast,  automatic, “intuitive”, and often operates  unconsciously while system 2 is slower, more deliberative and reliant on explicit, conscious processing.   Gendler’s idea is that often when we engage in a thought experiment we “run” or otherwise make use of information supplied by system 1  and plug it into or make it available for processing  in a more explicit form by system 2.  One can think, as I do, that the system 1 versus system 2 dichotomy is vastly oversimplified, and yet still think that there is something right about Gendler’s basic idea and that some version of it can also be used to help elucidate how associating causal claims with hypothetical experiments can be illuminating.  The thought would be that when one entertains a causal claim like “X causes Y” not everything that is relevant to reasoning with  the claim or testing  is (at least initially) explicit and available for critical assessment.  One can entertain the claim that “X causes Y” without thinking, at least very clearly and explicitly, about just what would be involved in changing or manipulating X or how one expects Y to change under various possible manipulations of X. Associating “X causes Y” with a hypothetical experiment forces one to be explicit about such matters and one often does this by drawing on information that one “has” in some sense (it is present in one’s system 1), but which one has not previously integrated explicitly into one’s causal judgment. Put this way, the idea underlying (M) is not so much that whenever one entertains a causal claim  one is necessarily thinking of it or representing it as a claim about two possible states of the cause,  the outcome of a hypothetical experiment and so on, but rather that one can clarify or make precise what one was initially thinking by  expanding the causal claim along the lines  indicated by (M). Again, this is a suggestion that might in principle be tested empirically.   

4. Invariance/Stability: Normative and Descriptive Considerations

I turn now to a more detailed discussion of the distinctions among causal judgments described in section 2, with this section and section 5 focusing on the notion of invariance.  Suppose that two variables are related in the manner described by (M): E is counterfactually dependent on C in some particular set of background circumstances Bi, where the dependence in question has an interventionist interpretation—that is, E  would change  under some intervention  that might be performed on C  in Bi.  What I will call the invariance (stability, robustness, insensitivity) of this relationship has to do with  the extent to which it would continue to satisfy (M) under other background circumstances different from Bi[footnoteRef:20].  In other words, the invariance of the C E relationship has to do with the extent to which the dependence of E on C continues to hold as background conditions change from those in the actual situation[footnoteRef:21].  [20:   Think of “background circumstances” as having to do with conditions or circumstances that are distinct from both C and E. ]  [21:  See Woodward, 2006 for additional discussion. What I am here calling invariance is called sensitivity in that paper – there are some differences in detail in comparison with the present paper.] 

 I will first illustrate the basic idea by means of a pair of examples from David Lewis (Lewis, 1986) and then attempt to make it more precise. Suppose, first, that Lewis writes a letter of recommendation for a job candidate N which leads to N’s  getting a job she would not otherwise have gotten, which in turn leads to N meeting and marrying someone she would not  otherwise have married,  which  then leads to the existence and eventual deaths  of children who would not otherwise have existed. Whether or not those children exist and die (D) is counterfactually dependent on whether (W) Lewis writes the letter of recommendation, with the dependence in question being of the non-backtracking sort that according to Lewis is sufficient for causation. Moreover, the W D relationship satisfies condition (M) and thus counts as causal within the interventionist framework. Nonetheless, informal surveys suggest that the claim that W causes D strikes many people as in some way odd, misleading, or defective[footnoteRef:22]. One plausible diagnosis for this reaction is that although the W D relationship satisfies (M), it is relatively non-invariant (relatively unstable or relatively sensitive). It is relatively non-invariant in the sense that if any one of a large number of the actually obtaining background conditions had been different even in relatively small ways (if, say, N had received an even better offer from another school or if she had lingered a little less long in that bar where she met her future spouse)  the counterfactual dependence of D on W would no longer have obtained.  [22:   Assuming that the  claim that W causes D is  defective in some way, little, if anything, will turn in what follows on exactly what we think  this defectiveness consists in. if (M) is correct, the claim that W causes D  is literally true and hence its defectiveness must involve something else besides its literal falsity—it may be either   misleading  (because so far from paradigmatically causal)  or uninformative or unexplanatory or pragmatically inappropriate on the grounds of its non-invariance. A second possible view is that the claim is literally false, which would of course require revision of (M), so that some invariance requirement is incorporated into its sufficiency clause.   I find the first view simpler, but think I need not insist that the second view is mistaken as long as defectiveness is linked to relative non-invariance.] 

Contrast this with a second example: A shoots B through the heart with a very large caliber gun at close range and B dies.  Not only is B’s death counterfactually dependent on A’s shooting him through the heart  (their relationship satisfies (M))  but this dependence relationship is relatively invariant in the sense that under many non- science fictionish variations in background conditions (consistent with A’s shooting) this dependence would continue to hold. Given that someone has been shot through the heart, there is not much, in ordinary circumstances, that we or nature can do to prevent death.  
 	As these examples illustrate, citing relationships satisfying (M) that are relatively non-invariant or unstable tends, at least often, to strike us as   in some way less satisfactory than citing relatively more invariant relationships also satisfying (M).  The former are seen as less “good”, less paradigmatic or less satisfactory examples of causal relationships.   For reasons I have relegated to a footnote (footnote 22), I will not spend time trying to say more exactly what this the unsatisfactory character of the former consists in—perhaps it is a matter of the relatively non-invariant relationships being defective from the point of view of causal explanation or, alternatively, of their being misleading or uninformative some other way.  From my point of view, the important fact is that  our causal judgments seem  (at least as far as the anecdotal evidence cited above goes) sensitive to the difference between relatively invariant and relatively non-invariant relationships satisfying (M). Moreover, this is not just a feature of ordinary folk thinking about causation, but seems to permeate a great deal of causal thinking in scientific contexts as well: scientists also seem to value relatively more invariant relationships, regarding them as more explanatory or otherwise more satisfactory. 
To illustrate this last point consider  the common preference in the biological sciences for “mechanistic” explanations. Just what makes an explanation “mechanistic” is an interesting question[footnoteRef:23], but one feature shared by many mechanistic explanations is this: One begins with some overall   relationship between an input and an output (an I O relationship) satisfying (M) (e.g., a stimulus and a response, a push on a gas pedal and the acceleration of a car, the presence of lactose in the environment of the E. Coli bacterium and its synthesis of an enzyme that digests lactose). One then explains why this I 0  relationship holds by breaking it down into intermediate links or components; in the simplest case this may involve a chain of single links ( I C1Cn O)  although in more complex cases the intermediate causes may involve branches and convergences. If appropriately executed, this process  produces a feeling of enlightenment or an “aha” experience, a feeling that the “black box” associated with  the   rather arbitrary-looking  and mysterious original   I 0 relationship  has been opened up and  made more intelligible.  [23:  For a more detailed exploration of what makes an explanation mechanistic, see Woodward, 2013. ] 

Philosophical accounts of mechanistic explanation often stop at this point—they purport to tell us what a mechanism or a mechanistic description is, but not why it is explanatory or why it is a good thing to have such a description. It seems to me that this is not satisfactory.  What is needed is a treatment that places  the proposed account of mechanistic description in the context of a more general account of causation and explanation and which helps us to understand why this filling in of intermediate links furnishes deeper causal understanding. My remarks above about invariance seem to me to go at least some way toward providing this.  Very often (at least in contexts in which mechanistic explanation seems appropriate) the intermediate links uncovered in the mechanistic description are more invariant than the original I O relationship.   This feature contributes, I believe, to our sense that the mechanistic information about intervening links furnishes  a deeper explanation; this information strikes us as deeper or more satisfying in part  because it involves causal relationships that are more invariant.    
Although I believe that examples like those discussed provide some intuitive motivation for the idea that we value invariance   in causal relationships,  both the normative and descriptive dimensions of the idea deserve much more exploration.  On a normative level, I’ve talked of relationships being relatively invariant or not, or more or less invariant, but have said very little to make any of this talk this precise or to explain why, normatively speaking, people should care about invariance. On an empirical  level, there is the following question:  supposing that people in fact care in some way about the extent to which causal relationships are invariant, just what sorts of invariance do they care about and why? 
Let me begin with the normative issue. First, as should be apparent from my remarks above, I believe it best to think of invariance as a matter of degree and as relative to some particular   class of changes (in background conditions), rather than simply thinking in terms of relationships that are (absolutely) invariant or not. In particular, we want to capture the idea that some relationship R  may be invariant with respect to one set of changes in background conditions but not with respect to some other set of changes.  Thus I do not propose some single criterion for sorting relationships in terms of a simple dichotomy (e.g., highly invariant versus non-invariant  relationships). Second, there is one special kind of situation in which comparisons of degree of invariance are completely unproblematic: when the set of changes over which generalization R is invariant is a proper subset of the set of changes over which a second generalization R’ is invariant, then R’ is of course more invariant than R.  Much more commonly, however, this sort of basis for an ordering of degrees of invariance will not be available. In such situations, I suggest two other considerations that seem in fact (and arguably as a normative matter should—see below) affect judgments about invariance. (I leave open the possibility that other considerations may be relevant as well.)  
The first consideration  has to do with typicality: with how frequently various sorts of changes in background conditions occur or are thought to occur or,  more generally, with how typical versus unlikely or far fetched  or science-fictionish such changes seem[footnoteRef:24].  If, say, some relationship R of interest is invariant under changes in background conditions of a sort that frequently occur[footnoteRef:25] but R is non-invariant under other sorts   changes that are rarer or more far-fetched, we will regard R as relatively invariant; the opposite verdict will be reached if R is non-invariant under common or usual changes but stable under infrequently occurring changes.  As an illustration, consider that  the counterfactual dependence holding  between ingesting  a substantial amount of cyanide and death might be disrupted if the ingester were to immediate receive an antidote and  state of the art medical treatment, but that  receiving this treatment is at present a very rare occurrence; most people ingesting cyanide in  a range of commonly occurring background conditions die. These considerations lead us to regard the cyanide ingestion death relationship as relatively invariant/stable. By contrast, the relationship between Lewis’  writing a letter of recommendation and the existence and death of the children is likely to be judged as relatively non-invariant not just because there are many possible changes from the actual background conditions that would disrupt that relationship but because those changes are of sorts that are extremely common or typical.    [24:  One might speculate that insofar as we are interested in scientific contexts, typicality may matter more in some sciences than others—e.g. it may matter more in biology and the social and behavioral sciences than in physics. ]  [25:  Of course whether conditions occur frequently or not depends on the reference class or range of environments considered. What happens frequently right now on the surface of the earth may happen only very rarely in the universe taken as a whole. Biologists may be more interested in and influenced by the former, physicists by the latter. ] 

A second set of considerations (perhaps not sharply distinct form the former)  that are relevant to assessments of invariance are subject-matter specific considerations—considerations  having to do with the subject matter or content of the generalization of interest.  The role of these considerations is particularly apparent in scientific contexts , although my conjecture is that something analogous is operative in other, more ordinary contexts as well[footnoteRef:26].  To illustrate what I have in mind, consider the role of judgments of invariance in economics. Serious, principled economists do worry a lot about the extent to which the generalizations on which their models rely are relatively invariant (this is the central issue in the so-called Lucas critique of many macro-economic generalizations) but they care most about invariance under particular sorts  of changes that are regarded as especially important for or relevant to economics—changes involving certain kinds of “economics” variables. Thus, for example, economists will be particularly concerned  about whether the generalizations on which they rely are invariant under changes in incentives or relative prices or information that is available to economic agents. Generalizations that fail to be invariant under these sorts of changes will be regarded as defective for explanatory or modeling purposes. On the other hand, most economists would be undisturbed to learn that the generalizations they employ fail to be invariant under, say, the ingestion of mind-altering drugs by most members of the modeled population  —these are not seen as economically relevant changes, perhaps in part because they are regarded as unlikely but also because a concern with them is not seen as part of the subject matter of economics.   [26:  Thus, for example, one might conjecture that the background conditions  that matter most for assessments of invariance in contexts involving folk judgments of psychological causation differ  from the background conditions that are regarded as most relevant in folk judgments of  physical causation. ] 

As a second example, illustrated in more detail below, in many biological contexts,  the kind of invariance that is regarded as mattering most is invariance under changes in conditions that are “biologically normal”  -- normal” either in terms of conditions internal to the organism or  in terms of the external environment.   Thus within a cell or organism, relationships characterizing gene regulation and protein synthesis or characterizing  the operation of the immune system will be judged relatively invariant to the extent that they are stable under a range of physiological conditions that are   normal for the   organism—that these would break down under very  extreme  physiological conditions (heating the organism to 100 C) is regarded as less significant from the point of view of assessing invariance. Of course judgments of normality are influenced by what usually happens but they are also influenced by ideas about biological function, whether a condition is or is not pathological and so on. 
Finally, we should note that the extent to which a relationship is invariant  depends on which factors are included in or left out from that relationship, since the latter give us the “background circumstances” over which we make judgments of invariance.  In particular, a relationship between factors characterized at a very detailed and fine grained level of description but which is incomplete in the sense of omitting relevant factors  may  be relatively non-invariant in comparison with a relationship formulated in terms of more coarse-grained factors   but which does not omit  factors   relevant  at that coarse-grained level. If, say, one is given (C1) the exact momentum and position of 90 per cent of the molecules in a mole of gas at time 1 and asked to formulate a relationship between C1 and C2,  the position and momentum of those same molecules a minute later, there will be no interesting stable  dependency relationship between C1 and C2.  (Calculational difficulties aside, C2 will depend on the  exact states of all of the molecules of the gas at time 1—the omission of information about the remaining ten per cent from C1 will  make C2 effectively independent of C1)   One the other hand, if one is given the values of just a few macro variables—e.g.,  values for such thermodynamic variables as pressure, temperature and volume,  one can formulate a relatively invariant generalization in terms of these variables. As this example illustrates,  upper level, macro or coarse-grained relationships may be more invariant than relationships formulated in terms of more micro-level variables if (as is often, perhaps almost always, the case) the latter are incomplete in the sense of omitting some relevant factors. This is just one of several ways in which a concern with finding relatively invariant relationships can sometimes (but by no means always) lead to a preference for relationships formulated at a more macro, as opposed to a more micro or fine-grained level.   More generally, it may turn out that it is possible to formulate  relatively invariant  relationships among one set of variables but not among some other set, even if both sets can be used to describe some system of interest. In this sense a concern with invariance can help to guide variable choice. In a similar way, suppose, for the sake of argument, that if one  had sufficiently exact characterizations of a complete set of neuronal variables describing individual brains and unlimited calculational abilities, one could formulate highly invariant relations in terms of these. It might none the less be true that in more realistic scenarios in which one did not know all of these relevant micro-variables and/or was unable to measure them with arbitrary precision, any relationships  one might be able to formulate among known and measurable variables would be very non-invariant. As in the case of the gas, one might be better off, from the point of view of finding invariant relationships, if one were to employ a much more coarse-grained set of variables and a representation with greatly reduced degrees of freedom. 
  But  why is relative invariance in causal claims a virtue, methodologically speaking? Among other considerations, identification  of a relatively invariant (in comparison with a less invariant) causal relationship provides better opportunities for manipulation and prediction. A relatively invariant relationship is more generalizable or exportable to new or different situations and we can be more confident that it will not break down when we attempt to so use it[footnoteRef:27].    Similar considerations apply to the factors identified above as influencing assessments of invariance. If, for example, I want to use some supposed relationship to control and predict, than it is obvious why it should matter to me  to what extent changes in background circumstances that are likely to disrupt that relationship are likely to occur (around here, in the present circumstances. ) This explains, at least in part, why typicality considerations should matter in the assessment of invariance.    [27:   For additional discussion see Woodward, 2010 and Lombrozo, 2010. ] 

So much for the general idea of invariance and its methodological rationale.   Given this idea, a number of empirical questions of a sort that may be of interest to psychologists suggest themselves. First, and most obviously, although the examples from Lewis and others described above are suggestive, they are   entirely anecdotal. It would be worthwhile to investigate more systematically whether subjects from various populations distinguish among various sorts of  causal claims with respect to their invariance in anything like the way  suggested above.  With the disclaimer that I’m not a psychologist and have no training in experimental design, here are some  suggestions about possible ways this might be done. First, given some scale for rating the extent to which a candidate relationship is a good or paradigmatic example of a causal relationship, or how “appropriate” it is to describe the relationship as causal (the rating scale employed by Lombrozo in experiments described below), it seems reasonable to expect (if what I have said above is on the right track) that, other things being equal,  subjects  will rate relatively invariant claims as  more paradigmatically causal[footnoteRef:28]. A somewhat more ambitious undertaking would be an investigation of whether,  when subjects  are given evidence of covariational or dependency relationships at different “levels” or described in terms of   different  variables, they prefer the level at which more rather than less invariant relationships are found—“prefer” in the sense that they learn  more invariant relationships more readily, use   them preferentially in explanations and for prediction as so on. (Results of this sort would be analogues of the results from   the experiments concerning proportionality  conducted by Lien and Cheng,  2000 and discussed in Woodward, forthcoming b, but with the focus instead on the way in which invariance-based considerations influence variable choice or choice of level.) [28:  This in fact is what is found in the particular class of cases investigated by Lombrozo below. ] 

In addition to the general question of whether subjects in fact distinguish among more or less invariant causal claims in the way suggested, there is the further empirical question (assuming that they do make such invariance-based distinctions at all) of just which factors influence such judgments. I described above two, interrelated candidates for such factors above, one having to do with the frequency or typicality with which changes in background conditions occur and  the other with more subject-matter specific constraints. But these suggestions derive from   nothing more than my armchair-based casual empiricism. Again, it would be worthwhile, in my view, to investigate all of this more carefully and systematically. Is it true, for example,  as my suggestions imply, that given  some causal relationship R holding in conditions Bi but which would be disrupted by a change in background conditions to Bk ≠Bi, manipulating information about the frequency with which Bk occurs affects subject’s judgments  about the invariance of R,  assessed in the ways described  above? [footnoteRef:29]  [29:  Note that the frequency of occurrence of some possible background condition (different from the actual background conditions) under which a causal relationship  R would break down is  a factor which it seems natural to regard as highly “extrinsic” to R itself. According to a number of philosophical accounts of causation, the causal relationship between two events   must depend only on factors that are “intrinsic” to that relationship. My guess is that as a matter of empirical fact, people’s causal judgments fail in various ways to respect this intrinsicness requirement, but this is again  a matter that deserves experimental investigation. Insofar as it is normatively appropriate for invariance considerations to influence causal judgment, there will also be normative reasons  why causal judgment should not be based entirely on “intrinsic” considerations.] 


5.  Double Prevention and the Role of Invariance

 A final set of empirical issues raised by the role of invariance in causal judgment is this: Can we use this notion to explain specific patterns in the causal judgments that people make?  Here there has been some very interesting and suggestive experimental  work  on  the significance of invariance for  causation  by double prevention—work to which I now turn[footnoteRef:30].  In double prevention,  if  some event d were to occur, it would  prevent the occurrence of a second event e  (which would otherwise occur in the absence of d) and moreover   the occurrence of  a third event c prevents the occurrence of d,  with the upshot that e occurs. In Ned Hall’s well-known example (Hall, 2004) , Suzy’s   plane will bomb a target (e) if not prevented from doing so. An enemy pilot p will shoot down Suzy’s plane (d) unless prevented from doing so. Billy, piloting another plane, shoots down p (c), and Suzy bombs the target.  [30:  As noted above, these experiments do seem to provide some support for the claim that invariance based considerations influence causal judgment, but only in a very specific context.] 

In such cases there is an overall counterfactual dependence of e on c (with the dependence in question  satisfying requirement (M) and also being the  sort of non-backtracking  dependence associated with causal relatedness on counterfactual theories of causation). Nonetheless, a common reaction of many philosophers is that cases in which e is related to c by double prevention are either not cases in which c causes e at all, or at least  they are cases which lack some feature which is central to many other cases of causation.  This is reflected in the resistance many feel to saying that Billy’s shooting down the enemy plane caused Suzy’s bombing.  Hall himself at one point  (2004) used this and other examples to motivate the claim that we operate with (at least) two distinct concepts of causation, one amounting to non-backtracking counterfactual dependence  (“dependence”) and the other involving what he called “production”.  I won’t try to reproduce in detail Hall’s characterization of this second notion but the basic idea is that,  unlike dependence, production will satisfy some sort of locality constraint and at least in many paradigmatic cases  a connecting process (e.g.,  one involving energy/momentum transfer)  will be present linking cause and effect.  Thus production is present when, for example, a thrown rock strikes a bottle and causes it to shatter. Hall suggests that dependence relations involving production tend to strike us as  paradigmatically causal and that it is the absence of  the  features associated with production from the relation between Billy’s action and Suzy’s bombing  that explains why we think of the double prevention relation as  non-causal or at least not  fully or paradigmatically causal. 
 	If we think about these ideas about double prevention from the “functional” perspective recommended in this paper, several questions naturally suggest themselves. First, as a matter of descriptive psychology, how widely shared are  these  intuitive judgments reported by Hall and others about  the causal status of double prevention?	Second, to the extent that people distinguish between double prevention relations and dependence relations involving production,  can we say anything about why people make   this distinction (that is, what normative rationale, if any, there might be for this distinction)?  What is  special about production, such that people distinguish it from other sorts of dependency relations? Since I have discussed empirical research bearing on these questions  in more detail elsewhere (Woodward, 2012), I confine myself here to a brief summary. First, there is indeed evidence from both experiments conducted by Walsh and Sloman   (2011) and Lombrozo  (2010) that adult subjects  distinguish between  at least some cases of causal relations involving production and some cases involving double production,  and are more ready to judge the former as causal or as more paradigmatically causal. Second, and more interestingly, evidence from Lombrozo shows that subjects distinguish among double prevention relations, regarding some (in particular those involving intentional actions, artifacts with designed functions and biological functions – hereafter having “functional status”) as more paradigmatically causal than otherwise similar  double prevention relations not involving these features.  
Following a speculation in Woodward, 2006, Lombrozo suggests an explanation for this last pattern:  double prevention relations involving functional status are typically more invariant than otherwise similar double preventions relations lacking these features and this difference explains why the former are judged to be more paradigmatically causal. For example, when a double prevention relation involves a biological adaptation (as is the case for examples of genetic regulation involving double prevention, which are quite common) then this dependence relation, precisely because it is an adaptation,  is very often well buffered or protected against ordinary changes in a cell’s environment or internal physiology—the dependence relation will continue to hold in the face of such changes. By contrast, in the Billy/Suzy scenario described above, the dependence of Suzy’s bombing on Billy’s shooting down the enemy is very unstable/non-invariant under many very ordinary environmental changes. For example, this dependence relation would no longer hold if the enemy pilot received a message to return to base before having an opportunity to attack Suzy, if a second enemy fighter had been available to attack Suzy, and so on. On this view of the matter, the dependence present in the Billy/Suzy scenario is relevantly  like the dependence present in the Lewis’ letter of recommendation example.  Both are relatively non-invariant and both are judged as less than paradigmatically causal (at least in part) for the this reason.  
Even if correct, however, this  analysis still leaves open the question of why subjects  tend to judge that dependence relationships satisfying (M) in which physical connections are present are more paradigmatically causal than dependence relations that in which no physical connections are present. Might we use the notion of invariance to explain this pattern in judgment as well? The companion to this paper (Woodward, forthcoming b) explores this question and a number of others. 
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