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1. Introduction

This paper, like its companion, Woodward, forthcoming a, explores ways in which, on the one hand, normative (philosophical or theoretical) theorizing about causation and causal reasoning and, on the other, empirical psychological investigations into causal cognition can be mutually illuminating. I focus on a variety of topics—the role of information about the presence of a “physical connection” between cause and effect in causal judgment (Sections 2  -  4), the role of a consideration, much discussed in the philosophical literature, called proportionality  (cf. Yablo, 1992), in choosing the appropriate “level” of explanation (Section 5),  and the  role of mechanism information in causal judgment, in the context of a paper by  Ahn et al. (1995) (Section 6) . I begin, however, with some background and stage setting, first on the contrast (and relationship) between “actual cause” and  “type-level” causal judgments and, second, on some of the ways that the presence of a  “physical connection” can be involved in causal judgment, since both of these will play an important role in my subsequent discussion.  

2. Type, Token, and Actual Cause Judgments

The following “interventionist” condition for causation was introduced in the companion to this paper (Woodward, forthcoming a) and is defended in more detail in Woodward, 2003):

(M) X causes Y in background circumstances Bi if and only if there is some  possible intervention that changes the value of X, such  that if that intervention were to occur, the  value of Y or the probability distribution of  Y would change.  

 Here X and Y are variables— repeatable types that are capable of taking different “values”, as when some object is characterized in terms of the variable “mass”, which for that object might take such values as “5 kg” or “10 kg”. The language of “events” or types of events which is the more familiar way of talking about causal relata among philosophers can be thought of as a particular case of this variable-based framework, with types of event represented by a binary or two-valued variable, which takes different values in different situations depending on whether a particular instance of the event-type in question occurs or not. For example, the type of event associated with the breaking (or not) of a kind of bottle might be represented by a variable B which takes the value B= breaks if some bottle of that kind breaks and B= does not break if some bottle of that kind does not break. Similarly the type of event corresponding to the occurrence or not of lung cancer might be represented by a variable C, which takes values {lung cancer present, lung cancer not present} for particular people (e.g. Jones) depending on whether that person has lung cancer. 
 M is a particular version of counterfactual theory of causation, with the counterfactual dependence relations used to characterize causation involving so-called interventionist counterfactuals, specifying the response of the candidate effect variable if interventions on the cause variable were to occur. M is intended to characterize what is sometimes called (misleadingly, in my opinion) a “type-level” causal notion linking repeatable types (of variables or events) as in 

   (2.1) Smoking causes lung cancer 

        Such type-level causal claims contrast with so-called “actual cause” judgments relating particular token events, as in

 	   (2.2) Jones’ smoking caused his lung cancer 
 
These can also be given a broadly “interventionist” characterization but this characterization will differ in detail from that provided by M (cf. Woodward, 2003).  
As discussed in Woodward, forthcoming a, another distinctive feature of M is that a relationship can satisfy it and thus qualify as causal, even though the there is no “physical connection” between the specified cause and effect—all that M requires is that there be counterfactual dependence of the right sort between the values of X and Y, whether or not a physical connection of some kind is associated with this dependence relation.  So-called double prevention relationships, discussed in Woodward, forthcoming a provide one illustration of this possibility of dependence without physical connection.
  The previous paragraph introduced a distinction between “type cause” and “actual cause” judgments. What does this involve?[footnoteRef:1] As several writers have noted, type-causal judgments  (including those captured by M) and actual cause judgments are often   or even typically prompted by different inferential tasks. When one makes an actual cause judgment one is typically presented with a particular outcome whose occurrence is taken as known—e.g., it is known that Jones has lung cancer. The task is then to reason “backwards” from this occurrence to what caused it—was it Jones’ smoking or something else such as his exposure to asbestos? In the case of so-called type causal claims, the direction of inference is often (but not always) the opposite. One begins with a candidate for a cause, characterized generically as a type of event or factor, and then reasons “forwards” from this candidate to ask whether it causes some type of effect—e.g., one begins by focusing on smoking and asks whether it causes lung cancer. This is the sort of inquiry that was pursued in the well-known U.S. Surgeon General’s report   of 1964 on the effects of smoking on lung cancer.   Experimentation or statistical investigation using population wide covariational data are often directly relevant to establishing whether type causal claims are true, as (2.1) illustrates. By contrast,  establishing an actual cause claim like (2.2)  requires detailed information about a particular event or individual, although other kinds of information may also be relevant. [1:  The remarks that follow are heavily indebted to a number of conversations with Chris Hitchcock and reflect my understanding of ideas he has defended both orally and in print. Needless to say, however, the particular formulations advanced above (and any mistakes they embody) are mine—especially since Hitchcock does not make mistakes.   ] 

Actual cause claims are sometimes  the focus of scientific investigation, as when researchers ask about the cause of the extinction of the dinosaurs (was it due to the impact of a large meteor, a massive volcanic eruption, or some combination of the two?), but in most areas of science the causal claims of most interest  are type-level causal claims like those captured by M.  Researchers are typically most interested in such questions as whether smoking causes lung cancer, whether there is a type-level or generic causal relation between motion through a magnetic field   and current in a conductor, or whether large increases in the money supply cause inflation.  Corresponding actual cause claims are much less often targets of scientific investigation.   Moreover, type causal claims also play a very important role in ordinary or common sense causal cognition. If I wish to manipulate some aspect of my physical environment, as in tool use, it is usually generic or type level causal information that matters most. By contrast, as I note below, actual cause judgments very often reflect somewhat more specialized human practices and interests. In my view, we lack a generally accepted theory of these, but the practices in question often seem connected to generalized notions of blame, responsibility, and fault attribution. It is in part for this reason that (as I will suggest below) an exclusive focus on actual cause judgments seems a poor starting point if one wants to understand causal reasoning in scientific and many ordinary contexts.  
A number of more or less formal theories of actual cause judgment, including theories that make use of broadly interventionist treatments of causation have been proposed[footnoteRef:2], including Halpern and Pearl, 2005a, b, Hitchcock, 2001, and Woodward, 2003. Although I believe that these accounts capture important aspects of actual cause judgment, I think it fair to say that none captures or reproduces anything like the full range of judgments people make. Moreover, as remarked above, we seem to lack a generally accepted normative account of such judgments—that is, an account of the point or purpose of such judgments that could be used to generate   general standards for when such judgments are correct or incorrect. Instead, to a larger degree than is desirable, the construction of theories of actual causations seem to be guided by nothing more than the aim of agreement with particular judgments people  find intuitive or acceptable.  This contrasts with situation with respect to type-cause judgments where (or so I have claimed) interventionist criteria like those represented by M provide a natural normative standard for whether particular type cause judgments are correct – a type cause claim that X causes Y for which it is not true that X and Y are associated under ideal experimental manipulations of X, is, in a straightforward sense, incorrect. As we shall see in section 6, this lack of a normative theory for actual cause judgments has important consequences for the empirical study of such judgments.  [2:  Without going into detail, such accounts evaluate actual cause claims of form c caused e by   asking whether e counterfactually depends (in an interventionist sense) on c when certain other variables are held fixed at various values.  This is the sense in which such accounts are “interventionist” in spirit. ] 

Although the   distinction between (2.1) and (2.2) is real and important, one needs to take care that the terminology of “type” versus actual (or token) cause does not mislead. To begin with, in most cases  “type” causal claims are not really plausibly interpretable as literally true claims about causal relations between types of events, at least in any sense of “type” that contrasts with “token”. Instead the units, so to speak, over which type causal claims range, are really “tokens”.  For example, when it is claimed that (2.1)  “smoking causes lung cancer” this should not be understood as  the claim that the abstract type, “smoking” somehow has another abstract type  (lung cancer) as its effect, independently of whether these are instantiated or present (as tokens)  in particular individuals.   Instead, what  (2.1) means or implies is that particular individuals, who are left unspecified,  either  will or may be caused to develop lung cancer if they smoke—e.g. if Jones smokes, then his smoking will or may cause him to lung cancer (a “token” causal relation), Smith’s smoking will or may bear a similar relation to Smith’s lung cancer and so on.  In this sense, both type-level and actual cause claims are   “about” or have implications for “token” events and their relationship—again, the units that are claimed to be causally related in both cases are tokens. Thus a better way of thinking about type level causal claims is to regard them as something like  “generalizations over some set of not further specified actual or possible token causal relations”.  The quoted phrase is obviously cumbersome, however, and for this reason  (and because the terminology is so entrenched) I will retain the language of type versus token in what follows, while asking the reader to bear its limitations in mind. 
A second and more important observation about the type versus token framework  is that it seems to have encouraged, in both the philosophical and portions of the psychological literature,  a tendency to  exaggerate the centrality of  actual cause judgments in understanding  causation and causal reasoning at the type level,  through a failure to distinguish  between the general notion of  token level causal information  and the much more specific information that is reported in actual cause judgments[footnoteRef:3].  In particular, the following line of thought has been influential, perhaps especially among philosophers who are interested in the “metaphysics” of causation: causal claims, including type level claims, in some way involve or rest on relations between particular token events. (True, in the sense described above.) Our practices of actual cause ascription directly track or reflect information about such token relations and only such information. (A misleading idea, in my view)  Hence actual cause judgments are central to all kinds of causal judgment and getting clear about such judgments is the key to understanding causation more generally. (Also mistaken.)  [3:  To put the point in a  slightly different way, we should distinguish the issue of what  the “units”   are which involved in a causal relationship from whether  the judgments we are making about that relationship are “actual cause” judgments and what standards govern those judgments. In the case of smoking and lung cancer in a particular population, the relevant units are individual people who smoke or not  and who develop lung cancer or not and this is so whether we are making type-level causal judgments about that population or  instead actual cause judgments about the causation of lung cancer in particular people in that population.  When we make the latter judgments we are not just treating particular people as the relevant units (again,  that is common to both type and token judgments) ;  we are also invoking some very specialized standards concerning fault or responsibility ascription that characterize “actual cause” as opposed to other sorts of causal judgments.  ] 

 In contrast to this line of thought, I believe that our practices concerning actual cause judgments have much less to tell us than many suppose about other varieties of causal judgment and reasoning that occur at the type level, including those that are important in science and for our practical manipulative activities.  I’ve already alluded to one reason for this:  Although some progress has been made in constructing general accounts of actual cause judgments, I believe it is often the case that such judgments reflect, in addition to the features captured in these general accounts, very complex and specific practical and normative concerns and principles  concerning the attribution of blame,   responsibility, and fault—concerns that are not operative (at least to the same extent  or in the same way) when other sorts of causal reasoning and judgment are employed[footnoteRef:4].  (By “blame”,  “responsibility”, and “fault”, I have in mind extended senses of these notions which encompass both attributions of moral and legal responsibility, as when we ask whether the blow struck by Jones caused (= was responsible for) Smith’s death and attributions of fault in which biological structures and designed objects don’t behave as they “should”, as in “ the failure of the O-rings at low temperatures caused the Challenger disaster”. )Very roughly, when we make an actual cause judgment regarding some occurrence, we attempt to trace back the causal history or etiology of the occurrence with an eye to finding some action or natural occurrence which we can hold “responsible” for the occurrence. The “natural home” of many actual cause judgment thus includes, for example, contexts involving legal reasoning (did A’s action cause the damage to B’s property?), moral and prudential reasoning, medical diagnostic or forensic reasoning (what caused the patient’s/victim’s death?), and fault detection in engineering contexts (e.g. in circuit design).  This picture is supported both by common sense observation and by numerous studies suggesting that in these contexts, subject matter specific norms, including ideas about normal or designed functioning and normatively prescribed or proscribed behavior   are among the influences on actual cause judgment[footnoteRef:5].   Moreover, when we move outside such contexts, at least sometimes we seem to loose our grip on what the standards of correctness are for actual cause judgments—again, this is connected to the observation above, that we seem to lack a compelling general theory of the aim or point of actual cause judgments.   [4:  Glymour et al. (2010) describe a large number of examples involving actual cause judgments and argue convincingly that none of the available normative theories returns judgments about all these examples that accord with what seems “intuitive”. (I’ll add that I at least have no clear “intuitions” regarding some of their cases.) They also argue, again convincingly, that given the enormous number of possible examples, especially when one considers cases involving large numbers of variables, there is no reason to suppose that any method that proceeds inductively, attempting to constructing a theory that covers just the examples that happen to occur to the theorist, is likely to be successful—there will be no grounds for confidence that  there do not exist additional  counterexamples that have not yet been thought of . They note as well, as I have, the difficulty of making progress with this problem in the absence of a generally accepted normative theory. ]  [5:  See for example Hitchcock and Knobe, 2009. ] 

 One way of underscoring these points is to note that actual cause judgments often appear to be underdetermined by associated “type cause” information, even when this is accompanied by information about which particular token events have occurred and other sorts of token level information about connecting processes—what I called “token level information” above.  Consider a well-known illustration due to McDermott, 1995. A baseball is headed in the direction of a window and would shatter it if nothing is in the way. In fact, a strong, impenetrable brick wall is in between the ball and the window. However, before the ball can reach the wall, a fielder leaps and catches the ball. Did the action of the fielder prevent the window from breaking?  That is, is it true that

 (2.3) The fielder’s catch caused the window not to break 

  This is a question about an “actual cause claim” and we seem pulled in two different directions.  On the one hand, it is tempting to argue as follows:  because of the presence of the brick wall, whether or not the fielder caught the ball made no difference to the breaking of the window—the window would not have broken regardless of whether caught the ball. Hence the fielder did not prevent the window from breaking. On the other hand, McDermott argues as follows: Something prevented the ball from breaking the window. Which was it—the fielder or the wall?  When the question is put this way, it is tempting to respond that it was the fielder who prevented the window from breaking— perhaps in part because she made physical contact with (interacted with) the ball, and the wall did not.  
This example suggests several points[footnoteRef:6].  First, it is far from obvious how one might go about resolving, even in principle, the question of whether (2.3) is true. Indeed, it is hard to identify what is even at stake in trying to decide whether (2.3) is true—what turns on deciding the issue one way or another. A natural thought is that whatever rules or standards govern actual cause judgment in other contexts don’t   dictate, at least in any obvious way, which judgments are “correct” in connection with this example. Second, and relatedly, whether or not (2.3) is true seems to be underdetermined even by   the conjunction of information about the type causal relations present in the example and by the token level information—or at least it is not obvious how to determine from this information whether (2.3) is true.  The description of the example seems to specify all the relevant information at the type level --  e.g., what the effect of the ball’s hitting the window would be, what would happen if the fielder missed catching the ball and so on. The description of the example also seems to specify all the obviously relevant information at the token level—we know that the fielder caught the ball, that it did not come into contact with the wall and so on. Yet all of this information does not settle, at least in any obvious way, whether (2.3) is true.  Putting this in terms of the distinction between, on the one hand, token  (and type) level causal information and, on the other hand, conclusions about the relationships reported in “actual cause” judgments, it appears we know all about the former but remain uncertain about the latter.  An obvious explanation of how this is possible is that actual cause judgments are influenced by considerations (e. g., having to do with responsibility attribution) that are at least in part independent of token and type level causal information. If this is what is going on, a close examination of our practices with respect to actual cause judgment is not necessarily going to be a helpful entry point into understanding other forms of causal judgment and reasoning that are more type –like in character. I will return to this point below in Section 6 in connection with a discussion of some experiments on causal attribution by Ahn and colleagues.   [6:  Admittedly, this is just one example but I believe that similar conclusions are supported by many other examples involving actual cause judgment, including a number of the examples in Glymour et al., 2010.   ] 


3.   Connecting Processes and Causal Judgment 

 What is the role of the presence of a physical connection (or a connecting process) between cause and effect in causal judgment?   Woodward, forthcoming a noted that both armchair observation and more careful psychological research support the contention that subjects tend, ceteris paribus, to judge  that   dependence relationships among token events of the general sort described by M in which physical connections are present are more paradigmatically causal than dependence relations among token events in which no physical connections are present. For example, the shattering of a bottle by the impact of a thrown rock (with the trajectory of the rock and its impact serving as the physical connection between the throw and the shattering) is judged by almost everyone to be a paradigmatically causal interaction.  If the presence of a barrier would   block the trajectory of the rock, the shattering of the bottle also counterfactually depends (in accordance with M) on whether or not the barrier is present, but the relationship between the removal of the barrier and shattering is judged as less than paradigmatically causal, presumably because there is no “physical connection” between the  absence of the barrier and the shattering[footnoteRef:7].  Moreover, at a normative level, several well-known philosophical accounts of causation, including the “causal process” theories of Salmon (1984) and Dowe (2000) treat the presence of an appropriate sort of connecting process as a necessary and sufficient condition for genuine causation, at least at the token level. These observations prompt several questions pursuant to our overall project of understanding the interaction between descriptive and normative considerations in causal reasoning. First, as a descriptive matter, can we provide more detail about the role played by physical connection in causal judgment?  Second, as a normative matter, what justification, if any, is there for assigning the presence of a physical connection an important role in causal judgment? How can we usefully approach the normative question of whether Salmon and Dowe are right in the role they assign to connecting processes? [7:  See Walsh and Sloman, 2011 for reports of results from psychological experiments involving similar scenarios that provide empirical support for this claim. ] 

As a point of departure, some general remarks about the ways in which information about connecting processes can enter into different sorts of causal judgments, including type and actual cause judgments, will be helpful. As a number of writers have noted and is illustrated by the example immediately above, the question of whether a connecting process is present or not seems have its most direct and straightforward application when we are dealing with actual cause claims  (or at least claims that explicitly relate particular specified token events) rather than with more generic type level claims. This is because connecting processes are naturally viewed as the sorts of things that can be present between particular, spatio-temporally located events or particular instantiations of variable values: a particular throw or trajectory of a rock can be physically connected or not to a  bottle and perhaps to some event involving the breaking of the bottle, but  it appears   that the associated  type of event  or variable  which within an interventionist framework takes values like {throwing a rock or not} is not itself physically connected to anything. Whatever role physical connection has in connection with this type causal claim is in some (presumably rather complex) way derivative from the role of physical connection in the associated token causal relationships. This is reflected in the fact that philosophical theories like Salmon’s and Dowe’s that emphasize the role of physical connections in causation focus almost entirely on token, rather than type-level, causal relations.
   Bearing this in mind, we see, when we turn to characterizing the role of physical connection information in type causal judgments, that matters are rather subtle.   Suppose that, in accord with M, one wishes to represent a type level causal relation (R S) between whether or not a rock is thrown in such a way that it strikes a bottle (represented by variable R) and whether or not the bottle shatters (S).  When R takes the value = rock is thrown, there will be a physical connection between the instantiation of this value by some particular rock-throwing and the shattering of the bottle. But when the rock is not thrown, there will of course not be any such physical connection between the instantiation of the value R= rock not thrown and the instantiation of the value S= non-shattering of the bottle.    That is, as far as the type level R—>S relation goes, there is a “physical connection” associated with one pair of values of these variables but not for the other pair of values.  Similarly, if we consider a putative example of causation by omission involving a gardener who  fails to water the flowers with the result that they  die, it is very natural to regard this as a case in which there is no physical connection between the gardener’s omission and the death of the plants, so that if this is a case of  causation at all,  it is a case of causation without a connecting process.  However, this view of the example comes from focusing just on the token level judgment that the gardener’s omission caused the death of the plants. If we focus instead on the type level judgment that whether or not the plants die causally depends on whether the gardener waters them, one of the values of the variable representing whether or not the gardener waters (the value corresponding to gardener watering)  will of course involve a physical connection to the plants and the other value, corresponding to the gardener’s failure to water, will not.  
Thus when we consider the role of physical connections in type-level causal judgments what we really have in mind, at least often, are cases in which physical connections will hold between some particular realized values of the cause variable and the effect variable and not for others.  For this reason, it would be highly problematic to demand that when variable X   causes variable Y all instances or possible particular realizations of X must be physically connected to instances or realizations of Y.  Or at least this will be a wrong-headed requirement for those causal claims which relate variables that can take values corresponding to absences or non-occurrences. 
So far we have been considering cases in which one or more instantiated values of a candidate cause variable are physically connected to instantiated values of the effect variable and other values are not. However, there are of course other kinds of cases in which no values of the candidate cause variable are so connected to the effect.  This is true, for example, of the double prevention cases described in Woodward forthcoming a, when these are considered at a generic or type level:  if the enemy fighter will shoot down Suzy’s bomber unless the fighter is shot down by Billy, then there is no connecting process running either from Billy’s shooting down the enemy plane to Suzy’s dropping the bombs or from Billy’s failure to shoot down to Suzy’s failure to drop the bombs.  Arguably, a similar point holds for putative cases involving causation between events or variables that are not usually represented as physical or for which we lack any clear idea about what would serve as the relevant connecting process.  We may be tempted to claim that Jim’s desire for beer causes him to open the refrigerator door on one occasion and perhaps that his lack of desire causes him not to open the door on another occasion but in neither case is there in any obvious sense a connecting physical process between these candidate causes and effects.  If these are genuine cases of causation, they are cases of causation without a connecting process for either value of the variables D= {desire for beer, no desire for beer}, R= {opens door, does not open door}. 
 Insofar as there is any overall empirical pattern concerning the influence of the presence of a connecting process on  causal judgments among ordinary subjects, either  with respect to type or  actual cause judgments, it seems to be something like this: First, the presence of a physical connection between particular token events (or more generally, particular instantiations of values of variables) realizing a  generalization satisfying M is very often judged to be relevant to whether the relationship between these token items is paradigmatically causal,  in the sense   that the presence of such a process tends to boost the judgment  that the relationship is causal or a good or clear example of causation: When  (3.1) Billy’s  thrown rock  hits the bottle and it shatters this is  regarded as a paradigmatically causal interaction; subjects may disagree about whether  (3.2) Billy’s failure to  throw causes the bottle not to shatter, but even those accepting this causal claim are likely to regard the relation in (3.2) as less  clearly or  paradigmatically causal than in (3.1).  Similarly, the presence of a connecting causal process is also regarded as relevant to type level causal judgment: as we saw in Woodward, forthcoming a, at least some double prevention relations (which lack the presence of a connecting process) are not judged as paradigmatically causal. 
Second, despite the relevance of the presence of a physical connection, the presence such a connection does  not seem to be treated, at least by many subjects, as a necessary condition for causation. This is shown by the fact, also reported in Woodward, forthcoming a, that subjects accept some   double prevention relations as causal, the willingness of many subjects to regard mental causation as genuine causation, and by many other examples.  Interestingly, neither pure causal process views like those associated with Salmon and Dowe nor versions of counterfactual theories (including M) that assign no significance at all to whether a connecting process is present adequately explain this pattern of judgment.  Pure causal process theories are inconsistent  (among other things) with the judgment that some relations of dependence not involving connecting processes are causal and pure dependence theories,  including M, offer no explanation of why people often regard the presence of a connecting process as relevant to (even if not decisive for) whether that relationship is causal or paradigmatically causal[footnoteRef:8]. [8:  This is a reflection of the fact that virtually all of the best known philosophical accounts of causation, including M are dichotomous   in the sense that they claim to classify relations into the categories of causal versus non-causal, but provide no account of gradations in causal judgment—that is, in subject’s willingness to regard some candidate relations as more paradigmatically causal than others.  The combination of M with other considerations like degree of stability and proportionality, which are graded, represents my attempt to capture aspects of such graded judgments. ] 

  We should also note another empirical generalization about the judgments people seem willing to make:  physical connectedness in the absence of any kind of counterfactual dependence is not regarded as sufficient for causation, even in cases in which other pre-empting or over-determining causes are absent.  This is shown by many familiar examples; when a tennis ball is thrown against a brick wall, there is a connecting physical process that transfers energy and momentum to the wall, but the impact of the ball does not cause the wall to remain intact and standing. When a baseball strikes a window and the window shatters, there are also physical process involving incident photons and   molecules in the surrounding air that collide with the window at the moment of shattering. Nonetheless this is not a case of causal over-determination; it is the impact of the baseball alone and not (also) the impact of the photons or nitrogen molecules that causes the shattering. Intuitively, this is because the impact of the tennis ball or the photons is not of such a character to make a difference between whether the wall stands up or collapses or whether the window shatters or not; the latter events do not depend on the former and the former are not causally relevant to the latter.  
This suggests that to formulate an adequate theory, either descriptive or normative, which captures the role of connecting processes in causal judgment, we must also  incorporate  difference-making or counterfactual elements   into the account: in particular, when the presence of a connecting process is relevant to whether  a causal relationship is present, this connecting process must be of such a character that it (and the candidate cause) makes  a difference to the effect or such that whether or not the  effect  occurs counterfactually depends on  whether the connecting process is present. In other words, the theory will need to conjoin some additional condition like M reflecting whether counterfactual dependence is present with some condition having to do with the presence of a physical process[footnoteRef:9].  [9:   In this connection, it is also worth noting that taking physical connectedness by itself not to be sufficient for causation and requiring in addition that some relation of counterfactual dependence be satisfied has the advantage that it yields a concept that has an obvious use or function, since counterfactual dependence (when understood along the interventionist lines that I favor) is a feature of relationships that may be used for manipulation and control. By contrast, a concept of causation that took the mere presence of physical connectedness (of any kind) to be sufficient for causal relatedness is unlikely to be a useful concept, at least for many human purposes. This is because   such physical connections are ubiquitous and indiscriminate; photons interacting with objects subsequently interact with many others and similarly for other subatomic particles, molecules making up the atmosphere etc. Indeed, all or almost all objects and events are “physically connected” in some way with all or most objects or events in their backward light cone, again implying that if physical connection is sufficient for causation, such relations are everywhere.   This suggests that what is likely to be of interest to most human cognizers is not physical connectedness per se but something more like certain restricted kinds of physical connectedness – e.g., those that are also accompanied by counterfactual dependence or something similar. 
] 

In the following section, I explore a possible explanation for the observations about the role of connecting process just described.  This explanation exploits and extends an idea introduced in Woodward, forthcoming a—that dependence relations satisfying M can differ in their degree of stability or invariance and that more stable relations are generally regarded as more paradigmatically causal. The further twist I will now offer is that dependence relationships that are associated with the presence of physical connection tend, other things being equal, to be more stable than those that lack this feature and that this explains (at least in part) both why they are regarded as more paradigmatically causal and provides a normative justification for why they are so regarded. In other words, physical connection matters to causation (insofar as it does) at least in part because of its connection with stability. 

4. Connecting Processes and Stability
 
  Before developing this idea in more detail, however, I want to underscore just what I am attempting to do.  As explained in Woodward, forthcoming a, I advocate thinking about causation in functional terms, focusing on the functions or goals or purposes that underlie our thinking about causal relationships in the way that we do.  Thinking about the present issue in this way immediately raises the following question: why do people distinguish in the way that they apparently do between (at least some) cases in which counterfactual dependence plus a physical connection is present and cases in which counterfactual dependence is present but no physical connection? That is, can we identify some further goal or aim or function, associated with causal reasoning, which such a distinction might serve? What does the presence of a physical connection give us in terms of satisfaction of these goals in comparison with cases of counterfactual dependence without physical connection? What if anything would be lost, from the point of view of goals and purposes associated with causal reasoning, if we were to adopt a conception of causation according to which the only relevant considerations in judging whether a relationship is causal have to do with some variety of counterfactual dependence characterized along the lines of M?  Of course, some philosophers may wish to say that this question has a very simple (and trivial) answer:  the presence of a physical connection between two events or, more plausibly (see above), the presence of such connection plus counterfactual dependence is just what causation is so of course people distinguish between cases in which these features are present and cases of dependence in which they are absent. From my point of view this is an unsatisfying answer because it affords no insight into (i) why we think about causation in this particular way and (ii) what   justification (if any) there is for this – that is, it affords no insight into whether there is any normative rationale for the role that, as an empirical matter, physical connection plays in causal judgment.    
  I believe that any plausible candidate for a complete answer to (i) and (ii) will be complex, involving a number of different considerations, but in what follows I will focus very selectively on just one kind of consideration having to do with the relationship between invariance/ stability and the presence of a physical connection in causal relationships. In particular, I want to consider the following possibility, which I label PC (for Physical Connection):
 
PC     1) Type level relationships of (non-backtracking or interventionist) counterfactual dependence  (that is, relationships that satisfy M) involving physical connections between the putative cause and effect tend, ceteris paribus, to be more invariant and stable than relations of counterfactual dependence that are not accompanied by physical connections.  (Here “involving physical connections” means that there are physical connections between some values of the putative cause and the putative effect variables, but not necessarily all such values– the reason for this qualification is explained above).  
2) Actual cause judgments involving physical connections between cause and effect tend, ceteris paribus, to be more stable than actual cause judgments for which there is no associated connecting causal process. (Here  “physical connection” means that   such a connection is present between the particular token events represented in the actual cause judgment—e.g. such a connection is present when it is claimed that the gardener’s watering caused the plants to survive and absent when it is claimed that the omission of watering caused the plants to die.) Moreover, the presence or not of a physical connection in such cases  is a fairly reliable indicator of when such actual cause connections are stable—that is, such actual cause connections typically hold  across those circumstances in which a physical connection is present. 

Recall from Woodward, forthcoming a, that a type-level relationship satisfying M in background circumstances Bi is stable or invariant if that relationship would continue to hold across changes in background circumstances different from Bi.  Analogously, let us say that an actual cause claim of form c caused e holding in circumstances Bi   is stable to the extent that c would also cause e in other background circumstances different from Bi in which the physical connection between c and e continues to hold.  (For more on what this means, see the examples below.) Recall also from Woodward forthcoming a that it is normatively appropriate that more stable relationships are judged as more paradigmatically causal because, ceteris paribus, the identification of more stable dependence relations better serves goals of causal thinking—such relationships are more usable for purposes of manipulation and prediction. 
If PC is correct, this would help to explain why subjects often tend to regard    dependence relationships in which physical connections are present as more paradigmatically causal than dependence relations in which such connections are absent. This would also show why  (and in what respects) it is rational or normatively appropriate for us to judge in this way[footnoteRef:10].    [10:   A clarificatory comment: There are of course many, many cases in which, as an empirical matter, the presence of a physical connection of the appropriate sort between at least some values of X and Y is necessary for Y to be counterfactually dependent on X and for the relationship between Y and X to satisfy M. For example, in ordinary circumstances, for a relationship satisfying M to be present between the position of the handle of a screwdriver and the position of the head of the screw, the tip of the screwdriver must be in physical contact with the head, at least for some values of the variables figuring in that relationship. Again, for a relationship satisfying M between the throwing  (or not) of a rock and the shattering (or not) of a bottle to be present, the rock must, in ordinary circumstances, come into physical contact with the bottle. When whether M holds between two variables is dependent on whether an appropriate physical connection is present, it is completely unmysterious why we should care about whether or not the appropriate   physical connection is present and want to understand the details of its operation, since this information is highly relevant to our interest in manipulation and prediction. The issue explored in the text above is different from this: it has to do with why we should distinguish in the way that we do between cases of counterfactual dependence in which a physical connection is present   and cases of counterfactual dependence (e.g., double prevention) in which no physical connection is required for the dependence to be present.   ] 

But is (PC) correct?  I think that (PC) is plausible for a significant range of cases, although  (as reflected in the “ceteris paribus” clause in my formulation) it does not hold in all circumstances.  In other words, the presence of a physical connection is an imperfect and defeasible but nonetheless useful indicator of the presence of a relatively stable relationship.   Consider again a paradigmatic example of causation involving physical connection: a rock, thrown by Suzy, striking and breaking a glass bottle.  Assume, for simplicity, that there are no other back-up causes of bottle shattering present in the situation.  Here the breaking is counterfactually dependent on Suzy’s throwing and the “physical connection” between Suzy’s throw and the breaking  (that is, the situation in which the variable T describing whether or not Suzy throws takes the value= Suzy throws and the variable B describing whether the bottle breaks takes the value = breaks) just involves the trajectory of the rock through space until it comes into contact with bottle.  In ordinary cases of this sort, the dependence of B on T will continue  to hold for some considerable range of variations in background circumstances, provided  of course that the right sort of physical connection  continues to be present —that is, provided that the rock thrown by Suzy actually comes into contact with the bottle. The fact that B T relationship continues to hold under many such changes in background conditions  (provided the relevant physical connection continues to be present) illustrates what I have in mind by describing that relationship as stable or invariant.  For example, if we displace Suzy and the bottle ten feet   to the right, then in many usual circumstances whether the bottle shatters will continue to depend on whether Suzy throws, again assuming that the relevant physical connection is present.  Similarly for rock throwings that occur at different times from the actual time, rocks thrown by different people and so on. More generally, for ordinary bottles and throws, different throws involving strikings will likely vary in the exact momentum with which the rock strikes the bottle and other physical details of the exact way in which the rock strikes the bottle, but variations in these factors, at least over a large range, are unlikely to affect whether the shattering   counterfactually depends on the throw and impact, again as long as the appropriate physical connection is present.  
A similar point holds for many other ordinary variations in the background environment such as changes in air temperature, pressure, presence   of various other objects in the background, as long as they don’t interfere with the physical connection. Put differently:  If you have a rock which is big enough  and thrown hard enough to shatter a bottle (assuming that it strikes it) in the actual background circumstances and a bottle which is fragile enough to shatter if there is such an impact, you generally don’t have to worry that small variations in those background circumstances (or for that matter in the momentum of the throw) will make such striking ineffective in producing shattering. Hitting the bottle with a thrown rock is likely to be a fairly reliable and stable way of producing shattering, across a range of background circumstances, if it can produce shattering in the actual circumstances. I believe that a similar observation holds for many other causal relationships involving physical connections—pushes, pulls, tools that put the user in physical contact with some target object and so on.  These all involve not just dependence relationships satisfying M but dependence relationships that are relatively stable across many ordinary environmental variations as well as  many variations in the fine-grained values of the causally relevant variables (exactly how much force you exert on the chair in lifting it and so on) . By contrast, although as the discussion in Woodward, forthcoming a shows (see also Woodward, 2006), it is certainly possible for a counterfactual dependence relationship not involving a physical connection to be relatively stable as a matter of empirical fact, many such dependence relationships seem to be relatively unstable—they often depend on a very precise arrangement of environmental circumstances   and will be disrupted if these change[footnoteRef:11].  Thus, at least for a range of cases, it will make sense, if one cares about the stability of a dependence relationship (or whether a dependence relationship in the sense of satisfying M is present at all) to focus on whether a physical connection is present—this is often a pretty good, albeit fallible, indicator of the stability of the dependence relation[footnoteRef:12].    [11:  The Billy/Suzy scenario mentioned above and also discussed in Woodward, forthcoming a and in Hall 2004 is a case in point.  ]  [12:  To put the point slightly differently: When E counterfactually depends on C in accord with M in the actual background circumstances or is known to depend on C in circumstances like those obtaining at present and the presence of a physical connection between C and E is necessary for this dependence relation to hold, then it is often a good heuristic to assume that this dependence relation will continue to hold as long as the physical connection is maintained.   Thus, for example, the presence or absence of contact (a physical connection) is a good indicator of when we can generalize the rock thrown bottle breaks dependency relation to other circumstances.  This is non-trivial because (as observed above) the presence of a physical connection does not guarantee in general the presence of a dependency relation satisfying M.  ] 

Although it thus seems plausible that the presence of a physical connection and stability often seem to go together, it also seems clear, as already intimated, that this association is far from perfect. In particular it seems perfectly possible for there to be cases in which physical connectedness (and counterfactual dependence satisfying (M) between X and Y to be present but in which this dependence is not stable.  This will happen, for example, in cases in which there is physical connection and dependence between X and Y but where the dependence of Y on X depends in a very delicate way on various background contingencies.  An illustration is perhaps provided by a variant on the golf ball examples once popular in discussions of probabilistic causation: a golfer hits a golf ball  (C) which strikes a tree limb, rebounds off, is kicked by a squirrel, and rolls into the cup (E).  Here there is a physical connection linking C to E—one that may be readily recognizable and perceptually salient.  Suppose that, given the actual circumstances, the ball’s going into the cup (E) is counterfactually dependent on the ball striking the limb in the particular way that it did.  In this case, it seems likely, as an empirical matter, that despite the presence of the physical connection between C and E, the  dependence of E on C is highly unstable: if the squirrel had not kicked it in that particular way, if it had hit the limb at a slightly different angle, if the wind had been a bit different  and so on,  the ball would not have gone into the cup.  My discussion above in effect assumes that although scenarios like the one just described are  possible, they are unusual, not just in the obvious sense that they involve a series of unlikely coincidences but also in the further sense that they are not representative of the usual association between stability and physical connection. 
	It would be very interesting to learn more about the causal judgments of subjects about cases having this sort of structure.  Would they judge such relationships to be less than paradigmatically causal because of their instability? My sense is that many philosophers would endorse the contrary judgment that in such cases the relation between C  and E is clearly and unambiguously—even paradigmatically  -- causal and would take this to suggest that the presence of a physical connection influences causal judgment in a way that is at least in part independent of considerations of stability.  Perhaps this is correct but, interestingly, unpublished experimental data from Rose, Danks and Machery (in preparation) does suggest that adult subjects regard relationships of the sort just described    as less than paradigmatically causal, despite the presence of a physical connection.  This suggests that stability considerations affect causal judgment even when physical connection is present.    

5. Proportionality and finding the right level of causal description/ explanation. 

 	 In this section I want to switch gears and focus on some issues having to do with the choice of level of description and explanation in causal judgment. As noted in Woodward, forthcoming a, this is a normative issue that has engendered a great deal of discussion in both the philosophy of science literature and in the literature in many areas of science.  Within our framework the issue might be put this way:  True causal claims   satisfying (M) concerning some system of interest can be framed at many different possible “levels” of description—such claims can relate variables that are e.g., more or less detailed or fine grained (or micro or lower level) or   more or less general or abstract or macro. (These are not the same distinctions of course). For example, the causal principles governing the operation of a brain might be described either at a very fine-grained neuronal level or at a more general, coarse- grained level making use of concepts from cognitive science.  Sometimes such descriptions of causal relationships at different levels can seem complimentary and not in competition with each other, but this is not always the case. Sometimes, some choices of level of description   seem methodologically better or more appropriate than others, depending on empirical facts about the system being modeled.  This raises the question of what principles or considerations do or should govern such choices of level of description.  This question has particular resonance because of a widespread view in some philosophical circles (especially those with a more “metaphysical” orientation) that one particular level of description—in particular, one involving maximal detail—is always best in principle. 
I argued in Woodward, forthcoming a that one set of considerations having to do, both descriptively, and normatively, with the choice of an appropriate level of causal analysis derives from the notion of stability/invariance. Depending on the empirical characteristics of the system under study and what it is that we are interested in explaining, causal relationships at some levels may be more stable/invariant than others and hence provide a preferred level of description.  In this section, I will discuss another, at least partially distinct set of considerations   that also bear, both descriptively and normatively, on the choice of levels of causal explanation.  These have to do with proportionality, a notion that I take (with some non-trivial modifications) from Stephen Yablo (1992)  and that, as we shall see, has echoes in empirical research conducted by Patricia Cheng (Lien and Cheng, 2000) . 
To illustrate the idea as originally introduced by Yablo (1992), consider a pigeon that has been trained to peck at red targets of any shade and only at  red targets. Suppose that the pigeon is presented, either once or (if you like) on a series of occasions, with a target of particular shade of scarlet and that the pigeon pecks. 
Now consider the following causal claims[footnoteRef:13]: [13:  A parallel  comparison can be framed between type level claims: the redness of the target causes pigeon pecks vs the scarlet color of the target causes pigeon pecks. I frame the argument in terms of (5.1) and (5.2) in order to follow Yablo’s exposition. ] 


(5.1) The fact that the target was scarlet caused the pigeon to peck it.
	 
(5.2) The fact that the target was red caused the pigeon to peck it.

Yablo contends that, given the facts specified in the example, most people will (and, as a normative matter, should) prefer claim (5.1) to (5.2).  Yablo links this preference to the idea that causes should be “proportional” to their effects; containing neither too little  (where “too little” means being inappropriately narrow and omitting crucial elements) nor containing “too much” ( where this means being overly broad and containing superfluous elements). On Yablo’s view, (5.1) fails to satisfy this proportionality requirement because it is inappropriately narrow, omitting the information that other shades of red besides scarlet would lead the pigeon to peck.  On the other hand, a causal claim that attributes the pigeon’s pecking to the target’s being colored (rather than being red) would be overly broad.  By contrast, the causal description in (5.2) is “just right” in terms of balancing narrowness and broadness – it satisfies the intuition behind “proportionality”.  
Yablo   explains our preference for proportional causes in terms of     metaphysical considerations having to do with “event essences” and the like. In what follows I will put these aside and focus instead on the methodological thesis suggested by (5.1)- (5.2) which is that some levels of description of causes and effects can be “better” or “more appropriate” than others and, in particular, that (5.2) is at a more suitable level of description or abstraction than (5.1), given the facts that Yablo specifies.
This thesis raises   a number of questions that further illustrate some of the claims in Woodward, forthcoming a about the interrelations between descriptive and normative issues.  First, as a descriptive matter, is it true, as Yablo claims that  subjects exhibit a preference for  causal judgments framed at certain levels  of description as opposed to others—in particular that they prefer  claims like  (5.1) to (5.2) given empirical   circumstances like those specified above?   Second, again as a descriptive matter, what principles govern (and what factors influence) such preferences? Third, is there some normative rationale or justification for the preferences that subjects exhibit?  Both the second and third questions raise the issue of how one might best characterize a methodologically and descriptively fruitful notion of proportionality. 
  Essentially this question (among many others) is explored in a very rich paper   by Lien and Cheng (2000).  Compressing greatly, Lien and Cheng presented subjects with hypothetical soil ingredients that (they were told) were candidates for causes of plant blooming. These ingredients were described as varying in ways that fell into hierarchical structures or classes of increasing abstractness.  For example, the ingredients varied as to color and these variations were represented at each of three levels of abstractness – particular shades of color (e.g., pine-green), general type of color (green), and (at a very general level) whether the color was “warm or cool”. Similarly, the ingredients varied in shape and subjects were given information that represented these shapes both in highly specific ways (e.g., as a particular regular shape of certain dimensions), at an intermediate level of specificity  (e.g., a type of shape), or in a still more abstract way (regular in the sense of rotationally symmetrical versus irregular). In addition, subjects were presented with information about the covariation between these ingredients, as described at these different levels of abstractness, and whether the plants bloomed.  One of the tasks given to the subjects was to identify from such covariational information the causes of blooming and to predict on this basis how plants would respond to various soil treatments with the ingredients.   The patterns of covariation were chosen in such a way that ∆p = Pr(E/C)- Pr (E/-C)  was maximized when C was taken to be the most abstract category in the  hierarchies.  That is, ∆p  was maximized when blooming/non-blooming co-varied maximally with possessing an irregular versus a  regular shape or with possessing a warm versus a cool color (in both cases the maximally abstract characterizations of the ingredients). In contrast, blooming/non-blooming covaried less than maximally with more specific descriptions of the soil ingredients—that is, ∆p was smaller when the soil ingredients were described in this way.  Under these conditions, subjects preferred characterizations of the causes of blooming at the most abstract levels (rather than more specific levels) in the sense that they learned the abstract relationships from the covariational data more readily and used them, in preference to more specific relationships, to predict extent of blooming under new treatments. 
These experiments provide an additional illustration of the interplay between descriptive and normative considerations in causal cognition that is one of the main themes of this paper and its companion.   First, in agreement with Yablo’s claims, the experiments show that subjects do sometimes prefer (learn and make use of) causal relationships or descriptions of causal relationships that are not characterized in a maximally specific or detailed way.  Instead, they sometimes prefer more abstract characterizations. Second, as Lien and Cheng argue, the experiment suggests an obvious and very intuitive explanation/rationale for when and why subjects do this – thus suggesting that this preference is not a mistake or merely due to confusion.  As already intimated, on Lien and Cheng’s interpretation, the experiment supports the claim that (other things being equal) subjects favor characterizations of cause and effect at the level that maximizes the contrast ∆p  =  Pr(E/C)- Pr (E/-C)    –- that is, they prefer characterizations of the cause and the effect such that the arithmetic difference between the probability of the effect in the presence of the cause and the probability of the effect in the absence of the cause is maximized.   Suppose, for example, that  the presence of   irregular shapes in the soil always leads to blooming and the presence of regular shapes never does, and that the presence of five-sided shapes increases the probability of  blooming  in comparison with the absence of five-sided shapes, but five-sided shapes do not always lead to blooming (only irregular five-sided shapes do) and the absence of five sided shapes does not always lead to non-blooming (only regular non- five-sided shapes have this effect).  That is, Pr (Blooming/ Irregular shapes) =1, Pr (Blooming/ Regular Shapes) = 0, and 1> Pr(Blooming/Five –sided Shapes)> Pr Blooming/Non-five-sided shapes) >0.   Then the “irregular versus regular” level of description of the cause will be preferred to the description in terms of the contrast between five-sidedness and non-five-sidedness. An obvious normative rationale for this practice is that the more abstract level of description in this case provides more information about the conditions under which the effect will and will not occur than the more specific description; thus it provides more information that is useful for purposes of prediction and control. 
[bookmark: _GoBack] Let us now apply the same analysis to Yablo’s example   in an attempt to explain why (5.2) is preferable to (5.1).   As noted above, a limitation of (5.1) is that it fails to convey the information that the pigeon will peck at any red target, not just scarlet ones.  By contrast (5.2) does convey this information.  In addition, on a natural interpretation (5.1) misleadingly suggests that the pigeon will fail to peck at (all) non-scarlet targets, while (5.2) correctly suggests that the pigeon will fail to peck at all non-red targets.  Lien and Cheng’s account seems to capture these limitations fairly well. The contrast ∆p between the probability of pecking given that the target is red and the probability of pecking, given that the target is not red is maximal—it is equal to 1. By contrast, although Pr (Pecks/ target is scarlet)= 1, Pr (Pecks/ target is not scarlet) is greater than zero.  Thus ∆p when the cause is characterized as “red” is greater than ∆p when the cause is characterized as “scarlet” and on this basis, following Lien and Cheng’s proposal, the characterization “red” is preferable.  Of course, in a variant of Yablo’s example in which the empirical facts are different, with the pigeon pecking at scarlet and only scarlet targets, (5.1) will then be preferable to (5.2) since the characterization of the cause at the level of scarlet/non-scarlet now maximizes the contrast between what happens in the presence and absence of the cause.  This suggests, I think correctly, that which description of the cause is most appropriate in this sort of case depends on the empirical details of the case—there is no privileged level of description that is always most appropriate, regardless of which patterns of covariation are present. In any event, Yablo’s discussion of the best causal description of pigeon behavior and Lien’s and Cheng’s experiment seem directed at very much the same problem and to have similar solutions. 
Lien and Cheng’s proposal applies only to binary or dichotomous variables in which causes and effects are represented just in terms of two possible values—“present” and “absent”. However  the basic idea  can be naturally generalized to variables that take many possible values and can be framed  in terms of interventionist counterfactuals rather than conditional probabilities.  This leads to the following formulation of proportionality.  Causal claims satisfying  the basic interventionist requirement (M) are proportional  to the extent  that they capture     the full pattern of dependence of the  values of the effect on the cause—that is, to the extent that they  fully specify which    changes in the values of the effect variable are associated with changes in the value of the cause variable and specify how such changes are associated. In addition, causal claims  should be judged as preferable to the extent that  they  do not  claim or suggest  the existence of patterns of dependence between cause and effect that do not in fact hold or represent values of the cause variable as relevant or difference –makers  for the effect variable  when they are not relevant. For example, (5.1) fails to fully satisfy the  proportionality requirement because it fails to capture the full range of cause values on which the effect depends (it fails to convey the information that the pigeon would peck at non-scarlet but red targets) and, on a natural interpretation, misleadingly suggests that  the pigeon will not peck at such targets.  By contrast, (5.2) correctly identifies (given the facts specified in the example) a fuller range variable values on which the effect variable depends. 
As noted above, a number of writers, myself included, have appealed to considerations related to proportionality to argue that more general, less specific and detailed causal descriptions, both in common-sense contexts and in various “upper level” sciences, are sometimes preferable to more specific and detailed descriptions found in lower level sciences. For example, Woodward, 2008 argues (following   Yablo, 1992) that in situations in which an intention I to perform a certain movement B is multiply realized by several distinct patterns of neural activation n1, n2, and n3, I (or more precisely the contrast between I and the absence of I—that is, not I) may better satisfy the requirement of proportionality with respect to B / not B, then any of n1, n2, or n3 . Thus, it is preferable from the point of view of proportionality to cite I rather than n1, as a cause of B even on those occasions in which I is in fact realized by n1. Of course this preference is also what is suggested by the advice to choose a level of description that maximizes ∆p: in the envisioned circumstances Pr(B/I) =1, Pr (B/not-I) =0, but Pr(B/not n1) is greater than zero (since B sometimes occurs in the absence of n1. )   Critics have attacked such contentions, typically on the basis of metaphysical arguments that causal claims that provide more detail and specificity are always better and that the real causal action is always to be found at the level of such more detailed claims, with the upper level causal claims being epiphenomenal (or “excluded” by the lower level claims).  Whatever one thinks about the details of such criticisms, we should note that the experimental results from Lien and Cheng show that subjects do in fact prefer levels of causal description that satisfy proportionality or maximize ∆p and that, furthermore, it is easy to see how, as a normative matter, this preference serves (in terms of information provision) goals and purposes that people have, goals that would be less well served if one were to insist that more specific causal descriptions were always preferable. Assuming that people care about providing causal descriptions that better satisfy these goals, they thus seem to be behaving rationally when they are guided by considerations of proportionality in selecting causal descriptions. The question this raises for those who wish to claim that more specific descriptions of causes are always better is this:  in what sense , if any, are those who prefer proportional  but less specific causal descriptions (e.g. (5.2) to (5.1) ) making a mistake? [footnoteRef:14]  Why should we be bound by some supposed metaphysical requirement to provide maximally specific descriptions of causes if proportional descriptions are more informative about matters that we care about?   [14:   It is worth noting a possible response to these remarks that raises some interesting normative and empirical issues that have not to my knowledge been explored in any detail, especially on the empirical side.  The response is to distinguish sharply between making a true causal statement (a claim that C causes E) and providing a satisfactory  causal explanation.  (Both Donald Davidson and David Lewis advance some version of this distinction, although in very different ways.)  In particular, one might hold that some true causal claims are not explanatory  (Davidson) and/or that some causal explanations do not involve citing true causal claims of form C causes E (Lewis). Thus making true causal claims and providing causal explanations are activities subject to different rules.   One might then argue as follows: when subjects prefer the more abstract characterization they should be understood as supposing that this provides a better causal explanation of the effect of interest  —a claim that may well be normatively correct.  However, if we ask simply what causes the effect (rather than what best explains it) the more specific characterization is normatively correct (and perhaps, one might conjecture, as a descriptive matter, also the one that subjects prefer.)     
   This sharp causal statement /causal explanation distinction raises a number of interesting issues. On a descriptive level, one might wonder whether it is true that subjects distinguish sharply between making true causal claims and providing causal explanations and judge these by different standards in the way claimed.  On a normative level, one might wonder it is defensible to distinguish in this particular way between making true causal claims and providing causal explanations and why in particular, more detail and less abstraction is always preferable when making causal claims but that for some reason  this preference is reversed when one provides explanations.    ] 

Before leaving this subject, let me try to correct a possible misinterpretation of my argument.  A standard method employed by analytic philosophers discussing causation is to appeal   to “intuitions” the philosopher has about the relationships present in various scenarios—both intuitions about whether those relationships are causal at all and about whether certain characterizations of those relationships are, causally speaking, “better” than others. Thus, a philosopher may report having the intuition that double prevention relations are “really” causal or that (5.2) is in some way preferable to (5.1).  These intuitions are then taken as   prima-facie evidence for various conclusions about causation. This is not the method or argumentative strategy that I have tried to follow above.  I have not claimed, for example, that   the preferences exhibited by Lien and Cheng’s subjects should be interpreted as intuitions about causation and that these intuitions support or provide evidence for a proportionality requirement on causal judgment. Rather, I have argued as follows:  as an empirical matter, people exhibit preferences for levels of causal description satisfying a proportionality requirement.  Following the methodological strategy described in Woodward, forthcoming a, we should take seriously the possibility that these subjects are behaving reasonably and explore whether there is some normative basis for this preference. In fact, as we have seen, there is such a basis—one that appeals to the greater informativeness of causal descriptions satisfying proportionality.  It is this normative basis and not anyone’s intuitions (taken in themselves) that justifies adoption of proportionality.  

6. Ahn et al. on the Role of Mechanism Information in Actual Cause Judgments

 So far my focus has been on “success stories”: on mutually illuminating interactions between normative theorizing about causation, particularly within a broadly interventionist framework, and empirical psychological research about causal judgment. I turn next to a contrasting case: an influential experimental paper by Ahn et al. (1995), which illustrates what can happen when empirical investigation is not guided by any defensible normative theory. This paper is, in my opinion, relatively unsuccessful in large part because it does not make use of any defensible normative framework concerning causal reasoning and judgment.  Ahn et al.’s paper also illustrates how experimental investigation can potentially benefit from the kind of analytical work and distinction-drawing that philosophers are good at and from a careful analysis (again informed by normative theory) of the task which subjects are asked to perform.   
   Ahn et al.’s  experiments are premised on a supposed contrast between what they call “mechanism information” and information about “covariation”.  The authors present a series of experiments which they claim show that subjects appeal to mechanism information much more often than covariational information in making  “causal attributions” (that is,  “actual cause” judgments in which causes are ascribed to particular outcomes). They characterize mechanism information as follows:   

The mechanism information in causal reasoning specifies through which processes the event must have occurred (i.e., how a factor led to the consequence) by using vocabularies describing entities that are not presented in the event descriptions. (1995, p. 309) 

They contrast models of causal attribution which rely on this sort of information with models which instead “ stress a general process involving the analysis of covariation between factors and effects”. 
 The examples of mechanism information that Ahn et al offer suggest that they are operating with a rather permissive notion of “mechanism”.   “Driving while drunk” is one of their examples (in the context of attributing a cause to an automobile accident); another example of   “mechanism information” involves the information that a raccoon is in a cage (in the context of explaining why someone is unafraid of the raccoon.)   Their methodology for establishing the importance of mechanism information proceeds in the following way: Subjects are presented with a scenario in which, e.g., they are told that John had a car accident on route 7 last night.  If, in deciding what caused the accident, subjects consider such questions as whether   other people had accidents that night or whether John frequently has accidents, they are understood as making use of covariational information.  If, instead, they consider such questions as whether John was drunk (or suggest that his accident was caused by drunkenness) this is taken to be an example of reliance on mechanism information.  Ahn et al. find that subjects typically prefer to cite what they regard as mechanism explanation in advancing hypotheses about the causation of John’s accident and are more interested in gathering mechanism information than in gathering covariational information in assessing such hypotheses.  The authors report similar findings for the other scenarios they employ and it is on this basis that they reach their general conclusion that subjects rely more on mechanism information than covariational information in causal attribution.
I turn now to some general observations about the experimental tasks faced by Ahn et al.’s subjects.  Note first that their experiments consisted merely in presenting subjects with verbal scenarios/queries and recording what responses subjects make and what information they seek in making them—as far as the experiments go, there is no fact of the matter about what caused John’s accident and no basis for evaluating whether subject’s responses are normatively correct[footnoteRef:15].  Moreover, Ahn  et al.  do not attempt to provide any normative theory about what correctness in this context would consist in, which is not surprising, given the difficulty, noted above, of providing such an account. There is thus nothing analogous to the claim in Lien and Cheng’s paper that choices of level of description that maximize p are normatively superior to alternative choices or to Lien and Cheng’s strategy of comparing subject’s actual behavior to this normative standard.  Indeed, Ahn et al. even make use of nonsense scenarios ( “the   XB12 mimbled the wug at filmer” )   and record subjects’ answer to these (e.g., the event occurred “because the XB12 resented the wug”, Ahn et al. p 319), classifying these answers as to whether they  involve mechanism or covariational information—scenarios in which (one would suppose)  there is no possible normative basis for assessing subject’s answers.   [15:  In other experimental set-ups there are a number of different possible criteria for correctness that can be appealed to. For example, if the experimental task is to learn from observational data which of several objects will activate a “blicket” detector, as in experiments conducted by Alison Gopnik, there is an obvious criterion for whether the subjects have selected the correct objects. My point is that there is nothing analogous to this in Ahn et al.’s experiments. ] 

    Second, Ahn et al. asked their subjects   to make one particular kind of causal judgment:  “actual cause” judgments.   Subjects were told that some particular event occurred (e.g., John had an accident) and were then asked to produce candidates for the or a cause of this event—e.g. John’s drunkenness.  Nonetheless the conclusions that are drawn (e.g., about the importance of mechanism information) from such examples are claimed to hold for casual judgment more generally, including various forms of type causal judgments.    Although I earlier put aside the task of trying to provide a detailed normative account of actual cause judgments, it seems uncontroversial that to the extent that such judgments are correct or defensible, they will need to rely in part on particular facts about the effect-events we are trying to explain and the surrounding context. For example, particular facts about Jones and his car—e.g., that he was drunk and that his car suffered from no mechanical problems will be relevant to whether his drunkenness caused the accident.   Such facts are particularly likely to be regarded as relevant if subjects see the task as involving assessing whether Jones was “responsible for” or “to blame” for the accident.  It is thus not surprising (and appropriate) that, as reported by Ahn et al., their subjects tend to focus on such particular facts and less on covariational information in addressing the experimental task.  If instead the subjects had been asked what sort of information they regarded as relevant to such type cause questions as what causes automobile accidents or whether drunkenness plays an important role in causing accidents, it is a reasonable guess that they would have focused more on covariational information.  Thus the experimental task Ahn et al. gave their subjects may have directed them away from regarding covariational information as relevant. 
	    Independently of this, however, another general issue raised by Ahn et al.  concerns their  overall contrast between “mechanism” and “covariational” information.   Again granting for the sake of argument that drunkenness is a possible “mechanism” of accident causation, it seems extremely likely that the subjects in their experiments   believed that whether drivers are drunk covaries with their involvement in accidents. After all, this is an empirically well-supported correlation of which almost everyone is aware.  Why not then think of the “mechanism information” associated with drunkenness as (at least in part) covariational information  (or as closely associated with or as including covariational information) rather than as something which is different in kind from  covariational information?  In other words, when subjects invoke drunkenness as a cause of the accident, why not think of them as   appealing to covariational information (among other things) even if this information is not presented in an explicitly covariational format (that is, in the form, “drunkenness covaries with accidents)? 
In fact Ahn et al. seem to concede   that mechanism information entails information about covariation (e.g., p 306, where the authors make the very strong claim that mechanistic claims entail “deterministic” generalizations that “hold universally”) . If I understand   their view correctly, they hold that mechanism information differs from covariational information in that the former has additional content that goes beyond covariational information.  They write:

A mechanism is some component of an event which is thought to have causal force or necessity. … this approach treats events as composed of “surface” factors (John, Route 7)  and one or more underlying responsible mechanism e.g. John’s drunkeness, the failure of the brakes (pp. 303-4).

Supposing that the covariational claim is that X covaries with Y, this additional content, as indicated in the passage quoted above, has to do with the fact that mechanistic information imports or involves the idea that X necessitates or determines Y, rather than just covarying with it. Ahn et al. make it clear elsewhere that mechanism information also involves information about intervening variables or processes leading from X to Y, and may involve the introduction of new terms or vocabulary besides X and Y, as when information about the covariation between John’s driving and his involvement in accidents is supplemented by additional information about his habitual drunkenness.  
On this understanding of mechanism information, Ahn et al.’s characterization of their results seems problematic. If mechanism information implies claims about covariation and if subjects who appeal to mechanism information are aware   (as they typically seem to be) of the entailed covariational information, it is misguided to ask whether subjects prefer to rely on mechanism information rather than (or opposed to) covariational information, treating these as exclusive alternatives. Rather the issue is   whether subjects rely on covariational information plus other information (which is what mechanism information involves on Ahn et al.’s account) or whether instead they rely purely on  covariational information in making causal inferences. Ahn et al.’s experiments show at best that subjects do not rely on covariational information alone, but not that they don’t rely on covariational information at all or that covariational information plays little role in their judgment, which is what Ahn et al. sometimes seem to suggest.
 A related worry is that Ahn et al.’s characterization of mechanism information seems to conflate a number of different factors that may have different influences on causal judgment.  It is apparent, both from the passage quoted above and elsewhere in their paper, that the authors think of the mechanism versus covariation contrast as having to do (among other things) with a contrast between, on the one hand, relationships that are genuinely causal and, on the other hand, relationships that involve “accidental” or spurious correlations or correlations that do not direct reflect causal connections.     Indeed, they often seem to understand “covariational information” as information that simply reports a covariation, with no further indication about whether or not this is due to   a correlation that   reflects a direct causal connection.  Thus the information that   lung cancer covaries with yellow fingers apparently counts as covariational information, even though this covariation is due to the operation of a common cause  (smoking) of both of these effects, and does not reflect any direct causal connection between lung cancer and yellow fingers.   
  Since on virtually any normatively plausible account of causation, including interventionism in the form of M, covariation (in this sense) underdetermines causal relationships, again it is hardly surprising that subjects tend not to rely just on covariational information (understood in this way) in causal attribution.  This sort of behavior on the part of the subjects is normatively appropriate on any theory of causation that does not simply reduce causal claims to claims about covariation, regardless of whether the theory of causation assigns any special role to information that is distinctively about mechanisms, at least in any sense of mechanism that connects mechanisms with intervening processes and so on.   
 In addition, because Ahn et al.’s notion of mechanism mixes together the features of non-spuriousness, process and change of vocabulary and contrasts this just with covariational information, their finding that people prefer to make causal claims on the basis of the former, as opposed to the latter, even if correct, leaves it unclear just which features of the mechanism information are driving their judgments.   For example, one highly relevant empirical question, not addressed in Ahn et al.’s paper, is whether subjects would be willing to make type causal judgments to the effect that Cs cause Es,  on the basis of covariational information, in circumstances in which they have good reason  to believe the C--E relation is not spurious, but without having information about the other features the authors associate with mechanisms such as process information connecting Cs to Es.   As an illustration, if subjects were to believe that E covaries with C under interventions on C, would they be willing to judge that Cs cause Es (as an interventionist account of causation committed to M suggests they should) even if they had no information about processes leading from C to E?  A great many experiments suggest an affirmative answer to this question, even though such subjects lack some information   that Ahn et al. regard as crucial to knowledge of mechanisms.  Once again more attention to what plausible normative theories have to say about the role of mechanism information in various sorts of causal inferences would have been beneficial for the design and interpretation of Ahn et al.’s experiments. 
 Finally, as Ahn et al.’s discussion makes clear, they are primarily interested in what people usually or typically when they make actual cause attributions.  Unsurprisingly, they find that when given examples of outcomes such as automobile accidents for which people already have extensive beliefs about possible causes, people tend to make causal attributions by invoking candidates from this list rather than trying to discover new previously unknown candidate causes.  But while it seems plausible that this is the most common pattern in actual cause judgment (and perhaps in causal judgment generally) and that “people do not very often start from scratch and go looking for novel causal relations” (Ahn et al. p 308), it does not follow that only cases of this sort are interesting or important for understanding causal inference and judgment.  After all at some point, subjects must learn the mechanism information to which  (at least according to Ahn et al.) they are appealing when they make actual cause judgments. Even if they   learn it as a result of being told by others, at some point someone in this chain of communication must have learned it from other sources, which presumably include experiences of various sorts.  So even if such learning from experience is statistically rare (in comparison with applying pre-existing causal knowledge to particular cases) it is still very important to provide an account of it, insofar as we think of our task as one of explaining why we are so successful at causal judgment. Ahn et al. have nothing to say about this issue, which is of central importance on normative accounts[footnoteRef:16].    [16:  It is a common place of post –Galilean science that reports of what happens for most typically or for the most part may tell us less about the underling structure of some domain than what happens in relevant special or artificial circumstances that occur only rarely.  ] 


7. Conclusion
 
Let me conclude with some meta-philosophical remarks. Although my primary purpose, both in this paper and its companion (Woodward, forthcoming a), has been to argue for the mutual relevance of normative (including “philosophical”) theorizing about causation and descriptive empirical work to one another, I should, in the interest of full transparency, acknowledge a more general and ambitious (indeed subversive) purpose.  As noted above, much of the philosophical literature on causation consists in the construction of theories based on a mixture of “intuitions” about particular cases and “metaphysical” ideas of various sorts about which are the acceptable building blocks to use (or the constraints that must be satisfied) in constructing an account of causation—for example, it is commonly assumed that these building blocks must not themselves make use of causal notions so that the resulting account is reductive in character.   In addition it may contended that all true causal claims must be “grounded” in the laws of “fundamental physics”, that “the” causal relation is an intrinsic relation between particular token events and so on. (Paul and Hall, 2013 is a very recent example of this sort of enterprise.) 
Judging from some of the critical reaction to my own work, I believe that many philosophers now assume that this sort of “metaphysical” project is the only project that it is legitimate or worthwhile for philosophers interested in causation and causal reasoning to engage in—if one is not doing the metaphysics of causation, one is not doing anything of any philosophical significance regarding causation.  (Or at least one has failed to do an important part of what one should be doing—failed in one’s philosophical duty, so to speak). I have a very different view; I believe that there are other valuable and worthwhile projects—valuable both for philosophy and for disciplines outside of it-- that are distinct from (and do not presuppose or rest on the results of) this metaphysical project.  One such possibility is (I hope) illustrated by the approach taken and the ideas discussed in this paper and its companion. I would like to encourage philosophers to think of the project pursued in this paper and its companion as a viable alternative to more metaphysical projects.  
   At the risk of some repetition, I conceptualize the project I have been pursuing as involving a mixture of the normative and descriptive. At the normative level, the project involves investigating goals or functions associated with causal thinking and assessing various more specific causal concepts and sorts of causal judgment in the light of these goals and functions.  Given these concepts and judgments, one also tries to uncover normatively good strategies for learning about and reasoning with the causal relationships represented in these judgments. These normative concerns then can be related to descriptive concerns in the manner described above—by investigating empirically to what extent subjects of various sorts conform to the requirements of the normative theories and by treating subject’s reasoning and judgment as possible sources of normative ideas. As my discussion above illustrates, I believe one can engage in this sort of “functional” inquiry without providing a reductive account of causation and without entering into any detailed discussion of such questions as how causal claims in ordinary life and the special sciences relate to fundamental physical laws. My own sense (of course I am far from an impartial judge) is that such functional inquiries concerning causation have been very fruitful over the past few decades, both within philosophy and outside of it. It is important to create an intellectual space in which this non-metaphysical project is viewed as a valuable one to pursue.   
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