Dissolving the missing heritability problem

Abstract: Heritability estimates obtained in genome-wide association studies (GWAS) are much lower than those of traditional quantitative methods. This has been called the “missing heritability problem”. By analyzing and comparing these two kinds of methods, we first show that the estimates obtained by traditional methods involve some terms that GWAS do not. Second, the estimates obtained by GWAS do not take into account epigenetic factors transmitted across generations, whilst they are included in the estimates of traditional quantitative methods. Once these two factors are taken into account, we show that the missing heritability problem can be largely dissolved. Finally, we briefly contextualize our analysis within a current discussion on how non-additive factors relate to the heritability estimates in GWAS.
1. **Introduction.**

One pervasive problem encountered when estimating the heritability of quantitative traits is that the estimates obtained from Genome-Wide Association Studies (GWAS) are much smaller than that calculated by traditional quantitative methods. This problem has been called the missing heritability problem (Turkheimer 2011). Take human height for example. Traditional quantitative methods deliver a heritability estimate of about 0.8, while the first estimates using GWAS were 0.05 (Maher 2008). More recent GWAS methods have revised this number and estimate the heritability of height to be at most 0.45 (Yang et al. 2010; Turkheimer 2011). Yet, half of the heritability is still missing.

In quantitative genetics, heritability is defined as the portion of phenotypic variation in a population that is caused by genetic difference (Downes 2015). Traditionally, this portion is estimated by measuring the phenotypic resemblance of genetically related individuals without identifying at the molecular level (more particularly the DNA level) the genetic causes of phenotypic variation. GWAS have been developed in order to locate the DNA sequences that influence the target trait and estimate their effects, especially for common complex diseases such as obesity, diabetes and heart disease (Visscher et al. 2012; Frazer et al. 2009). As for height, almost 300 000 common DNA variants in human populations that associate with it have been identified by GWAS (Yang et al. 2010). Granted by many that the heritability estimates obtained
by traditional quantitative methods are quite reliable, the method(s) used in GWAS have been questioned (Eichler et al. 2010).

A number of partial solutions to the missing heritability problem have been proposed, with most of them focusing on improving the methodological aspects of GWAS in order to provide a more accurate estimate (e.g., Manolio et al. 2009; Eichler et al. 2010). Some authors have also suggested that heritable epigenetic factors might account for part of the missing heritability. For instance, in Eichler et al. (2000, 488), Kong notes that “[e]pigenetic effects beyond imprinting that are sequence-independent and that might be environmentally induced but can be transmitted for one or more generations could contribute to missing heritability.” Furrow et al. (2011) also claim that “[e]pigenetic variation, inherited both directly and through shared environmental effects, may make a key contribution to the missing heritability.” Others have made the same point (e.g., McCarthy and Hirschhorn 2008; Johannes et al. 2008). Yet, in the face of this idea one might notice what appears to be a contradiction: how can epigenetic factors account for the missing heritability, if the heritability is about genes?

To answer this question as well as to analyze the missing heritability problem, we compare the assumptions underlying both heritability estimates in traditional quantitative methods and those in GWAS. We argue that a) the heritability estimates of traditional methods include some terms associated with broad-sense heritability ($H^2$), as opposed to narrow-sense heritability ($h^2$); b) although GWAS are supposed to get $h^2$, $h^2$ relies on an evolutionary concept of the gene
that can include epigenetic factors while heritability estimates obtained from GWAS do not. With these two points being illustrated, we expect the missing heritability problem to be largely dissolved as well as setting the stage for further discussions.

The reminder of the paper will be divided into three parts. First, we briefly introduce how heritability is estimated in two traditional methods, namely twin studies and parent-offspring regression. We show that the estimates obtained by each method include some non-additive elements and consequently correspond neither to $H^2$ nor to $h^2$, but to a notion in between which we term “broader-sense heritability”. Second, we outline the basic rationale underlying GWAS and illustrate that they estimate heritability by considering solely DNA variants. By arguing that the notion of additive genetic variance does not necessarily refer to DNA sequences but can also refer to epigenetic factors in traditional quantitative methods, we show that the notion of heritability estimated in GWAS is more restrictive than that of traditional quantitative methods, and term this notion “DNA-based narrow-sense heritability”. Finally, in Section 4, based on the conclusions from Section 2 and Section 3, we claim that the gap between the heritability estimates of traditional quantitative methods and those of GWAS can be explained away in two major ways. One consists in recognizing that if non-additive variance was removed from the estimates obtained via traditional methods, they would be lower. The other consists in recognizing that if epigenetic factors were taken into account by GWAS, the heritability estimates obtained would be higher. We conclude Section 4 by showing how our analysis sheds
some light on a discussion about the role played by non-additive factors in the missing heritability problem. Because human height has been “the poster child” of the missing heritability problem (Turkheimer 2011, 232), we will use this example to illustrate each of our points.

2. Heritability in Traditional Quantitative Methods.

According to quantitative genetics, the phenotypic variance ($V_p$) of a population can be explained by two components, its genotypic variance ($V_G$) and its environmental variance ($V_E$). In the absence of gene-environment interaction and correlation, we thus have:

$$V_p = V_G + V_E$$  \hspace{1cm} (1)

From there broad-sense heritability ($H^2$) is defined as:

$$H^2 = \frac{V_G}{V_p}$$  \hspace{1cm} (2)

$V_G$ can further be portioned into the additive genetic variance ($V_A$), the dominance genetic variance ($V_D$) and the epistasis genetic variance ($V_I$). We have:

$$V_p = V_A + V_D + V_I + V_E$$  \hspace{1cm} (3)
where $V_A$ is the variance due to hypothetical genes making an equal and additive contribution to the trait studied (e.g., height). $V_D$ is the variance due to interactions between alleles at one locus for diploid organisms, and $V_I$ is the variance due to interactions between alleles from different loci. $V_D$ and $V_I$ together represent the variance due to particular combinations of genes of an organism.

Since genotypes of sexual organisms recombine at each generation via reproduction, dominance and epistasis effects are not transmitted stably across generations, only additive genetic effects are. Therefore, $V_A$ is the variance due to stably transmitted genetic effects. Narrow-sense heritability ($h^2$) measures to what extent variation in phenotypes is determined by the variation in genes transmitted from parent(s) to offspring (Falconer and Mackay 1996, 123). It is defined as:

$$h^2 = \frac{V_A}{V_P}$$  \hspace{1cm} (4)

$h^2$ is important in breeding studies and is used by evolutionary theorists who are interested in making evolutionary projections of a trait within a population across generations.

To know $h^2$, both $V_A$ and $V_P$ must be known. $V_P$, for most quantitative traits (including height), can be directly estimated by measuring individuals. However, there is no direct way to estimate $V_A$ in traditional quantitative methods. The traditional way to estimate it requires two elements. First, one needs a population-level measure of a phenotypic resemblance of family
relative pairs. This measure is obtained by calculating the covariance of the phenotypic values for those pairs. The choice of what sort of relatives to use depends on what data is available. The second element is the genetic relation between family pairs. It indicates the percentage of genetic materials the pairs are expected to share. With these two elements, one can estimate how much the genes shared contribute to the phenotypic resemblance. In a large population with different phenotypes, one can then estimate how much the additive genetic difference contributes to phenotypic difference in this population, which estimates $h^2$.

For simplicity, traditional quantitative methods usually assume that there is neither gene-environment interaction nor correlation (Falconer and Mackay 1996, 131). Thus the covariance between the phenotypic values (e.g., height) of pairs equals to additive genetic covariance, dominant and epistasis genetic covariance, plus the environmental covariance. A general equation for traditional quantitative methods can be written as follows:

$$\text{Cov} (P_1, P_2) = \text{Cov}(A_1 + D_1 + I_1 + E_1, A_2 + D_2 + I_2 + E_2) =$$

$$\text{Cov}(A_1, A_2) + \text{Cov}(D_1, D_2) + \text{Cov}(I_1, I_2) + \text{Cov}(E_1, E_2)$$

(5)

where indexes “1” and “2” represent the two family members for each pair studied. $\text{Cov}(P_1, P_2)$ is the covariance between the phenotypic values of one individual with the other.

1 Or the mean values of their class (e.g., offspring) depending on the particular method used.
\(A\), \(D\), \(I\) and \(E\) represent additive effects, dominant effects, epistasis effects and environmental effects respectively.

The most commonly used traditional methods for estimating heritability are twin studies. In these studies one already knows that monozygotic twins share almost 100% of their genetic material while dizygotic twins about 50%. The environment is typically divided into the part of the environment that affects both twins in the same way (the shared environment, \(C\)) and the part of the environment that affects one twin but not the other (the unique environment, \(U\)) (Silventoinen et al. 2003). Hence, in the absence of interaction and correlation between \(C\) and \(U\), we have:

\[E = C + U\] (6)

Assuming epistasis effects to be negligible (a common assumption in twin studies), by inserting Equation (6) into Equation (5), we have:

\[\text{Cov}(P_{T1}, P_{T2}) = \text{Cov}(A_{T1} + D_{T1} + C_{T1} + U_{T1}, A_{T2} + D_{T2} + C_{T2} + U_{T2}) = \]

\[\text{Cov}(A_{T1}, A_{T2}) + \text{Cov}(D_{T1}, D_{T2}) + \text{Cov}(C_{T1}, C_{T2}) + \text{Cov}(U_{T1}, U_{T2})\] (7)

where indexes “T1” and “T2” represent the two twins for each twin pair studied. \(\text{Cov}(P_{T1}, P_{T2})\) is the covariance between the phenotypic values of one twin with the other.
Because each twin’s unique environment by definition is independent of that of the other twin, \( \text{Cov}(U_{T1}, U_{T2}) \) is zero for both monozygotic and dizygotic twins. Given that variance is a special case of covariance when the two variables are identical, and that for monozygotic twins \( A_{T1}, D_{T1}, \) and \( C_{T1} \) equal to \( A_{T2}, D_{T2}, \) and \( C_{T2} \) respectively, we can formulate the equation from Equation (7) as follows:

\[
\text{Cov}_{MT}(P_{T1}, P_{T2}) = V_A + V_D + V_C \tag{8}
\]

where \( \text{Cov}_{MT}(P_{T1}, P_{T2}) \) is the covariance between the phenotypic values of monozygotic twin pairs studied.

By contrast, dizygotic twins are expected to share half of their genes, which means that the covariance between the phenotypic values of one twin with the other of dizygotic twin pairs studied (\( \text{Cov}_{DT}(P_{T1}, P_{T2}) \)) is expected to be equal to half of the additive genetic variance, a quarter of dominant variance \(^2\), and all of the shared environmental variance (with \( \text{Cov}(U_{T1}, U_{T2}) \) also to be zero). We have:

\[
\text{Cov}_{DT}(P_{T1}, P_{T2}) = \frac{1}{2} V_A + \frac{1}{4} V_D + V_C \tag{9}
\]

It is classically assumed that \( V_C \) in Equation (8) and (9) is the same. That is to say, for both monozygotic and dizygotic twin pairs, it is assumed that the shared environment would act in

\(^2\) For each given gene with two alleles, the possibility that dizygotic twins have the same genotype is one quarter.
the same way if the pair has been reared together.\(^3\) \(V_C\) can be cancelled by subtracting Equation (9) from Equation (8). The heritability can then be estimated as follows:

\[
\begin{align*}
\frac{h_{bTS}^2}{V_p} &= \frac{2(Cov_{MT}(P_{T1,P_{T2}}) - Cov_{DT}(P_{T1,P_{T2}}))}{V_p} + \frac{2V_D}{V_p} \\
&= \frac{V_A}{V_p} + \frac{2V_D}{V_p}
\end{align*}
\]

(10)

We call \(h_{bTS}^2\) broader-sense heritability (the index “b” is for “broader-sense”) from twin studies, because the resulting estimate (which is about 0.8 for height) provides an accurate estimate of neither \(H^2\) nor \(h^2\), although it is closer to \(H^2\) than to \(h^2\) (Falconer and Mackay 1996, 172). That is to say, it corresponds to a definition of heritability that includes some elements of broad-sense heritability but not all of it.

Another often used traditional quantitative method to estimate heritability involves a parent-offspring regression. This method also assumes neither gene-environment interaction nor correlation, the covariance between the height of parents (one or the mean of both) and the mean of their offspring (Falconer and Mackay 1996, 164), equals to additive genetic covariance, dominant covariance (the epistasis covariance is assumed to be small and is not included), plus environmental covariance. Hence, Equation (5) can be formulated as follows:

\(^3\) This assumption might be problematic because monozygotic twins are often treated more similarly by their parents than are dizygotic twins, and monozygotic twins are more likely to share a placenta than dizygotic twins. The difficulty can be mitigated by using adoption twin studies in which the environments for twins are random on average. But large adoption twins’ data are exceedingly difficult to get (Griffiths 2005).
\[ \text{Cov}(P_p, P_o) = \text{Cov}(A_p + D_p + I_p + E_p, A_o + D_o + I_o + E_o) = \]
\[ \text{Cov}(A_p, A_o) + \text{Cov}(D_p, D_o) + \text{Cov}(E_p, E_o) \] (11)

where indexes “P” and “O” represent the “parents” and the “offspring”.

Two assumptions are then made. The first one is that there is no dominant effects transmitted from the parents to the offspring assuming the parents are unrelated (Doolittle 2012, 178), which means \( \text{Cov}(D_p, D_o) \) is nil. Another assumption is that there is no correlation between the parents’ environment and the offspring’s environment so that \( \text{Cov}(E_p, E_o) \) in Equation (11) is also nil. Given that on average, parents share in expectation 50% of genes with their offspring (parents and offspring share half of their genes), it leaves Equation (11) with a result of half of additive genetic variance \( \frac{1}{2} V_A \). Given \( V_p \), \( h^2 \) can be estimated straightforwardly.

But the above two assumptions are problematic. First, the assumption of unrelated parents might be violated because of assortative mating in humans resulting in parents to be more genetically similar than two randomly chosen individuals (Guo et al. 2014). Hence, \( \text{Cov}(D_p, D_o) \) is likely to be non-nil. Second, because the environments experienced by individuals are likely to be more similar within a family line, \( \text{Cov}(E_p, E_o) \) might not be nil, either. If we take these two factors into consideration, the covariance of the parents and their
offspring is equal to half of additive genetic variance, plus a variance term representing effects due to dominance and similarities between environments. This can be written formally as:

\[
\text{Cov}(P_P, P_O) = \text{Cov}(A_P, A_O) + \text{Cov}(D_P, D_O) + \text{Cov}(E_P, E_O) = \frac{1}{2} V_A + V_{D\&EC}
\]

(12)

where \( V_{D\&EC} \) represents the variance due to some dominance and environmental correlation effects between the parents and the offspring studied.

The heritability can then be estimated by doubling the parent–offspring covariance in Equation (12) and dividing the total phenotypic variance of the population as follows:

\[
h_{bPOR}^2 = \frac{2\text{Cov}(P_P, P_O)}{V_P} = \frac{V_A}{V_P} + \frac{2V_{D\&EC}}{V_P}
\]

(13)

For similar reasons as with the heritability estimates from twin studies, we call \( h_{bPOR}^2 \) broader-sense heritability (with the index “b” also being for “broader-sense”) from parent-offspring regression. Indeed, although it is often assumed that \( h_{bPOR}^2 \) represent \( h^2 \) (Falconer and Mackay 1996, 147), the resulting estimate (also about 0.8 for height) is broader than \( h^2 \) as it can include a component led by dominance variance and environmental correlation between parent and offspring.

To conclude this section, heritability estimates in both twin studies and parent-offspring regression include an extra term when compared to \( h^2 \), but they do not correspond to \( H^2 \). For this reason we regroup them under the term \( h_b^2 \) for “broader-sense heritability”, such that:
\[ h_b^2 = h^2 + h_{other}^2 \]  

where \( h_{other}^2 \) is the part of heritability contributed by the extra component(s) representing non-additive variance.

3. Heritability in GWAS.

Although any two unrelated individuals share about 99.5% of their DNA sequences, their genomes differ at specific nucleotide locations (Aguiar and Istrail 2013). Given two DNA fragments at the same locus of two individuals, if these fragments differ at a single nucleotide, they represent two variants of a Single Nucleotide Polymorphism (SNP). GWAS focus on SNPs across the whole genome that occur in the population with a probability larger than 1% which are called common SNPs. If one variant of a common SNP, compared to another one, is associated with a significant change on the trait studied, then this SNP is a marker for a DNA region (or a gene) that leads to phenotypic variation. For a polygenic trait like height, if we can detect all the SNPs that associate with it, then all the DNA difference makers that determine height difference can be located.

The development of commercial SNP chips makes it possible to rapidly detect common SNPs of DNA samples from all the participants involved in a study. By using a series of statistical tests, it can be investigated at the population level whether each SNP associates with
that target trait. The choice of the statistical tests depends on the data available as well as the
trait studied. For quantitative traits like height, the most common approach is to make an
analysis of variance table and assess whether the mean height of a group with one variant at one
nucleotide is significantly different from the group with another variant of the same SNP (Bush and Moore 2012). With all the SNPs associated with height being detected, data from the
HapMap project, which provides a list of SNPs that are markers for most of the common DNA
variants in human populations (Consortium, International HapMap 3 2010), is used to map the
associated SNPs with common DNA variants. These mapped DNA variants, to be
distinguished from DNA variants that do not affect the target trait, have been called “causal
variants” (Visscher et al. 2012).

Based on the readings of SNP chips as well as further independent tests for SNPs, the
effects of the associated SNPs (markers for causal DNA variants) on the trait can be calculated.
By estimating the phenotypic variance contributed by these SNPs and the total phenotypic
variance of the population, the heritability of causal DNA variants can be estimated as the ratio
of the phenotypic variance caused by all the associated SNPs compared to the total phenotypic
variance of the population (Weedon et al. 2008). Since it is common for biologists to assume

---

4 For categorical (often binary disease/control) traits, the association test used involves
measuring an odds ratio, namely the ratio of the odds of disease for individuals having a specific
variant of a SNP, and the odds of disease for individuals who have another variant at the same
locus. If the odds ratio of a common SNP is significantly different from 1, then that SNP is
considered to be associated with the disease (Bush and Moore 2012).
that genes are only made up of pieces of DNA, it is thought that the variance obtained from all the causal DNA variants represent exactly the additive genetic variance, and the heritability estimated by GWAS should match narrow-sense heritability \( (h^2) \) (Yang et al. 2010; Visscher et al. 2006). However, the assumption that additive genetic effects are solely based on DNA sequences is problematic when faced with the evidence of epigenetic inheritance.

As was mentioned in Section 2, traditional quantitative methods for estimating heritability are based on measuring phenotypic values and genetic relations without reaching the molecular level. The genes are not defined physically, but functionally as heritable difference makers (Falconer and Mackay 1996, 123). In other words, they are theoretical units defined by their effects on the phenotype. With the discovery of DNA structure in 1953, it was thought that the originally theoretical genes were found in the physical DNA molecules. Since then, biologists commonly refer to genes as DNA molecules and this assumption is also made by researchers of GWAS. As [author] claim, this step was taken too hastily. If there is physical material, other than DNA pieces, that can affect the phenotype and be transmitted stably across generations, then it should also be thought to play the role that contributes to additive genetic effects.

Many studies have provided evidence for epigenetic inheritance\(^5\), namely the stable transmission of epigenetic modifications across multiple generations and affect organism’s traits

---

\(^5\) We use the notion of “epigenetic inheritance” in the broad sense that refers to the inheritance of phenotypic features via causal pathways other than the inheritance of nuclear DNA (Griffiths and Stotz 2013, 112).
(e.g., Youngson and Whitelaw 2008; Dias and Ressler 2014). A classical example of this is the methylation pattern on the promoter of the agouti gene in mice (Morgan et al. 1999). It shows that mice with the same genotype but different methylation levels display a range of colors of their fur, and the patterns of DNA methylation can be inherited through generations causing heritable phenotypic variations. Epigenetic factors such as self-sustaining loops, chromatin modifications and three-dimensional structures in the cell can also be transmitted over multiple generations (Jablonka et al. 2014). Studies on various species suggest that epigenetic inheritance is likely to be ‘ubiquitous’ (Jablonka and Raz 2009).

The increasing evidence of epigenetic inheritance seriously challenges the restriction of the concept of the gene in the evolutionary sense to be materialized only in DNA. Relying on traditional quantitative methods, it is impossible to distinguish whether additive genetic variance is DNA based or based on other material(s). Some transmissible epigenetic factors, which are not DNA based, might de facto be included into the additive genetic variance used to estimate $h^2$. This extension of heritable units also echoes to the recent suggestion that genetic (assuming genes to be DNA based) and non-genetic heredity should be unified in an inclusive inheritance theory (Danchin 2013; Day and Bonduriansky 2010).

To apply the idea that some epigenetic factors can lead to additive genetic effects, the additive variance of them ($V_{A_{epi}}$) should be added to the additive variance of DNA sequences ($V_{ADNA}$) to obtain $V_A$. Assuming there is no interaction between $V_{A_{epi}}$ and $V_{ADNA}$, we have:
\[ V_A = V_{ADNA} + V_{A_{epi}} \]  \hspace{1cm} (15)

Inserting Equation (15) to Equation (4) leads to:

\[ h^2 = \frac{V_{ADNA}}{V_p} + \frac{V_{A_{epi}}}{V_p} \]  \hspace{1cm} (16)

Here we term the first term on the right side of Equation (16) “DNA-based narrow-sense heritability” \((h^2_{DNA})\), and the second term “epigenetic-based narrow-sense heritability” \((h^2_{epi})\), we thus have:

\[ h^2_{DNA} = h^2 - h^2_{epi} \]  \hspace{1cm} (17)

4. **Dissolving the Missing Heritability.**

As we mentioned it in Introduction, since the first successful GWAS was published in 2005 (Klein et al. 2005), there have been a lot of proposals for methodological improvements in GWAS (Manolio et al. 2009; Eichler et al. 2010). Studies have been conducted according to those proposals that permit to obtain higher heritability estimates. Examples include increasing the sample sizes which has resulted in more accurate estimates (e.g., Wood et al. 2014), considering all common SNPs simultaneously instead of one by one which has increased the heritability estimates of height from 0.05 to 0.45 (see Yang et al. 2010), and conducting meta-analyses which can lead to more accurate results when compared to single analysis (see Bush
and Moore 2012). Biologists have also suggested to search for SNPs with lower frequencies than 1% in order to account for a wider range of possible causal variants (Schork et al. 2009).

Aside from these partial improvements, our analysis reveals two reasons explaining away the missing heritability problem: a) In traditional quantitative methods, the heritability estimates include extra terms which are not presented in GWAS; b) In GWAS, heritability is estimated solely from causal DNA variants, while in traditional quantitative methods the additive effects contributed by epigenetic difference \( h_{epi}^2 \) are de facto included in the estimates.

These two reasons can be shown formally. Using our terminology, missing heritability \( MH \) equals to the estimates obtained by traditional quantitative methods \( h_b^2 \) minus the estimates obtained by GWAS \( h_{DNA}^2 \), which are 0.8 and 0.45 respectively in the case of height. Thus we have:

\[
MH = h_b^2 - h_{DNA}^2
\] (18)

Replacing \( h_b^2 \) and \( h_{DNA}^2 \) by the right hand side of Equation (14) and (17), we obtain:

\[
MH = h_b^2 - h_{DNA}^2 = h^2 + h_{other}^2 - (h^2 - h_{epi}^2) = h_{other}^2 + h_{epi}^2
\] (19)

Which means that the missing heritability results from the part of heritability originating from epigenetic factors stably transmitted across generations, plus the part of heritability originating from non-additives factors.
Our point that part of the missing heritability can be dissolved by considering non-additive effects echoes to the claim that almost all GWAS to date have focused on additive effects might be a reason for the missing heritability (McCarthy and Hirschhorn 2008). Although there is not enough data to confirm that non-additive effects do explain away some part of missing heritability, this claim appears again and again in discussions on the missing heritability problem (see for instance Maher 2008; Frazer et al. 2009; Gibson 2010; Kong 2010; Moore 2010). Yang et al. (2010, 565) disagree with this claim and respond that “[n]on-additive genetic effects do not contribute to the narrow-sense heritability, so explanations based on non-additive effects are not relevant to the problem of missing heritability.”

We agree with Yang et al. (2010) that non-additive effects do not contribute to $h^2$. That said, because the heritability estimates obtained from traditional quantitative methods do not strictly correspond to $h^2$ but include some non-additive elements, non-additive effects cannot be dismissed as irrelevant for the missing heritability problem, though probably they are relevant in a way that both Yang et al. (2010) as well as their opponents did not consider.

5. **Conclusion.**

We have provided two ways in which the missing heritability problem can be explained away. First, heritability estimates from traditional quantitative methods ($h^2_5$) are overestimated when
compared to $h^2$. The resulting estimates would be smaller if the non-additive elements were eliminated. Second, heritability estimates from GWAS ($h^2_{DNA}$) are underestimated when compared to $h^2$ because they do not take into account the additive effects of epigenetic factors behaving like evolutionary genes. The resulting estimates would be larger if epigenetic factors were taken into account. We have voluntarily stayed away from the question of whether heritability should be defined strictly relative to DNA sequences or if it should encompass any factors behaving effectively like an evolutionary gene. Our inclination is that there is no principled reason to exclude non-DNA transmissible factors from heritability measures, but our analysis does not bear on this choice.
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