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1.- Introduction

The concept of information has proved to be ontefmost difficult scientific concepts to interpret
(Adriaans 2013, Floridi 2015). On the one hand,wbed ‘information’ is used with many differing
meanings; on the other hand, there are severaéreliff formalisms to treat the concept
guantitatively. But even when a single formalisntamsidered, disagreements arise when the task

at issue is the interpretation of the concept (Lardh Fortin and Vanni 2015).

During the last decades, new interpretive probléage arisen with the advent of quantum
information; those problems combine the difficudtien the understanding of the concept of
information with the well-known foundational puzzlderived from quantum mechanics itself. This
situation contrasts with the huge development ef risearch field named ‘quantum information
theory’, where new formal results multiply rapidip. this context, the question ‘What is quantum
information?’ is still far from having an answer amhich the whole quantum information
community agrees. In fact, the positions aboutntfagter range from those who seem to deny the
existence of quantum information (Duwell 2003),gbavho consider that it refers to information
when it is encoded in quantum systems (Caves amthsF996, Dieks 2016), and those who
conceive it as a new kind of information absolutdlfferent from classical information (Jozsa
1998, Brukner and Zeilinger 2001).

In the present article we will address the questWhat is quantum information?’ from a
conceptual viewpoint. In particular, we will argtieat there seems to be no sufficiently good
reasons to accept that quantum information is taisdely different from classical information. The
view that, in the communicational context, theren$y one kind of information, physically neutral,
which can be encoded by means of classical or goastates has, in turn, interesting conceptual
advantages. First, it dissolves the widely disciigsezzles of teleportation without the need to
assume a particular interpretation of informati8econd, and from a more general viewpoint, it
frees the attempts to reconstruct quantum mechani¢be basis of informational constraints from

any risk of circularity; furthermore, it endows thewith a strong conceptual appealing and,



derivatively, opens the way to the possibility of@n-reductive unification of physics. Finally, in
the light of the idea of the physical neutrality information, the wide field of research about

classical models for quantum information acquirgssicular conceptual and philosophical interest.

For these purposes, the article is organized &safsl In Section 2 we begin by disentangling
the different senses of the general notion of mfmron in order to clarify the specific concept at
issue in our discussion. In Section 3 Schumachermalism is introduced by contrast with
Shannon’s theory. Section 4 is devoted to critjcalsses the most common arguments for
conceiving quantum information as qualitativelyfeliént from classical information. In Section 5
the relation between quantum information theory @nantum mechanics is considered, in order to
make sense to the question about what peculiaofiegiantum mechanics are really necessary to
implement quantum protocols. Finally, in Sectiomvé summarize our arguments and stress that
calling into question the concept of quantum infation does not imply, in any sense, downplaying
the relevance of the widely developed field of quaminformation theory.

2.- Which notion of information?

Since information is a polysemantic concept that lsa associated with different phenomena, the
first distinction to be introduced is that betweesemantic and a non-semantic view of information.
According to the first view, information is sometpithat carries semantic content (Bar-Hillel and
Carnap 1953; Bar-Hillel 1964; Floridi 2011); ittiserefore strongly related with semantic notions
such as reference, meaning and representationenergl, semantic information is carried by
propositions that intend to represent states @iiratfso, it has intentionality, “aboutness”, tistit

is directed to other things. Non-semantic inforimatialso called ‘mathematical’, is concerned with
the compressibility properties of sequences oestaf a system and/or the correlations between the
states of two systems, independently of the mearohghose states.

However, this distinction is not yet sufficientlgeific, since in the domain of mathematical
information there are at least two different cotdar which the concept of information is essential
In the computational contextinformation is something that has to be computed stored in an
efficient way; in this context, the algorithmic cplaxity measures the minimum resources needed
to effectively reconstruct an individual messagel¢Bonoff 1964, Kolmogorov 1965, 1968,
Chaitin 1966). By contrast, in the traditior@mmunicational contextwhose classicdbcus is
Claude Shannon’s formalism (Shannon 1948, Shanndi\eaver 1949), information is primarily
something that has to be transmitted between tvirmtgoor communication purposes. Shannon’s
theory is purely quantitative, it ignores any issakted to informational content: “[thegmantic



aspects of communication are irrelevant to the eegring problem. The significant aspect is that
the actual message is one selected from a setssflpje messagéqShannon 1948, p. 379). In this
paper we will focus on the concept of informatiarthe communicational context.

In spite of the formal precision supplied by mathéos, the interpretation of the concept of
information in a communicational context is stiliratter of debate (see Lombardi, Holik and Vanni
2016). Nevertheless, there are certain minimum etesthat can be abstracted to characterize a
communicational context. In fact, from a very ahstrperspective, communication requires a
source and a destination, both systems with a rahgessible states: the sequences of the states of
the source are the messages to be transmittedressed above, Shannon (1948, p. 379) explicitly
states that the only significant aspect of infoiorais that a certain message is selected front a se
of possible messages. Therefore, the goal of conuation is to identify what message was

produced at the source by means of the statesredcatrthe destination.

A view about information that has become very papim the philosophical community is
based on the traditional distinction between typed tokens. According to this view, given the
sequence of states produced by the source, wiatntended to transmit is not the sequence of
states itself, but another token of the same tylperefore, the goal of communication is to
reproduce at the destination another token of éineestype as that produced at the source (Timpson
2004, 2013, Duwell 2008): this is thgpe-information (Duwell 2008, p. 201) ompieces of
information (Timpson 2013, p. 24) to be transmittedntrasted with thguantity-informationor
bits of information, that is, the measure lwfw muchinformation the source produced (Timpson
2008).

Although very convincing at first sight, that pasit is contradicted by the engineering
practice in communication. Since the goal of comitafion consists in identifying at the
destination the message produced at the sourcesutteess criterion is given by a one-to-one or
one-to-many (noisy channel, see next section) nmgpjpom the set of states of the source to the set
of states of the destination. Since this mappingpimpletely arbitrary, the states of the source and
the states of the destination may be of a compleliffierent nature: for instance, the source may be
a dice and the destination a dash of lights; orsthérce may be a device that produces words in
English and the destination a device that opemat@schine. A face of a dice and a light in a dash
are not tokens of a same type in any philosoplyicakaningful sense of the type-token distinction
(see Wetzel 2014). In other words type needs to have some content to be able nhifidés
tokens: the distinction between types and tokenstisnerely formal or syntactic; being tokens or a
same type is not an arbitrary relatid{Lombardi, Fortin and Lépez 2016, p. 222).



A possible move is the attempt to generalize tlaglitional Peircean difference between
sentence-type and sentence-token in termsanfeness of pattern or structufEEmpson 2013, p.
18): “the success criterion is given by an arbitrary aoene mapping from the set of the letters of
the source to the set of the letters of the destima(Duwell 2008, p. 200). But this view faces two
difficulties, one philosophical and the other tachh(for a full development of these criticismeges
Lombardi, Fortin and Lopez 2016). On the philosophiside, admitting arbitrary one-to-one
mappings as defining the relatiorn i5 a token of the same type as the toKeleads to admit that
any two things arbitrarily chosen can always beceored as tokens of the same type. But this
trivializes the distinction type-token and deprivef conceptual usefulness. From a technical
viewpoint, the appeal to the generalization of tyjge-token difference in terms of sameness of
structure or one-to-one mappings forgets possibility of noisy situations, in which orerhany
mappings link the states of the source and theesstaf the destination (see next section).
Furthermore, these noisy situations are the calesabinterest in the practice of communication
engineeringSumming up, despite of the wide dissemination efitieas that link the transmission
of information with the philosophical distinctioretwveen types and tokens, it is not necessary to
reproduce at the destination what happened abiinee for successful communication.

In general, the messages produced at the sour@neoeled before entering the channel that
will transmit them, and decoded after leaving thermel and before being received at the
destination. Claude Shannon (1948) and Benjamimi@akbher (1995) demonstrated theorems that
supply the optimal coding in the so-called cladsamal quantum cases, respectively. The original
articles of Shannon and Schumacher were followedabyimmense amount of work, both
theoretical and technological. Nevertheless, tfiogadational articles are always consulted to track
the origin of the concepts and to discuss theiteran For this reason, we will begin by recalling
and comparing those formalisms.

3.- Shannon and Schumacher

Shannon’s theory is presented in the already calsgaper “The Mathematical Theory of
Communication” (1948, see also Shannon and Wea940)1 where a general communication
system consists of five parts:

* A message sourd® which produces the message to be received atettenation.

* A transmitter T, which turns the message produced at the soutceansignal to be
transmitted. In the cases in which the informai®icoded, coding is also implemented by
this system.



* A channelC, that is, the medium used to transmit the signainfthe transmitter to the
receiver.

» A rreceiverR, which reconstructs the message from the signal.

* A message destinatid® which receives the message.

A messag | T sigha R C sigha JR messag B

|

A
A
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The message souréeis a system of statesa, , which can be thought as thegtersof an alphabet
A, :{al,...,an}, each with its own probabilityp(a) ; the sequences ¥ states-letters are called
messagesAnalogously, the message destinati®is a system o statesb, , lettersof an alphabet
A, ={h,...h}, each with its own probability. On the basis agb elements, the entropies of the

sourceH (A) and of the destinatiori (B) can be computed as:

HA) == p3)log Ha) H(B) =3 H(b)log p(h) ®
i=1 j=1

and are measured bits when the logarithm to base 2 is used. Whéwog p(g ) is interpreted as a
measure of the information generated at the soltmgthe occurrence of, H(A) turns out to be
the average amount of information generated atsthegceA. The aim of communication is to
identify the message produced at the sodrty means of the message received at the destinatio
B.

The entropieH (A) andH (B) are related through thautual informationH (A; B), that is,
the information generated Atand received &, which can be computed as:

HAB)=-3 3 N4, §)log P pét;)
i=1 j=1

where theequivocityE is the information generatedAbut not received @, and thenoiseN is the

H(A- E= H(B- N (2)

information received aB but not generated &. In turn, the correlations between source and
destination are represented by the mz{[rﬁ»(bj/ar)], where p(b, /q) is the conditional probability
of the occurrence df; atB given thatg occurred atA, and the elements in any row add up to 1.
The largest amount of information that cantkesmittedover the channeC is measured by the

channel capacity CQdefined as:

CC=max,., H(A:B) 3

p(a)

where the maximum is taken over all the possibdéridutions p(g) atA.



The transmittell encodes the messages produced by the message: smahing is a mapping
from the source alphabet, ={a,....a} to the set of finite length strings symbolsrom the code
alphabetA. :{q,...,cq} , also calledcode-words Whereas the number of the letters ofA, is
usually any number, the code alphaldgtis more often binaryqg = 2. In this case, the symbols are
binary digits(binary alphabet symbols). On the other handctue alphabef. can be physically

implemented by means of systemgjatates.

The code-words do not have the same length: eaidr wordw; , corresponding to the letter
a, has a length . Therefore, coding is a fixed- to variable-lengtlapping The average code-

word lengthcan be defined as:

1)=3 p(a) ()

(Y indicates the compactness of the code: the lonevdgiue of(l), the greater the efficiency of
the coding, that is, fewer resourdes N(I) are needed to encode the messages of légithe
Noiseless-Channel Coding Theordfirst Shannon Theorem) proves that, for suffidiehong
messages Nl — o), there is an optimal coding process such thatawerage lengthh of the

encoded message is as close as desired to a lowed b,

I-min :M (5)
logq

When the code alphabet has two symbols, thgn= NH(A). The proof of the theorem is based on

, computed as

the fact that the messageshfetters produced by the message sourdall into two classes: one
of them consisting 02" typical messages, and the other composed of {ipcat messages.
When N - o, the probability of an atypical message becomegigible; so, the source can be
conceived as producing onB'"® possible messages. This suggests a natural striategoding:
each typical message is encoded by a binary sequéniengthNH (A), in general shorter than the
length N of the original message.

This formalism has received and still receives addht interpretations. Some authors
conceive Shannon information as a physical magejtwhereas others consider that the primary
meaning of the concept of information is alwayskdéid with the notion of knowledge (see
discussion in Lombardi, Fortin and Vani 2015). histsection we do not dwell on this issue, but
will only focus on the similarities and the diffeies between Shannon’s formalism and
Schumacher’s formalism.

Although there were many works on the matter befbeearticle of Benjamin Schumacher
(1995) “Quantum Coding” (see, for instance, Ingard®76), this work is usually considered the



first precise formalization of the quantum inforimat theory. The main aim of the article is to
prove a theorem for quantum coding analogous tonibiseless coding theorem of Shannon’s
theory. With this purpose, Schumacher conceivesnbssage sourck as a system of states-
lettersa , each with its own probabilitp(g) ; then,A has a Shannon entropy(A) computed as
in eq. (1). In turn, the transmitt&rmaps the set of the states-lettarof the sourcé onto a set of

n statega ) of a quantum systerl. The state$a ) belong to a Hilbert spact,, of dimension
dim(m):d and may be non-orthogonal. The mixture of stafethe signal sourcéM can be
represented by a density operator:

p=> p(a)a)a (6)
i=1
whose von Neumann entropy is:

S(p) = Tr(plogp) (7

In the case that th|eai> are mutually orthogonal, the von Neumann entrgpgqgual to the Shannon
entropy: S(p) = H( A . In the general cas&(p) < H(A .

Given the above mapping, the messaggsa,.....a, ) of N letters produced by the message
sourceA are encoded by means of sequencedNafuantum statega,),|a,),...|a)) . with
i0{1,2,...n} . This sequence can be represented by the [stptga;, d,,....g, ) of a systemv ",
belonging to a Hilbert spack,,. =H,, OH, 0..0H, N times, of dimensiond" . This state is
transmitted through a chann@lcomposed oE two-statesystemsQ calledqubits each represented
in a Hilbert spacel, of dimension 2. Therefore, the Hilbert space o tthannel will be
He =HoOHoO..0H, L times,, of dimension2" . Analogously to the Shannon cakendicates
the compactness of the code: the lower the value tife greater the efficiency of the coding, that
is, fewer qubits are needed to encode the messdagpesQuantum Noiseless-Channel Coding

Theoremproves that, for sufficiently long messages, thénosal numberL . of qubits necessary

min
to transmit the messages generated by the soutcevanishing error is given bS(p) .

Schumacher designs the proof of the theorem byechksalogy with the corresponding
Shannon’s theorem. Again, the idea is that allpbssible statefx) (representing the messages of
N letters produced by the message sodcdelonging toH,, . of dimensiond™ =299 fall into
two classes: one of typical states belonging tailzsgace oft,,., of dimension2"*®, and the
other of atypical messages. Whbh- o, the probability of an atypical state becomes igégé;
so, the source can be conceived as producing oelsages encoded by states belonging to a
subspace 02" dimensions. Therefore, the channel can be designied represented in a Hilbert



spaceH, such thatdim(#.)=2"=2®  and this means that the minimum numisgy, of
qubits necessary to transmit the messages of tireess L,;,, = NS(p) .

From the above presentation it is clear that, BotBhannon’s and in Schumacher’s works,
the stage of generating information and the stdgmding information are distinguished. It is also
clear that in the generation stage there was neapp a particular physical theory: the physical
system that plays the role of message source mayldssical-mechanical, electromagnetic,
thermodynamical, and even quantum-mechanical. berotvords, the task of the message source
may be performed for any kind of physical systeradpcing distinguishable states that will be
identified at the destination end in a successfuhmunication. In turn, nothing is said about how
the probabilities of the message source are detednor about their interpretation: they may be
conceived as propensities theoretically computedasofrequencies previously measured. It is in
this sense that it can be said that the generatage is independent of its physical substratum: th
states-letters of the message source are not pihysates but arenplementedy physical states.
Physical matters become relevant only when thengpdtage is considered: when the transmitter
encodes the output of the message source, the syodbols can be implemented by means of
classical states or of quantum states. In turnkihe of systems used for coding determines how to
compute the efficiency of information transmissigmevertheless for a discussion about the
guantum resources necessary to implement the mistaxf quantum information theory, see
Section 5).

Schumacher’s formalism had a great impact on thesipist community: it is very elegant,
and its analogy with Shannon’s classical work &acl Nevertheless, these facts do not supply yet
an answer about the concept of quantum information.

4 .- Two kinds of information?

In the literature on the matter one can find a neindf implicit or explicit arguments for which
guantum information is something qualitatively di#nt from classical information. In this section
we will critically analyze the most widely used angents.

4.1.- Two kinds of sour ce, two kinds of information?

A usual claim is that quantum information is whatproduced by a quantum information source,
that is, a device that generates different quargtates with their corresponding probabilities (see,
e.g., Timpson 2004, 2008, 2013, Duwell 2008). Thoke adopt this characterization of quantum



information in general stress the elegant parahelibetween Shannon’s and Schumacher’'s
proposals.

A first difficulty of this characterization is thdhis is not what Schumacher says. On the
contrary, following closely the terminology intrackd by Shannon (which distinguishes between
messagandsignal and betweesourceandtransmitter see previous section), Schumacher begins
by defining themessage sourcA that produces eachy with probability p(g), and only in the
stage of coding he introduces theantum signal sourcewhich ‘is a device that codes each
messagen,, from the source A into a "signal stat|ei;v,> of a quantum system.M(Schumacher
1995, p. 2738). This means that the quantum stateslved in the process described by
Schumacher do not come from a message sourcerdmtaf quantum systei that is part of the
device that encodes timeessageproduced by the message source and turns thersigrtalsto be
transmitted through the channel. In other words,gbhantum systerll is part of the device called
‘transmitter. Schumacher calls the process developed betweansntitter and receiver
‘transposition, and describes it in the following terms:Wé can therefore imagine a
communication scheme based upon transpositiorhédtoding end, the signal of a source system
M is transposed via the unitary evolution U int@ tboding system X. The system X is conveyed
from the transmitter to the receiver. At the deogdend, the unitary evolution U' is employed to
recover the signal state from X into M', an ideakicopy of system M (Schumacher 1995, p.
2741). Here it is clear that the systéni'is conveyed from the transmitter to the recéivieot from
the message souréeto the message destinatiBnMoreover, the systed is placed at theoding

endand the systeri’ is placed at thdecoding endso,M is not the message sourke

The terminology used by Schumacher along the ep#iper is very coherent. In fact, even in
the last section before the closing remarks, whereonsiders the situation in which the quantum
states arise as part of a larger system that & iantangled state (the quantum states are improper
mixtures), he clearly talks about the stage of mgdransmitting-decoding: the quantum states is
still characterized adlie signal states of Mp. 2745), and he is still interested in ttapproximate
transposition from M to M* (p. 2746). In other words, the focus of the paeon the stage of
coding in the transmitter, transmitting through @mannel, and decoding at the receiver: there is no
guantum source of quantum information that produpgesntum states as messages; the quantum
states involved in the processes, whether purgeprmixtures or improper mixtures, are not the
messages to be communicated but the signals tcabspbsed. This remark is in agreement with
what is suggested by the title itself of Schumasharticle: “Quantum Coding” and not “Quantum
Information”.



Nevertheless, somebody might retort that, althdbigfhumacher is clear in his paper, not even
the position of a founding father of a disciplif®ald replace a good argumentation. What prevents
us from consideringl a quantum source and from defining quantum infélonaas what is
generated by a quantum source? From this perspediivand M’ would be the source and the
destination of the messages, and the goal of conuamivn would be to reproduce at the
destinationM’ the same (type) state as that produced at theesburBesides the fact that this is
not the goal of communication in the practice aésce and engineering (recall Section 2), further
arguments can be given against this position.

First, this view implies to confuse the effectiveseof communication, measured by the
mutual informationH (A; B), with the effectiveness of transposition, measurgdhefidelity F of
the process, defined as (Schumacher 1995, p. 2742):

F =3 p(a)Tr|a) (2o ®)
=)

where thela )(g| correspond to the signal states produceMaand thew, represent the signal
states obtained &1’ as the result of the transposition, which do ne¢chto be pure (here we
consider pure signal states producedVatbut the definition can be generalized to mixeghal
states). Since fidelity measures the effectiveinésie stage of transmission through the chantel, i
is a property of the channel: the fidelity of ansmission is less than unity when the channel is
limited in the sense thaiim(HC)<dim(HMN) (although it is indefinitely close to unity when
dim(HC)=2NS(p), as proved by the quantum coding theorem). By rastht communication is
maximally effective wherH (A; B) is maximum, that is, when the equivodiys zero (see eq. (2)),
and this, in turn, means that there is no lossfafrination between the message sowand the
message destinatidd. In other words, all the information generatedAat recovered aB and,
therefore, the states produced at the sofircan be identified by means of the states occuatédide
destinationB. Of course, the success of a certain situatioocoofimunication based on quantum
transposition will be a function of the fidelity dfe transposition, but also of the reliabilitytbe
operations of coding and decoding, which correfatestatess, of the message souréewith the
guantum state#sq} of M, and the quantum stateg of M’ with the statedy of the message
destinationB, respectively. In other words, the closeness treass in a particular situation of
communication depends on the whole communicatiorangement, and not only on the
transmission stage.

In the second place, when working with non-orthajostates, the state at the supposed
destinationM’ cannot be distinguished from other states by nreasent, so it cannot be used to

identify the state occurred at the supposed soMceso, if M were the quantum source that

10



generates quantum information, quantum informatwonld be something that, in principle, that is,
on the basis of the theory itself, cannot be conmoated. However, the protocols of quantum
information do not abandon the goal of communicatibey only intend to make communication
secure or to improve its efficiency. Then, straésgop recover the information of the source even in
these cases can be designed. As Dennis Dieksyckegrlains: This[the generic non-orthogonality
of quantum stategjoes not mean that messages sent via quantum cediredways remain partly
illegible: one can devise strategies that makeptrabability of error as small as one wishes in the
long run. A basic strategy here is to introduce uedancy by sending the same information
multiple times: comparison of the measurement onésoon repeated encoded words will make it
possible to reconstruct the original message withrecreasing level of reliability (Dieks 2016, p.

1). But, at the end of the day, the goal is alwaysmunication in the traditional sense, which, as
noticed in Section 2, requires the identificatidrttee state occurred at the source by means of the
state occurred at the destination.

Thirdly, the very idea of a quantum source of infation leads to conceptual perplexity. If
the quantum states to be transmitted were the elisnod the message produced by the quantum
source of messages, where would the coding prdmes$scated? In fact, what is produced by the
message source would be the same as what is ttsegnand the term ‘coding’ would turn out to
be vacuous.

Finally, if quantum information were fully ident#d with the quantum states produced by a
guantum message source, the transmission of infmmeould be reduced to the transposition of
guantum states. Indeed, if the fact that transjposis only a part of the communication process
were forgotten and the roles played by the messagece and the message destination were
disregarded, nothing would change in the discowbeut quantum information if the term
‘quantum information’ were replaced by the termdgtum state.” The argument can be posed in
other terms: since quantum information is whatasmmunicated and a quantum state is what is
transposed, the identification between communioatiand transposition amounts to the
identification between quantum information and quanstate. As Armond Duwell clearly states,
although it can be argued that there are specifapgrties that motivate a new concept of
information, different from Shannon’s, when thoseperties are revised, “fijs obvious that there
is already a concept that covers all of these proge the quantum state. The term ‘quantum
information’ is then just a synonym for an old cept (Duwell 2003, p. 498). In other words,
‘quantum information’ turns out to mean quantuntestand the whole meaningful reference to
communication gets lost.

11



4.2.- Two kinds of coding, two kinds of information?

Another strategy to conceive quantum informatiom asfferent and peculiar kind of information is
to link the very meaning of the concept of inforroatwith the coding theorems: if the theorems are
different in the classical and the quantum case ctirresponding concepts of information are also
different. For instance, Christopher Timpsdefinesthe concepts of information in terms of the
noiseless coding theoremghé coding theorems that introduced the classiSalafinon, 1948) and
guantum (Schumacher, 1995) concepts of informgtiloa technical concept of informatiodp not
merely define measures of these quantities. They alsodate the concept afhat it isthat is
transmitted,what it isthat is measuretl (Timpson 2008, p. 23, emphasis in the originBI)t this
definitional strategy also has a number of configtconsequences (see detailed discussion in
Lombardi, Holik and Vanni 2016).

The first point to notice here is that, as expldiimeSection 3, the coding theorems are proved
for the case of very long messages, strictly spepKkor messages of lengtil — o . Therefore, if
the noiseless coding theorems embodied the natumdassical and quantum information, one
wonders whether short messages can be conceivahasying information, to the extent that they
are not covered by those theorems. Moreover, if theorems defined the very concepts of
information, they would allow us to conceive asommfation only the Shannon and the von
Neumann entropies. As a consequence, it would maksense to talk about the individual amount
of information conveyed by a single state of thessage source. Or it should be accepted that the
information per letter associated with a messagdersvatively defined in terms of the entropy
H(A) of the message source (see Timpson 2013, p. B2kither case, against the usual
understanding, the entrogy(A) of the message source can no longer be interpastesh average
amount, since only in terms of previously definedividual amounts an average can be defined as
such. The distinction between conceiving the emt®pf the source and the destination as
measuring amounts of information or average amoaohtsformation might seem an irrelevant
detail; however, this is not the case when we aterested in elucidating the very notion of
information.

Secondly, let us recall that, when explaining thements of the general communication
system, Shannon (1948, p. 381) characterizes Hresrhiitter as a system that operates on the
message coming from the source in some way to peodtsignal suitable for transmission over the
channel. And he adds that, in many cases, such @egraphy, the transmitter is also responsible
for encoding the source messages. However, as amynanication engineer knows, in certain
cases the message is not encoded; for instanteditional telephony the transmitter’'s operation
“consists merely of changing sound pressure intipgstional electrical current (Shannon 1948,

12



p. 381). If information is defined in terms of tieiseless coding theorem, how to talk about
information in those situations that do not involeeding? If one insisted on this definitional
strategy, the entropy of the source would turntoubbe defined in terms of something that is not

essential to the source itselfoding.

In the third place, the strategy of defining then@ept of information in terms of the coding
theorems leads to some conceptual puzzles. Intfeetnessage souréewould generate different
kinds of information with no change in its own matuthe kind of information generated would
depend not on itself, but on how the messageswidncoded later. Moreover, if the kind of coding
to be used at the coding stage were not decidedhgetwery nature-classical or quantumof the
information generated by the message soAna®uld be indefinite, and would remain as such up to
the moment at which the decision were made.

All these difficulties immediately disappear whewotconcepts involved in communication
are carefully distinguished: the information genedaat the message source, which depends on the
probability distribution over the source’s statesl & independent of codingeven independent of
the very fact that the messages are encoded er antl the resources necessary to encode those
states, which depend not only on that probabilistrdbution, but also on the particular coding
selected, classical or quantum.

4.3.- The peculiarity of teleportation

Teleportation is one of the most discussed issuehld field of quantum information. Although a
direct result of quantum mechanics, it appears\asial phenomenon when described as a process
of transmission of information. Broadly speaking, @nknown quantum statg} is transferred
from Alice to Bob with the assistance of a sharanl pf particles prepared in an entangled state and
of two classical bits sent from Alice to Bob (thesdription of the protocol can be found in any
textbook on the matter; see, e.g., Nielsen and @nh@a10). In his detailed analysis of teleportation
Timpson poses the two central questions of the tdeb&irst, how is so much information
transported? And second, most pressingly, just Hoes the information get from Alice to Bob?
(Timpson 2006, p. 596). Each question leads tovits specific difficulty.

Regarding to the first question, it is usually sthdt the amount o€lassical information
generated at the source is, in principle, infinfecause two real numbers are necessary to specify
the statdx} among the infinite states of the Hilbert spaces kilso claimed that, even in the case
that a coarse-graining is introduced in the Hillsgrace, the amount of information is immensely
greater than the two bits sent through the claksitannel, and this great amount of information
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cannot be transported by the two classical bits Aiae sends to Bob. However: how is classical
information computed to support these claims? tlepto compute the Shannon entrapgyA), it

is necessary to know which the possible statekesburceA are and to count with the distribution
of probability over those states: a source miglvehanmensely many states such that only one of
them has a probability almost equal to one; in daise,H (A) would be close to zero. This means
that describing a phenomenon as teleportationforrimational terms makes no sense if the message
source, with its possible states and their proligds) is not precisely characterized.

However, if the qualitative difference between siaeal and quantum information is accepted,
what aboutjuantuminformation? How much quantum information is tf@nsed? The usual answer
is: one qubit per successful run of the telepartagirotocol. But at this point it is necessaryeoal
that the term ‘qubit’ is endowed with a dual meagnia qubit is primarily conceived as a two-state
guantum system used to encode the messages prooy@edource; but it is also understood as a
unit of measurement of quantum information, whishquantified by the von Neumann entropy
S(p) . If ‘qubit’ refers to a two-state quantum systeme, cannot say that a qubit was transferred in
teleportation: there is no quantum system thateAéiends to Bob. But if ‘qubit’ is interpreted as th
unit of measurement of the quantum informationiedrby|x>, difficulties do no disappear: the
von Neumann entrops(p) corresponding to the state) is zero, becaudg) is a pure state.

The perplexities related with Timpson’s first quest vanish when the role played by
teleportation in communication is clearly understoin fact, teleportation is not a process of
communication, but of transpositiori'giantum teleportationf...] is a rather exotic example of a
transposition process(Schumacher 1995, p. 2741). In other words, t@fghion is a physical
process that allows a quantum state to be traesfdretween two spatially separated quantum
systems without leaving a copy behind, and thisgse does not need to be conceptualized in
informational terms to be understood: it can bédbetxplained with no reference to information.

Let us now consider the second question: how deemformation get from Alice to Bob? In
traditional communication, the information is alwsayansferred from the transmitter to the receiver
by means of some physical signal. But in telepmmathere is no physical carrier other than that
represented by the two classical bits that Alicedseto Bob. Might it not be this feature what
makes quantum information qualitative differentnfrcclassical information? Whereas classical
information always requires a physical carrier thavels through space in a finite amount of time,
guantum information would not need a physical earbut could be transferred by means of
entanglement, which does not involve a physicahaigraveling through space. This view,
suggested as a possibility by Jeffrey Bub in agreakcommunication, would justify talking about
guantum information in teleportation. Neverthelaskas to be considered with care.
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First, although teleportation is a way of takingvamtage of entanglement to implement
transposition, this does not mean that any transposprocess needs to be implemented by
entanglement. Transposition needs the signal toobgeyed from the transmitted to the receiver:
“We can therefore imagine a communication schemedbapon transposition. At the coding end,
the signal of a source system M is transposedhgaunitary evolution U into the coding system X.
The system X is conveyed from the transmitter éorglceiver. At the decoding end, the unitary
evolution U is employed to recover the signal state from X Mt, an identical copy of system M
[...] The system X is the quantum channel in this mamcation scheme, and supports the
transposition of the state of M into M(Schumacher 1995, p. 2741). It is clear thad ffriocess can
be carried out by means of entanglement, in pdaticof the “rather exotic” case of teleportation.
But transposition can also be met by sending atgoaphysical systenX from M to M’ through
space and time, and the whole formalism of quantformation theory still applies. This means
that quantum information cannot be defined by thet that it is transmitted without a physical
carrier traveling through space and time. Everyudie essential feature of quantum information

would be, as Bub suggests, thias possibleto transmit it without a physical carrier.

However, the idea that the hallmark of quantumnmiation is that it does not need a physical
carrier to be transferred faces the same conceptizzle as that already pointed out in the previous
subsection. Again, the message sodeeuld generate different kinds of information, qtian or
classical, with no change in its own nature, bygesheling on a feature of the stage of transmission,
in this case, whether the information may be tratisthwithout a physical carrier or not.

Timpson (2004, 2013) is right in finding the origof the puzzles usually attached to
teleportation in a particular physical interpretati of information, which assumes that the
transmission of information between two points bé tphysical space necessarily requires an
information-bearing signal, that is, a physicalqass propagating from one point to the other. He
cuts the Gordian knot of teleportation by adoptndeflationary view of information, according to
which “there is not a question of information being a sabese or entity that is transported, nor of
‘the information’ being a referring terrh (2006, p. 599). The moral of the present subseds
that, when teleportation is understood as a kinttasfsposition process and not as a whole process
of communication, the difficulties vanish withoutet commitment to a particular interpretation of
information. Therefore, if there is a puzzle iref@rtation, it is the old quantum puzzle embodred i

non-locality, and not a new mystery about a nevd kihinformation

15



5.- Quantum information and quantum mechanics

According to several authors (Timpson 2003; DuvaflD3; Lombardi 2004, 2005; Lombardi,
Fortin and Vanni 2015), the information described $hannon’s theory and measured by the
Shannon entropy is not classical, but is neutr#h waspect to the physical theory that describes th
systems used for its implementation. Armond Duwetpresses this idea very clearlyThe
Shannon theory is a theory about the statisticalpgrties of a communication system. Once the
statistical properties of a communication system specified, all information-theoretic properties
of the communication system are fixgd.] Hence, the Shannon theory can be applied to any
communication system regardless whether its pants beest described by classical mechanics,
classical electrodynamics, quantum theory, or atheophysical theory (Duwell 2003, p. 480).

By contrast, quantum information is usually conedivas inextricably linked to quantum
mechanics. The idea that quantum mechanics didtageseed of a new kind of information is very
widespread in the physicist community (Jozsa 1888kner and Zeilinger 2001). It is interesting to
notice that this view breaks the usually stressadlfelism between the classical and the quantum
case: whereas Shannon information is physicallyrakuuantum information would be essentially
tied to quantum mechanics.

Another idea that pervades the literature on thigjesti is that, since for a mixture of
orthogonal state§(p) = H( A, Shannon information is a particular case of quaninformation: it
is the case in which the states are distinguishal#éfirey Bub explicitly expresses this view:
“Classical information is that sort of informatioepresented in a set of distinguishable states
-states of classical systems, or orthogonal quansiates- and so can be regarded as a
subcategory of quantum information, where the stat@ay or may not be distinguishabléBub
2007, p. 576). Or, the other way around, von Neum@rtropy is conceiveths a generalization of
the notion of Shannon entrapyBub 2007, p. 576). From this viewpoint, Shanndierimation is
classical and, as a consequence, it loses its gdlyseutrality. Moreover, Shannon/classical
information is a particular case of quantum infotior In other words, the basic or more
fundamental concept would be that of quantum in&drom, because it does not introduce
constraints regarding orthogonality, whereas atassnformation would be a secondary concept,
since restricted to the case of orthogonality. élifph for different reasons, this view also breaks
the parallelism between the classical and the gmardase: the notions of classical and quantum
information are not at the same level from a cohedpviewpoint. What underlies it is the
assumption that classical mechanics is also a kihgarticular case of quantum mechanics:
classical systems are quantum systems in the césnit.
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These different ways of conceiving quantum infolioratas strongly tied to quantum
mechanics have consequences on the attempts tostegd quantum mechanics in informational
terms (Fuchs 2002, Clifton, Bub and Halvorson 20W0f3)he reconstruction has no other purpose
than showing that it is possible to express quanto@chanics in informational terms, the link
between quantum mechanics and quantum informasi@amere manifestation of that possibility.
But if the reconstruction is conceived as a fouida program, designed to show that the
foundations of quantum mechanics are informatiotia¢, program runs the risk of becoming
circular. In fact, if the quantum-informational atraints used to reconstruct quantum mechanics
are due to the existence of quantum informatiompsghnature and features, in turn, depend on the
features of quantum mechanics, something soundsnatié whole foundational proposal. The risk
of circularity is averted from an alternative copzeal position: there is no quantum information as
different from classical information; there is agle kind of information, which is not tied to a
particular physical theory, and that can be encdamedneans of classical or quantum resources.
Therefore, any attempt to reconstruct a physicaomph —not only quantum mechaniesin
informational terms will rely on physically neutfahses.

This neutral conception of information has an addél conceptual advantage. Either for
simplicity reasons or due to the conviction thatlitg is a harmonious whole and not an incoherent
plurality, during the history of science the urdfion of different theories has been widely
considered a desirable goal. In turn, in most histb cases, such a goal was pursued by
reductionist means. However, at present —and alrsatte several decades agreductionism
tends to be viewed with, at least, a grain of skegph, both in the physical and in the philosophica
communities. In the face of this situation, the gbgl neutrality of information allows to preserve
the ideal of unification without commitment to retionism, since it opens the way for a non-
reductive unification of physics: if different phgal theories can be reconstructed on the same
neutral informational basis, they could be meanitigfintegrated into a single theoretical network
and compared to each other, with no need to séarckductive links among them.

Additionally, this physically neutral way of conegig information paves the way to
consider, from a conceptual viewpoint, a questioat thas attracted much theoretical attention
during the last decades: how much of quantum mechas necessary to implement the protocols
of quantum information theory?

In the context of discussions about interpretatite, philosophy of physics has provided
different classical models of quantum mechanicanies of them are those supplied by Diederik
Aerts, in particular, that of an elastic band irsghere, which produces a quantum structure
isomorphic to the structure of a two dimensionahptex Hilbert space (Aerts 1986, 1998). From a
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more general viewpoint, Wayne Myrvold (2010) stessthat some features traditionally considered
specifically quantum can be recovered in a formalisat deals with classical mixed states defined
as probability measures over a classical phaseeqjeacn the Hilbert space formalism of classical
statistical mechanics, see Koopman 1931). In pdatictwo classical mixtures can be defined as
orthogonal if and only if their supports are digfpitherefore, non-orthogonal states can be also
defined in a classical framework.

During the last decades, much physical work has bdieected in the same conceptual
direction. Howard Barnum and collaborators (20079vpd a generalized version of the no-
broadcasting theorem (Barnuet al. 1996), according to which a set of states is brasthble if
and only if it is contained in a simplex generatgd states that are jointly distinguishable by
measurement. On this basis, this theorem is comsldas a criterion to distinguish between
classical and quantum: the theories whose settatédssare represented by a simplex are usually
considered “classical’. However, this is a formasult: the question about whether and to what
extent a non-simplex of states can be “simulateg”classical mechanics is still a matter of
intensive research.

As it is well known, according to Schrddinger (193the essential difference between the
classical and the quantum is located in entangleéniowever, there are “classical” simulations of
guantum mechanics that recover some features d@héoey even regarding entanglement (Spreeuw
1998, Collins and Popescu 2002). Furthermore, sdassical simulations of the violations of Bell
inequalities have been proposed (e.g. Aetrtsl. 2000, Frisch 2002, Mor 2006, Goldehal. 2010).

Perhaps the first attempts to simulate non-locdityclassical means appear precisely in the
field of information theory, regarding teleportatid-or instance, Sandu Popescu (1994) shows that
it is possible to implement the teleportation poatovith reasonable fidelity by means of states tha
do not violate Bell’'s inequalities. This impliesatiteleportation can be obtained with states that ¢
be modeled by local hidden variables. More recetily possibility of classical implementation of
teleportation has been argued for in the field laksical optics (Spreeuw 2001, Francisco and
Ledesma 2008).

Still in the context of information theory, everetho-cloning theorem, originally obtained in
the quantum context (Dieks 1982, Wootters and ZUr@82; see the extension to mixtures in
Barnum et al 1996), can be proved in the classical statistd@iain by taking overlapping
probability distributions with non-trivial supporés dynamical variables (Daffertshoédral 2002;
see discussion in Teh 2012).
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In the last times, the research on classical anel@f quantum features has experienced a
strong development in classical wave-optics. Besitie already mentioned case of teleportation,
certain effects usually associated with quantmanglement have been obtained with classical
fields (Lee and Thomas 2002, Qian and Eberly 2044, different quantum-information processes
and phenomena, such as Greenberger-Horne-Zeikémganglement and a quantum error correction
network, have been reproduced by means of clasgitaal processes (Spreeuw 2001). The appeal
to classical optics has permitted, during the hgsars, the empirical implementation of the
theoretical results previously obtained: at preskete is a growing field of experimental research
in this field (see, e.g., Borges al.2010, Toppeekt al. 2014, Qiaret al 2015).

Optical simulation has been applied particularly th@ computational context (see, e.g.
Man’ko et al. 2001; for a simulation of a Hadamard gate, seadisaoet al. 2006a; a simulation of
a quantum walk is presented in Francigtoal 2006b). For instance, certain operations of a
guantum computer can be performed by means ofamlements. A particular case is the optical
implementation of Grover’s algorithm for efficiesgarching; according to certain authors, this is
achieved by means ofa“physical system that relies on superpositionerfetence, and non-
factorizable states to function. Since these mag bé classical phenomena, we conclude that many
ingredients of quantum algorithms are not nece$gaon-classical. (Kwiata et al 2000, p. 265;
for a physical implementation of the algorithm, d®leattacharyaet al. 2002). This and other
guantum algorithms have been simulated by usingrpromable liquid-crystal displays (Puenéts
al. 2004). It has also been shown that a nontrivialingum computing optical device can easily be
constructed if the number of component qubits it too large (Cerfet al. 1998). A relevant
theoretical result in the computational contexgiisen by the Gottesman-Knill theorem (Gottesman
1999), according to which quantum algorithms thalyause certain specific operations (those
belonging to the so-called Clifford group) can Bgceently simulated by classical operations (for
an interesting analysis of the conceptual meanirigeotheorem, see Cuffaro 2015).

During the last decade a new classical model ohyua phenomena has been proposed and
physically implemented. Droplets bouncing on a atiorg non-coalescent liquid generate waves as
they bounce, and interact with their own waves: thu¢his phenomenon, they mimic non-local
interactions reminiscent of the particle-wave aggammns in quantum mechanics. The droplets also
interact with the environment (and other bouncingptkts), generating a complex dynamics which
resembles that of particles guided by pilot wav@suderet al. 2005a, Coudegt al. 2005b, Couder
and Fort 2006). Furthermore, it has been experiatigrghown that bouncing droplets can be used
to reproduce single-slit and double-slit diffractjianterference phenomena, tunneling, quantized
energy levels, quantum random walks, and the cr@annihilation of droplet pairs (Protieet al.
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2006, Eddiet al 2011, Ozeaet al. 2013, Molaeek and Bush 2013). And, as it mighekpected,
these bouncing droplets have already led to ineéik@ reflections (Brady and Anderson 2014).

Of course, this theoretical and experimental tretithough widespread and prolific, does not
cancel the differences between classical and qoaptwysics. Nevertheless, on this basis we may
wonder which quantum resources are needed for gomnbformation theory. The whole
theoretical power of quantum mechanics is necessayery case, or certain quantum information
processes can be implemented by classical modéle?p&culiarities of quantum mechanics are
required for the possibility of implementing thefarmation protocols, or only for obtaining
efficient implementations? These questions openide ield of conceptual and philosophical
research based on recent theoretical and expeamesults. However, such a work would not find
a comfortable place in the framework of a posittbat presupposes the qualitative difference
between classical and quantum information from w¥bey beginning. In fact, if classical and
guantum information are two different kinds of infation according to their own nature, what
kind of information, classical or quantum, is tremsed in the case of a quantum informational
protocol implemented by physically classical mea@s?the contrary, the view of information as
physically neutral is particularly adequate for ertdking that conceptual research: it has the
sufficient flexibility to accommodate different wayf implementing informational processes, to
the extent that they are not tied a priori to dipalar physical theory.

6.- Concluding remarks

In the present article we have argued that theeensdo be no sufficiently good reasons to accept
that there is a kind of information, the quanturfoimation, qualitatively different from classical
information. In particular, we have presented salvarguments directed to challenge the idea that
there are two different kinds of information soyrcéassical and quantum, and against defining
information in terms of the classical and quantwdicg theorems. On this basis, we have defended
the view that, in the communicational context, ipteting information as physically neutral is more
adequate. Many conceptual challenges simply vamibbn it is assumed that the difference
between the classical and the quantum case isnszhfo the coding stage and does not affect the
very nature of information.

We have also argued that this physically neutrawof information has, in turn, interesting
conceptual advantages. First, teleportation losepuzzling features with no need of commitment
with a particular interpretation of information. c®ad, the reconstructions of quantum mechanics
on the basis of informational constraints acquiettds foundations. Third, the ideal of a non-
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reductive unification of physics also finds supgarthe physical neutrality of information. Finally
the active research about classical models for tguamnformation attains a particular conceptual

and philosophical interest.

The fact that many conceptual challenges vanigh fvar neutral view does not imply that all
the interpretive problems about the concept ofrmfttion disappear. In fact, there are several
conceptual questions that can be posed in the xdooiténformation theory even before considering
the different ways in which information is encod&ar instance: Is the concept of information a
formal or an empirical concept? Is it a concretammabstract concept? Does information have any
relationship with knowledge? Is there any sensevlich information might be conceived as a
physical magnitude? (see detailed discussion inHaodi, Holik and Vanni 2016). Of course, the
advent of quantum information has a relevant infaee on the answers to these questions.
Nevertheless, they remain as questions open taaevan when it is accepted that there are not

two qualitatively different kinds of informationlassical and quantum.

These conclusions do not intend to underestimagerélevance of the so-called ‘quantum
information theory.” This is a field that has growramatically in recent decades, supplying many
new and significant results with promising applicas. Our aim here has been exclusively
conceptual. As it has been claimed previoudithough for different reasongTimpson 2013, p.
237), the theory is not “(quantum information) th€othat is, a theory of quantum information, but
“‘quantum (information theory)”, that is, a theoryoait quantum resources applied to information
theory. In this article, our purpose has been fpstt this claim from a philosophical perspective
based on the physical neutrality of information.
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