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Quantum observables can be identified with vector fields on the sphere of normalized states.
The resulting vector representation is used in the paper to undertake a simultaneous treatment
of macroscopic and microscopic bodies in quantum mechanics. Components of the velocity and
acceleration of state under Schrödinger evolution are given a clear physical interpretation. Solutions
to Schrödinger and Newton equations are shown to be related beyond the Ehrenfest results on the
motion of averages. A formula relating the normal probability distribution and the Born rule is
found.
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NEWTONIAN DYNAMICS IN HILBERT SPACES

Everyday experience shows that macroscopic bodies
have well-defined position in space at any time. In the
simplest case of a classical particle (material point) po-
sition at a given time is provided by vector a in the Eu-
clidean space R3. Accordingly, the space R3 itself can
be thought of as the space of all possible positions of
a classical particle. In quantum mechanics the state of
a spinless particle with a known position a ∈ R3 is de-
scribed by the Dirac delta function δ3

a(x) = δ3(x − a).
In particular, the state of a classical particle at any time
is such a function. The map ω : a −→ δ3

a provides a
one-to-one correspondence between points a ∈ R3 and
“state” functions δ3

a. The set R3 can be then identified
with the set M3 of all delta functions in the space of state
functions of the particle.

The delta functions are, of course, not in the usual
L2(R3) Hilbert space on the measure d3x. We study here
a way to deal with functions of this type systematically
and consistently, and in so doing, establish an interest-
ing connection between the quantum theory and classical
mechanics.

The inner product on the usual Hilbert space L2(R3)
of state functions of a particle can be formally written
for ϕ,ψ ∈ L2(R3) in the following way:

(ϕ,ψ)L2
=

∫
δ3(x− y)ϕ(x)ψ(y)d3xd3y. (1)

In particular, the fact that delta functions are not in
L2(R3) is related to the singularity of delta functions.
Let us replace this kernel by the Gaussian function(

L√
2π

)3

e−
L2

2 (x−y)2 for some positive constant L. This

yields the product

(ϕ,ψ)H =

(
L√
2π

)3 ∫
e−

L2

2 (x−y)2ϕ(x)ψ(y)d3xd3y.

(2)
One can check Ref.[1] that this is indeed an inner product
on L2(R3). Some physical applications of this inner prod-
uct were studied in Refs.[2]-[4]. The separable Hilbert

space H obtained by completing the space L2(R3) in this
inner product contains delta functions δ3(x−a) and their
derivatives. Moreover, by choosing L sufficiently large (or
by choosing appropriate units), one can make the norm
of any given square-integrable function in this metric as
close as desired to its L2(R3)-norm.

By dropping the coefficient (1/
√

2π)3 and using L =
1

2σ for an appropriate σ we obtain the product

(ϕ,ψ)H =

∫
e−

(x−y)2

8σ2 ϕ(x)ψ(y)d3xd3y. (3)

Formally,∫
e−

(x−y)2

8σ2 δ3(x− a)δ3(y − a)d3xd3y = 1, (4)

so that the norm of the delta function δ3(x−a) in H with
the metric (3) is 1. The set M3 of all delta functions δ3

a(x)
with a ∈ R3 is therefore a subset of the unit sphere in
the Hilbert space H.

The map ρσ : H −→ L2(R3) that relates L2 and H-
representations is given by the Gaussian kernel

ρσ(x,y) =

(
1

2πσ2

)3/4

e−
(x−y)2

4σ2 . (5)

In terms of ρσ, the kernel G(x,y) of the metric on H is
given by

G(x,y) = (ρ∗σρσ)(x,y) = e−
(x−y)2

8σ2 , (6)

which is consistent with (3). The map ρσ transforms

delta functions δ3
a to Gaussian functions δ̃3

a = ρσ(δ3
a),

centered at a, providing an alternative, more common
way of dealing with singularity of delta functions. The
image Mσ

3 of M3 under ρσ is a subset of the unit sphere in

L2(R3) made of the functions δ̃3
a. Both realizations will

prove useful in the discussion of motion of macroscopic
bodies in quantum mechanics.

To know position a of a classical particle in R3 is to
know the corresponding point δ3

a in M3. Consider a path
r = a(t) with values in R3 and the corresponding path
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ϕ = δ3
a(t) in M3. With the use of the chain rule the

velocity vector dϕ/dt can be written as

dϕ

dt
= − ∂

∂xi
δ3(x− a)

dai

dt
, (7)

where the usual summation convention for repeating in-

dices is accepted. It follows that the norm
∥∥∥dϕdt ∥∥∥2

H
of the

velocity in the space H is∫
k(x,y)

∂

∂xi
δ3(x−a)

dai

dt

∂

∂yk
δ3(y−a)

dak

dt
d3xd3y, (8)

where k(x,y) = e−
(x−y)2

8σ2 . “Integration by parts” in the
last expression gives∥∥∥∥dϕdt

∥∥∥∥2

H

=
∂2k(x,y)

∂xi∂yk

∣∣∣∣
x=y=a

dai

dt

dak

dt
. (9)

Furthermore,

∂2k(x,y)

∂xi∂yk

∣∣∣∣
x=y=a

=
1

4σ2
δik, (10)

where δik is the Kronecker delta symbol. Assuming now
that the distance in R3 is measured in the units of 2σ
(equivalently, taking 2σ = 1) one obtains the equality of
the speeds ∥∥∥∥dϕdt

∥∥∥∥
H

=

∥∥∥∥dadt
∥∥∥∥
R3

. (11)

From this equality of norms it follows that the set M3

as a metric subspace of H is identical to the Euclidean
space R3. That is, the one-to-one map ω : R3 −→ H is
an isometric embedding Ref.[1]. Notice however that M3

is not a vector subspace of H. Rather, as follows from
(4), the metric space M3 is a submanifold of the unit
sphere SH in H. Since delta functions δ3

ak
with different

ak, k = 1, ..., n are linearly independent, the manifold
M3 “spirals” through dimensions of the sphere, forming
a complete subset of H. This means that no function in
H is orthogonal to the submanifold M3 Ref.[1].

Nevertheless, a vector structure on M3 exists. For in-
stance, define the operations of addition ⊕ and multipli-
cation by a scalar λ� via ω(a) ⊕ ω(b) = ω(a + b) and
λ�ω(a) = ω(λa), where the map ω is the same as before.
The resulting operations are continuous in the topology
of M3 ⊂ H. That is, the metric space M3 with this vec-
tor structure is isomorphic to the vector space R3 with
the Euclidean metric.

From

d

dt
δ3
a(x) = − ∂

∂xi
δ3
a(x)

dai

dt
(12)

and

d2

dt2
δ3
a(x) =

∂2

∂xi∂xj
δ3
a(x)

dai

dt

daj

dt
− ∂

∂xi
δ3
a(x)

d2ai

dt2
, (13)

together with (4), (11), and the orthogonality of the first
and second derivatives of δ3

a(x), it follows that projection
of velocity and acceleration of the state δ3

a(t) onto M3

yields correct Newtonian velocity and acceleration of the
classical particle. That is:(

d

dt
δ3
a(x),− ∂

∂xi
δ3
a(x)

)
H

=
dai

dt
(14)

and (
d2

dt2
δ3
a(x),− ∂

∂xi
δ3
a(x)

)
H

=
d2ai

dt2
. (15)

Furthermore, Newtonian dynamics of the classical par-
ticle follows from the principle of least action for the ac-
tion functional S on paths in H, defined by∫
k(x,y)

[
m

2

dϕt(x)

dt

dϕt(y)

dt
− V (x)ϕt(x)ϕt(y)

]
d3xd3ydt,

(16)
where m is the mass of the particle, V is the potential
and k(x,y) = e−

1
2 (x−y)2 , as before. Suppose that ϕt is

constrained to take values on the submanifold M3 ⊂ H,
i.e., ϕt(x) = δ3(x − a(t)). Using (7) and integrating by
parts as in (9), we immediately obtain

S =

∫ [
m

2

(
da

dt

)2

− V (a)

]
dt, (17)

i.e., the usual action functional for a material point in
classical mechanics. In these terms, a classical particle is
a constrained dynamical system in H. The same applies
to L2(R3)-representation and paths constrained to take
values in Mσ

3 = ρσ(M3) in L2(R3).
Classical particle mechanics, therefore, has an equiv-

alent realization in terms of the new dynamical vari-
ables: the state ϕ of the particle and the velocity dϕ

dt
of the state. A similar realization exists for mechanical
systems consisting of any number of classical particles.
For example, the map ω ⊗ ω : R3 × R3 −→ H ⊗ H,
ω ⊗ ω(a,b) = δ3

a ⊗ δ3
b identifies the configuration space

R3 × R3 of a two particle system with the embedded
submanifold M6 = ω ⊗ ω(R3 × R3) of the Hilbert space
H⊗H. Consider a path (a(t),b(t)) in R3 × R3 and the
corresponding path δ3

a(t) ⊗ δ
3
b(t) with values in M6. For

any t, the vectors d
dtδ

3
a(t) ⊗ δ

3
b(t) and δ3

a(t) ⊗
d
dtδ

3
b(t) are

tangent to M6 at the point δ3
a(t) ⊗ δ

3
b(t) and orthogonal

in H ⊗ H. The space M6 with the induced metric is
isometric to the direct product R3×R3 with the natural
Euclidean metric. Projection of velocity and acceleration
of the state ϕ(t) = δ3

a(t) ⊗ δ3
b(t) onto the basis vectors(

− ∂
∂xi δ

3
a(t)

)
⊗ δ3

b(t) and δ3
a(t) ⊗

(
− ∂
∂xk

δ3
b(t)

)
yields the

velocity and acceleration of the particles by means of the
formulas similar to (14) and (15).

We now turn the attention to quantum theory and ex-
plore a useful realization of quantum mechanics in terms
of vector fields in the space of states.



3

OBSERVABLES AS VECTOR FIELDS

Quantum observables can be identified with vector
fields on the space of states Ref.[5]. Namely, given a

self-adjoint operator Â on a Hilbert space L2 of square-
integrable functions (it could in particular be the tensor
product space of a many body problem) one can intro-
duce the associated linear vector field Aϕ on L2 by

Aϕ = −iÂϕ. (18)

This field is defined on a dense subset D in L2 on which
the operator Â itself is defined. Clearly, to know the vec-
tor field Aϕ is the same as to know the operator Â itself.
Moreover, the commutator of observables and the com-
mutator (Lie bracket) of the corresponding vector fields
are related in a simple way:

[Aϕ, Bϕ] = [Â, B̂]ϕ. (19)

The field Aϕ associated with an observable, being re-
stricted to the sphere SL2 of unit normalized states, is
tangent to the sphere. Indeed, the equation for the inte-
gral curves of Aϕ has the form

dϕτ
dτ

= −iÂϕτ . (20)

The solution to (20) through initial point ϕ0 is given by

ϕτ = e−iÂτϕ0. Here e−iÂτ denotes the one-parameter
group of unitary transformations generated by −iÂ, as
described by Stone’s theorem. It follows that the integral
curve through ϕ0 ∈ SL2 will stay on the sphere. One
concludes that, modulo the domain issues, the restriction
of the vector field Aϕ to the sphere SL2 is a vector field
on the sphere.

Under the embedding, the inner product on the Hilbert
space L2 gives rise to a Riemannian metric (i.e., point-
dependent real-valued inner product) on the sphere SL2 .
For this one considers the realization L2R of the Hilbert
space L2, i.e., the real vector space of pairs X =
(Reψ, Imψ) with ψ in L2. If ξ, η are vector fields on
SL2 , one can define a Riemannian metric Gϕ : TRϕS

L2 ×
TRϕS

L2 −→ R on the sphere by

Gϕ(X,Y ) = Re(ξ, η). (21)

Here the tangent space TRϕS
L2 to SL2 at a point

ϕ is identified with an affine subspace in L2R, X =
(Reξ, Imξ), Y = (Reη, Imη) and (ξ, η) denotes the L2-
inner product of ξ, η. Note that the obtained Rieman-
nian metric Gϕ is strong in the sense that it yields an

isomorphism Ĝ : TRϕS
L2 −→

(
TRϕS

L2
)∗

of dual spaces.
The Riemannian metric on SL2 yields a (strong) Rie-

mannian metric on the projective space CPL2 . For this,
one defines the metric on CPL2 so that the bundle projec-
tion π : SL2 −→ CPL2 would be a Riemannian submer-
sion. The resulting metric on CPL2 is called the Fubini-
Study metric. To put it simply, an arbitrary tangent

vector X ∈ TRϕSL2 can be decomposed into two compo-
nents: tangent and orthogonal to the fibre {ϕ} through
ϕ (i.e., to the plane C1 containing the circle S1 = {ϕ}).
The differential dπ maps the tangent component to the
zero-vector. The orthogonal component of X can be then
identified with dπ(X). If two vectors X,Y are orthogo-
nal to the fibre {ϕ}, the inner product of dπ(X) and
dπ(Y ) in the Fubini-Study metric is equal to the inner
product of X and Y in the metric Gϕ. Note that the
obtained Riemannian metrics on SL2 and CPL2 are in-
variant under the induced action of the group of unitary
transformations on L2.

An arbitrary vector in the Hilbert space at a point ϕ
can be decomposed onto the radial component (parallel
to the radius vector from the origin to the point ϕ, i.e.,
parallel to ϕ itself), and tangential component. The ra-
dial component of a vector field Aϕ associated with an
observable vanishes. Accordingly, Aϕ can be decomposed
into components tangent and orthogonal to the fibre {ϕ}.
These components have a simple physical meaning. In
fact, the equality

A ≡ (ϕ, Âϕ) = (−iϕ,−iÂϕ), (22)

signifies that the expected value of an observable Â in
the state ϕ is the projection of the vector −iÂϕ ∈ TϕSL2

on the unit vector −iϕ = −iIϕ ∈ TϕSL2 , tangent to the
fibre {ϕ}. Because

(ϕ, Â2ϕ) = (Âϕ, Âϕ) = (−iÂϕ,−iÂϕ), (23)

the term (ϕ, Â2ϕ) is just the norm of the vector −iÂϕ
squared. The expected value (ϕ, Â⊥ϕ) of the operator

Â⊥ ≡ Â−AI in the state ϕ is zero. Therefore, the vector
−iÂ⊥ϕ = −iÂϕ − (−iAϕ), which is the component of

−iÂϕ orthogonal to −iϕ is orthogonal to the fibre {ϕ}.
Accordingly, the variance

∆A2 = (ϕ, (Â−AI)2ϕ) = (ϕ, Â2
⊥ϕ) = (−iÂ⊥ϕ,−iÂ⊥ϕ)

(24)

is the norm squared of the component −iÂ⊥ϕ. As dis-
cussed, the image of this vector under dπ can be identified
with the vector itself. It follows that the norm of −iÂ⊥ϕ
in the Fubini-Study metric coincides with its norm in
the Riemannian metric on SL2 (and in the original L2-
metric).

Integral curves of the vector field Aϕ = −iÂϕ are so-
lutions to the equation

dϕ

dt
= −iÂϕ (25)

for the state ϕ with the initial condition ϕ|t=0 = ϕ0.

Decomposition of −iÂϕ onto the components parallel
and orthogonal to the fibre yields the equation

dϕ

dt
= −iAϕ+

(
−iÂϕ+ iAϕ

)
= −iAϕ− iÂ⊥ϕ. (26)
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By projecting both sides of this equation by dπ one ob-
tains

d{ϕ}
dt

= −iÂ⊥ϕ. (27)

The left hand side of (27) is the velocity of evolution
of the projection {ϕ} = π(ϕ) in CPL2 . By the above,

the norm of the right hand side is the uncertainty of Â
in the state ϕ:

‖ − iÂ⊥ϕ‖ = ∆A. (28)

In particular, if Â is the Hamiltonian ĥ, then equa-
tion (25) is the Scrödinger equation and the following
result is obtained: The velocity of evolution of state in
the projective space is equal to the uncertainty of energy.
This result was obtained first in Ref.[6] by using different
methods.

Now let’s decompose the acceleration vector d2ϕ
dt2 =

d
dt

(
−iĥϕ

)
= −ĥ2ϕ. Notice first of all that

Re(−iϕ, ĥ2ϕ) = 0, (29)

so that the parallel tangential component of acceleration
of Shrödinger evolution vanishes. This simply means
that the phase component of the velocity (i.e., the ex-
pected value of energy, see above) does not change. In
particular, the tangential component is purely orthogo-
nal. The radial component is given by −(ϕ, ĥ2ϕ)ϕ =

−(−iĥϕ,−iĥϕ)ϕ. Since −iĥϕ is the velocity of evolution,
we recognize in this term the centropidical acceleration

(−v2r
r2 with r = 1).

The tangential component is therefore equal to

−ĥ2ϕ+ (ϕ, ĥ2ϕ)ϕ = −ĥ2
⊥ϕ. (30)

Therefore, the following result is obtained: Acceleration
of the Schroödinger evolution of state in the projective
space is equal to the uncertainty of the square of energy.

COMPONENTS OF VELOCITY OF STATE

Classical and quantum mechanics of a particle are now
formulated within the same Hilbert space framework.
Recall that the space R3 is now identified via the map
ω with the submanifold M3 in H with the induced Eu-
clidean metric. Alternatively, the map ωσ = ρσω identi-
fies R3 with the submanifold Mσ

3 in L2(R3). This later
equivalent realization will be used in this section. Note
that because all normalized Gaussian functions of a given
width σ are obtained from a single one by translations
in x, the field pϕ = −ip̂ϕ for ϕ ∈Mσ

3 is tangent to Mσ
3 .

The goal here is to use the embedding ωσ of R3 into the
space of states together with the vector representation
of observables to study the relation of the Schrödinger
evolution with the classical Newtonian motion.

One standard way to describe this relation is via the
Ehrenfest theorem (the expected value of the Heisenberg
equation of motion):

d

dt
(ϕ, Âϕ) = −i(ϕ, [Â, ĥ]ϕ). (31)

Here Â does not depend on t. For example, for the mo-
mentum operator of a free particle we obtain

dp

dt
= 0. (32)

Recall that p is the phase projection of the vector field
pϕ. The equation (32) simply says that this projection is
time-independent. Note that the orthogonal projection,
i.e. the uncertainty ∆p is also preserved in this case and
this is not captured in (31).

Compare (31) to another equation that follows from
the Schrödinger dynamics:

2

(
dϕ

dt
,−iÂϕ

)
=
(
ϕ, {Â, ĥ}ϕ

)
−
(
ϕ, [Â, ĥ]ϕ

)
. (33)

The Ehrenfest theorem (31) for a time-independent ob-
servable amounts to using the imaginary part of (33),

i.e., the part with the commutator [Â, ĥ]. The left hand
side of (33) is twice the projection of the velocity of state

onto the vector field associated with the observable Â.
The real part of this projection (the term with the anti-

commutator {Â, ĥ}) is twice the projection in the sense
of Riemannian metric (21). This Riemannian projection
will be used here.

Suppose that at t = 0 a microscopic particle is pre-
pared in the state

ϕ0(x) =

(
1

2πσ2

)3/4

e−
(x−x0)2

4σ2 ei
p0(x−x0)

~ , (34)

where σ is the same as in (5) and p0 = mv0 with v0

being the initial group-velocity of the packet. The set of
all initial states ϕ0 given by (34) form a 6-dimensional
embedded submanifold Mσ

3,3 in L2(R3). The map Ω :
R3 × R3 −→Mσ

3,3,

Ω(a,p) =

(
1

2πσ2

)3/4

e−
(x−a)2

4σ2 ei
p(x−a)

~ (35)

is a diffeomorphism from the classical phase space of the
particle onto the manifold Mσ

3,3. For any path ϕ = ϕτ in

L2(R3), ϕ = reiθ, the terms of the derivative

dϕ

dτ
=
dr

dτ
eiθ + i

dθ

dτ
reiθ (36)

are orthogonal in the Riemannian metric:

Re

(
dr

dτ
eiθ, i

dθ

dτ
reiθ

)
= 0. (37)
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In particular, the vectors ∂r
∂xα e

iθ and i ∂θ
∂pβ

reiθ tangent to
the manifold Mσ

3,3 at a point ϕ0 are orthogonal and form
a basis in the tangent space at that point. For any path
ϕτ with values in Mσ

3,3 the norm of velocity vector dϕ
dτ is

given by ∥∥∥∥dϕdτ
∥∥∥∥2

L2

=
1

4σ2

∥∥∥∥dadτ
∥∥∥∥2

R3

+
σ2

~2

∥∥∥∥dpdτ
∥∥∥∥2

R3

. (38)

That is, under a proper choice of units, the map Ω is
an isometry, which identifies the Euclidean phase space
R3 × R3 of the particle with the embedded submanifold
Mσ

3,3 ⊂ L2(R3) furnished with the induced Riemannian
metric. The map Ω is an extension to the phase space
of the isometric embedding ωσ = ρσ ◦ ω of the space R3

considered in the first section.
Suppose that the state (34) evolves according to the

Schrödinger equation with the Hamiltonian ĥ = − ~2

2m∆+

V (x). At any point ϕ0 ∈ Mσ
3,3, the velocity vector dϕ

dt is

tangent to the unit sphere of states SL2 in L2(R3) and
can be decomposed into a sum of components of physical
interest. First of all, by (26)

dϕ

dt
= − i

~
ĥϕ = − i

~
Eϕ− i

~
ĥ⊥ϕ. (39)

So, once again, the component of dϕdt along the vector iϕ is
E
~ and the norm of the orthogonal component

∥∥∥− i
~ ĥ⊥ϕ

∥∥∥
is ∆h

~ .

To decompose the orthogonal component − i
~ ĥ⊥ϕ of

the velocity dϕ
dt , notice that the orthogonal vectors ∂r

∂xα e
iθ

and i ∂θ
∂pβ

reiθ tangent to Mσ
3,3 are also orthogonal to vec-

tor iϕ:

Re

(
iϕ,− ∂r

∂xα
eiθ
)

= 0 for all t (40)

and (
iϕ, i

∂θ

∂pα
ϕ

)
= 0 for t = 0. (41)

Calculation of the projection of the velocity dϕ
dt onto the

unit vector − ∂̂r
∂xα e

iθ (i.e., the classical space component

of dϕ
dt ) for any Hamiltonian ĥ = − ~2

2m∆ + V (x) yields

Re

(
dϕ

dt
,− ∂̂r

∂xα
eiθ

)∣∣∣∣∣
t=0

=

(
dr

dt
,− ∂̂r

∂xα

)∣∣∣∣∣
t=0

=
vα0
2σ
.

(42)
Calculation of the projection of velocity dϕ

dt onto the unit

vector i ∂̂θ∂pαϕ (momentum space component) gives

Re

(
dϕ

dt
, i
∂̂θ

∂pα
ϕ

)∣∣∣∣∣
t=0

=
mwασ

~
, (43)

where

mwα = − ∂V (x)

∂xα

∣∣∣∣
x=x0

(44)

and σ is assumed to be small enough for the linear
approximation for V (x) to be valid within intervals of
length σ.

The velocity dϕ
dt also contains component which is due

to the change in σ (spreading). The inner product(
iϕ, i

dϕ

dσ

)
=

(
ϕ,
dϕ

dσ

)
(45)

vanishes at t = 0, so the vector idϕdσ is also tangent to the
sphere SL2 and orthogonal to the phase circle. It is also
orthogonal to the phase space Mσ

3,3. The component of

the velocity dϕ
dt along this vector is given by

Re

(
dϕ

dt
, i
d̂ϕ

dσ

)∣∣∣∣∣
t=0

=

√
2~

8σ2m
. (46)

Finally, calculation of the norm of dϕ
dt = i

~ ĥϕ at t = 0
gives∥∥∥∥dϕdt

∥∥∥∥2

=
E

2

~2
+

v2
0

4σ2
+
m2w2σ2

~2
+

~2

32σ4m2
, (47)

which is exactly the sum of squares of the found compo-
nents. This, therefore, completes a decomposition of the
velocity of state at any point ϕ0 ∈Mσ

3,3.

Note that for a closed system the norm of dϕdt = i
~ ĥϕ is

preserved in time. For a system in a stationary state, this
amounts to conservation of energy. In fact, in this case
ϕt(x) = ψ(x)e−

iEt
~ , which is a motion along the phase

circle, and ∥∥∥∥dϕdt
∥∥∥∥2

=
E2

~2
. (48)

As discussed in the previous section, for any initial state
the norm of the phase component (expected energy) and
orthogonal component (energy uncertainty) of the veloc-
ity dϕ

dt are both preserved.

The presence of idϕdσ component of the the velocity in
(47) hints that the classical phase space Mσ

3,3 may be
usefully extended to include all positive values of σ. The
induced metric on the resulting manifold Mσ

3,3 × R+ is
then given by the following extension of (38):∥∥∥∥dϕdt

∥∥∥∥2

L2

=
1

4σ2

∥∥∥∥dadt
∥∥∥∥2

R3

+
σ2

~2

∥∥∥∥dpdt
∥∥∥∥2

R3

+
1

2σ2

∣∣∣∣dσdt
∣∣∣∣2 . (49)

With appropriate units, this gives an isometric embed-
ding of the extended phase space R3 × R3 × R+ with
Euclidean metric into L2(R3).
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The ”spreading” component of the velocity admits an
interesting interpretation. Suppose that the width of the
initial state ϕ0 is given by the Compton length ~

mc , which
is a natural limit on the width of state in quantum me-
chanics. From this and (46) and (47) it follows that com-
ponent of velocity of state due to spreading is propor-
tional to the mass m of the particle. So the mass can be
thought of as the speed of motion of state in the direction
of spreading, orthogonal to the phase space Mσ

3,3. The
sum of the last three terms in (47) is equal to the square
of the uncertainty ∆h. If v0 and w vanish, then

∆h = mass term = speed of spreading. (50)

In the linear potential approximation, the first term in
(47) is the square of the term

1

~

(
U +K +

~2

8mσ2

)
, (51)

where U = V (xg) and K =
mv2

g

2 are potential and kinetic
energy of the packet considered as a particle with position

xg = x0 +v0t+ wt2

2 and velocity vg = v0 +wt. The last
term in parentheses in (51) accounts for the difference
in energy of the packets with the same U and K, but
different values of σ. Up to a constant factor this term
equals the component of velocity due to spreading given
by (46). With the unit of length 2σ given by Compton
length and the choice of units that make the metric (49)
for a particle of a given mass Euclidean, this term is equal
to the rest energy mc2 of the particle.

Calculations show that for t > 0 the spatial compo-

nent (42) of velocity of state is given by
vαg
2σt

while the
component (46) due to spreading does not change. Here
vg = v0 + wt is the group velocity and σt, given by

σ2
t = σ2

(
1 +

~2t2

4m2σ4

)
, (52)

is the width of the packet at time t, and it is assumed
that σt is sufficiently small for the linear approximation
of V (x) to be valid. The relationship

d

dt

(
dr

dt
,− ∂̂r

∂xα

)∣∣∣∣∣
t=0

= − 1

m

∂V (x)

∂xα

∣∣∣∣
x=x0

1

2σ
(53)

together with (42) and (43) proves that at any point
ϕ0 ∈Mσ

3,3, the spatial and momentum space components

of dϕdt are related in the same way as their classical coun-
terparts in the phase space. Furthermore, the derived
relationships (42), (43), (46), (47) and (53) remain true
at t = 0 even when the potential V depends on time. In
fact, the only expression that contains time derivatives

of V is the derivative d2r
dt2 in (53). However, the corre-

sponding terms ± i
2r
dV
dt cancel out because of the reality

of d2r
dt2 .

The immediate consequence of these results and the
linear nature of the Schrödinger equation is that un-
der the Schrödinger evolution with the Hamiltonian ĥ =

− ~2

2m∆ + V (x, t), the state constrained to Mσ
3,3 moves

like a point in the phase space representing a particle
in Newtonian dynamics. That is, if at each ϕ0 ∈ Mσ

3,3,

the components of − i
~ ĥϕ0 that are orthogonal to Mσ

3,3

are made to vanish while the tangent components are
preserved, then the state ϕ will move according to clas-
sical physics. So, Newtonian dynamics of a particle is
the dynamics of one-particle quantum system with state
constrained to Mσ

3,3.
On the other hand, there is a unique unitary evolution

(one parameter group of unitary operators) on L2(R3),
which, being restricted to Mσ

3,3, under projections (42),
(43) yields the Newtonian values of velocity and acceler-
ation. In fact, equations (42), (43) for the states ϕ given
by (34) imply the Ehrenfest theorem

2Re

(
dϕ

dt
, x̂ϕ

)
=

(
ϕ,

p̂

m
ϕ

)
(54)

and

2Re

(
dϕ

dt
, p̂ϕ

)
= (ϕ,−∇V (x)ϕ) . (55)

But the set Mσ
3,3 of such vectors ϕ is complete in L2(R3)

and on a complete set the Ehrenfest theorem (54) and
(55) together with the condition of unitarity of evolution
is known to imply the Schrödinger equation. So formulas
(42), (43) on Mσ

3,3 imply the Schrödinger dynamics of the
state of the particle on the space of states.

The analogous results can be derived for systems of n-
classical particles. For instance, consider a system of two
distinguishable particles, described by the usual Hamil-
tonian

ĥ = − ~2

2m1
∆1 −

~2

2m2
∆2 + V (x1,x2), (56)

where the indices 1 and 2 refer to the corresponding par-
ticles. The set of states ϕ1 ⊗ ϕ2, where ϕ1 and ϕ2 for
each particle are of the form (34) is a 12-dimensional em-
bedded submanifold Mσ

6,6 of the Hilbert space L2(R3)⊗
L2(R3) with induced Riemannian metric, isometric to the
classical phase space R6×R6 of the two-particle system.
Vectors(

− ∂r1

∂xk1
ei

p1(x1−a1)
~

)
⊗ ϕ2, i

∂θ1

∂pj1
ϕ1 ⊗ ϕ2 (57)

and

ϕ1 ⊗
(
− ∂r2

∂xk2

)
ei

p2(x2−a2)
~ , ϕ1 ⊗

∂θ2

∂pj2
ϕ2 (58)

are tangent to the phase spaces Mσ
3,3⊗ϕ2 and ϕ1⊗Mσ

3,3

of individual particles. These vectors are orthogonal for
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all values of k, j = 1, 2, 3 and form a basis in the space
tangent to Mσ

6,6.
Suppose now that a two particle quantum system has

initial state in Mσ
6,6 and evolves by the Hamiltonian (56).

Because each operator ∆k acts on just one function in the
tensor product ϕ1 ⊗ ϕ2 and because the inner product
in L2(R3) ⊗ L2(R3) is the product of inner products for
individual particles, it follows that the components of the
velocity vector d

dt (ϕ1 ⊗ ϕ2) in the basis (57), (58) are
given for each particle by their Newtonian values. For
instance,(

dϕ1

dt
⊗ ϕ2,−

∂r1

∂xk1
ei

p1(x1−a1)
~ ⊗ ϕ2

)
=

vk1
2σ1

, (59)

where v1 = p1/m1, etc. It follows that:
Newtonian dynamics is the dynamics of a n-particle
quantum system whose state is constrained to the phase-
space submanifold Mσ

3n,3n of the space L2(R3) ⊗ ... ⊗
L2(R3) of tensor product states ϕ1⊗ ... ⊗ϕn with ϕk of
the form (34).

QUANTUM PROBABILITY AND THE
CLASSICAL NORMAL DISTRIBUTION

If a classical experiment for measuring the position of
a macroscopic particle is performed, the result is gener-
ically a normal probability distribution of the position
variable. Now the classical space R3 is identified with
the submanifold Mσ

3 in the Hilbert space L2 of states
(equivalently, with the submanifold M3 in the space H).
A macroscopic particle is identified with a quantum sys-
tem constrained to the phase space Mσ

3,3. Measuring po-
sition of a macroscopic particle can be then described
in terms of states in SL2 . Because of this, the normal
distribution of position of a macroscopic particle and the
probability of transition between quantum states of a mi-
croscopic particle become related. It will be shown that,
under measurements, macroscopic and microscopic par-
ticles obey the same law. Namely:

The Born rule for a position measurement of a micro-
scopic particle implies the normal probability distribution
of position of a macroscopic particle.

Conversely, suppose that measurements of position of a
macroscopic particle are distributed normally. Suppose
further that the probability P (ϕ,ψ) for a microscopic par-
ticle in an arbitrary state ϕ ∈ L2 to be found under a
measurement in a state ψ depends only on the distance
ρ(π(ϕ), π(ψ)) between the states, in the Fubini-Study
metric on the projective space CPL2 . Then P (ϕ,ψ) =
cos2 ρ(π(ϕ), π(ψ)).

To summarize:

The normal probability distribution of a position ran-
dom variable for a particle in the classical space implies

the Born rule for transitions between arbitrary quantum
states of the particle and vice versa.

To prove this, note that a macroscopic particle is de-
scribed in the classical phase space R3 ×R3 = Mσ

3,3, and
so its state at a given time is given by the function (see
(34)):

ϕa(x) =

(
1

2πσ2

)3/4

e−
(x−a)2

4σ2 ei
p(x−a)

~ (60)

Let δ̃3
a(x) be the modulus |ϕa| and let δ3

a denote the usual
delta-function. By the Born rule, the probability density
f(b) to find the particle at a point b is equal to

f(b) = |ϕa(b)|2 = |(δ̃3
a, δ

3
b)|2 =

(
1

2πσ2

)3/2

e−
(a−b)2

2σ2 ,

(61)
which is the normal distribution function. It follows that
on the elements of Mσ

3 , the Born rule is the rule of normal
distribution.

Conversely, assume the normal probability distribution
of position measurements for macroscopic particles. Here
it will be sufficient to deal with particles at rest. A macro-
scopic particle at rest is represented by the state δ̃3

a(x)
(zero phase) in the classical space R3 = Mσ

3 , which is a
submanifold ofMσ

3,3. It was shown that the Born rule and
the normal distribution law are the same for the states in
Mσ

3,3, in particular, for the states δ̃3
a(x). Therefore, the

normal distribution rule can be also written in the form
of the Born rule

P (δ̃3
a, δ̃

3
b) = |(δ̃3

a, δ̃
3
b)|2, (62)

where P (δ̃3
a, δ̃b

3
) is the probability of transition from the

state δ̃3
a to the state δ̃3

b under a measurement of an ap-
propriate observable. Note that (61) is the probability
density while (62) is the probability of transition. How-

ever, assuming δ̃3
b is sufficiently sharp, the formulas mean

the same thing. In fact, in this case δ3
b in (61) can be re-

placed with δ̃3
b. For this recall that δ̃3

b is unit-normalized
in L2(R3): ∫

|δ̃3
b(x)|2d3x = 1. (63)

Let h be the height δ̃3
b(b) of δ̃3

b and let ∆x be defined by

h2 · (∆x)3 =

∫
|δ̃3

b(x)|2d3x = 1. (64)

Then h = 1
(∆x)3/2

and

|(δ̃3
a, δ

3
b)|2 ≈

∣∣∣∣δ̃3
a(b)

∫
1

(∆x)3/2
d3x

∣∣∣∣2 , (65)

where integration is over the cube of side ∆x centered at
b. As a result,

|(δ̃3
a, δ̃

3
b)|2 ≈

∣∣∣δ̃3
a(b)

∣∣∣2 (∆x)3 = f(b)(∆x)3, (66)
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which relates the probability in (62) to the normal prob-

ability density in (61) and identifies P (δ̃3
a, δ̃

3
b) with the

probability of finding the macroscopic particle near the
point b.

The Born rule (62) can be also written as

P (δ̃3
a, δ̃

3
b) = cos2 ρ(δ̃3

a, δ̃
3
b), (67)

where ρ(δ̃3
a, δ̃

3
b) is the distance between the states δ̃3

a, δ̃
3
b

in the Fubini-Study metric on the projective space π :
SL2 −→ CPL2 . Here π(δ̃3

a) is identified with δ̃3
a, which is

possible because the state is real-valued.

The Fubini-Study distance between the states δ̃3
a, δ̃3

b

takes on all values from 0 to π/2, which is the largest
possible distance between points in CPL2 . By assump-
tion, the probability P (ϕ,ψ) of transition between any
states ϕ and ψ depends only on the Fubini-Study dis-
tance ρ(π(ϕ), π(ψ)) between the states. Given arbitrary

states ϕ,ψ ∈ SL2 , let then δ̃3
a, δ̃3

b be two states in M3
σ ,

such that

ρ(π(ϕ), π(ψ)) = ρ(δ̃3
a, δ̃

3
b). (68)

From the assumed normal probability distribution for the
states δ̃3

a and the assumption that probability of transi-
tion depends only on the Fubini-Study distance between
the states, it then follows that

P (ϕ,ψ) = P (δ̃3
a, δ̃

3
b) = cos2 ρ(δ̃3

a, δ̃
3
b) = cos2 ρ(π(ϕ), π(ψ)),

(69)
which yields the Born rule for arbitrary states. This
proves the claim.

This beautiful result is based on a highly non-trivial
way in which the classical space is embedded into the
Hilbert space of states. Namely, because of the special
properties of the embedding, the ”classical law” (normal
distribution of observation results) becomes a part of the
quantum law, which simply extends the classical law to
superpositions. The extension is unique if the assumption
is made that the probability of transition must only de-
pend on the distance between states in the Fubini-Study
metric.

In more detail, denote the distance between two points
a,b in R3 by ‖a− b‖R3 . Under the embedding of the
classical space into the space of states, the variable a is
represented by the state δ̃3

a. The set of states δ̃3
a form a

submanifold Mσ
3 in the Hilbert spaces of states L2(R3).

The manifoldMσ
3 is ”twisted” in L2(R3), it belongs to the

sphere SL2 and spans all dimensions of L2(R3). Distance
between the states δ̃3

a, δ̃3
b in L2(R3) or in the projective

space CPL2 is not equal to ‖a− b‖R3 . In fact, the for-
mer distance measures length of a geodesic between the
states while the latter is obtained using the same metric
on the space of states, but applied along a geodesic in
the twisted manifold Mσ

3 . In precise terms the relation
between the two distances is given by

e−
(a−b)2

4σ2 = cos2 ρ(δ̃3
a, δ̃

3
b), (70)

where the left hand side is a result of integration in (62).
This equation is what accounts for the relation between
the normal probability distribution and the Born rule.

SUMMARY

The classical space and classical phase space are now
embedded into the space of states of the correspond-
ing quantum system and form a complete set (overcom-
plete basis) in that space. The dynamics of a classi-
cal n-particle mechanical system is identified with the
Schrödinger dynamics constrained to the classical phase
space. Conversely, there is a unique unitary time evo-
lution on the space of states of a quantum system that
yields Newtonian dynamics when constrained to the clas-
sical phase space. The normal distribution law is derived
from the Born rule. Conversely, the Born rule is the only
probability law on the the projective space of states that
is isotropic and yields the normal distribution on a clas-
sical configuration submanifold. These results suggest
that other areas of tension between classical and quan-
tum physics can be now fruitfully explored.
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