
Under review for the collection: Expected Experiences: The Predictive Mind in an Uncertain World. Routledge, 

Tony Cheng, Ryoji Sato, and Jakob Hohwy (Eds.). Please do not cite this version.  

 

 

1 

Title: 

Deep neurophenomenology: An active inference account of some features of conscious 

experience and of their disturbance in major depressive disorder 

 

Authors:  

Maxwell J. D. Ramstead 1,2,3 

Wanja Wiese 4 

Mark Miller 5, 6 

Karl J. Friston 3 

 

Institutions: 

1. Division of Social and Transcultural Psychiatry, Department of Psychiatry, McGill 

University, CA. 

2. Culture, Mind, and Brain Program, McGill University, CA. 

3. Wellcome Trust Centre for Human Neuroimaging, University College London, UK. 

4. Department of Philosophy, Johannes Gutenberg University Mainz, Germany. 

5. Informatics Department, University of Sussex, UK. 

6. Centre for Human Nature, Artificial Intelligence and Neuroscience, University of 

Hokkaido, Japan. 

 

Acknowledgements:  

We are very grateful to Mahault Albarracin, Axel Constant, David Foreman, Laurence 

Kirmayer, Julian Kiverstein, and Michael Lifshitz for helpful comments and discussions that 

were of great assistance in writing this paper. This research was supported by the Social 

Sciences and Humanities Research Council of Canada (MJDR), a Horizon 2020 European 

Union ERC Advanced Grant XSPECT (MM; Ref: DLV-692739), and by a Wellcome Trust 

Principal Research Fellowship (KF; Ref: 088130/Z/09/Z). 

 

Abstract: 

This paper aims to leverage the free-energy principle and active inference to make sense of 

some central facets of the first-person conscious experience of human beings. More precisely, 

we explore two central facets of the first-person conscious experience of human beings via 

the free-energy principle and active inference. We examine how active inference is able to 

account for temporal nestedness of conscious experience and for the concern or care that is 

the main structure of first-person experience according to phenomenological philosophy. We 

investigate the breakdown of these features in depression—and explain some of the core 

aspects of the phenomenology of depression by appealing to the active inference framework. 
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1. Introduction 

 

This paper uses the free-energy principle and active inference to make sense of some central 

facets of the first-person conscious experience of human beings. The most enthusiastic 

proponents of the free-energy principle and active inference claim that these frameworks may 

provide us with a unified theory of the mechanics of mind (Clark 2015; Hohwy 2014). The 

free-energy formulation originated as a principle to account for the function, structure, and 

dynamics of the brain (Friston 2010, 2005); notably, not as a theory of consciousness. 

Formally speaking, the mathematical apparatus of the free-energy formulation provides us 

with a statement of some central properties of any system that exists for an appreciable 

amount of time, and that has a degree of independence from its embedding environment: it is 

a variational principle (c.f., Hamilton's principle of least action), that offers a theory of 

thingness (Friston 2019). Active inference is a process theory derived from the free-energy 

principle that allows us to model the dynamics (i.e., behavior) of systems that obey the free-

energy principle.  

 

The free-energy formulation has been used to model biological phenomena at several spatial 

and temporal scales (Ramstead et al. 2019; Kirchhoff et al. 2018); from micro-scale 

phenomena, such as dendrite formation in nervous tissue (Kiebel and Friston 2011); to meso-

scale phenomena, e.g., morphogenesis—the self-organized patterning of biological systems 

(Kuchling et al. 2020; Friston et al. 2015); all the way to macro-scale processes, such as 

speciation and evolution by natural selection (Campbell 2016), and the group behavior of 

humans—e.g., the enactment of cultural practices premised on shared expectations about 

behavioral conformity and about the salience of stimuli (Ramstead, Veissière, and Kirmayer 

2016; Veissière et al. 2019). 

 

The use of the free-energy principle to explain the features of conscious experience in 

humans has been more limited—notable attempts include (Kiverstein, Miller, and Rietveld 

2020; Kirchhoff and Kiverstein 2019; Wiese 2017; Friston, Wiese, and Hobson 2020). Our 

purpose here will be to attempt just such an exercise. In exploring the manner in which the 

flow of conscious experience and meaning-making is generated by the dynamics of the 

embodied, encultured brain, we aim to pursue the projects of neuro-phenomenology (Petitot 

1999; Ramstead 2015) and neural hermeneutics (Gallagher and Allen 2016; Friston and Frith 

2015). These projects aim to create mutually illuminating cross-fertilization between the 

philosophies of conscious experience and the sciences that study what we call the mind. 

Phenomenological philosophy, broadly speaking, is about the development of insights into 

the “things themselves” through rigorous descriptions of first-person phenomenological 

experience (Husserl 2012; Heidegger 2010). Hermeneutic philosophy descends from 

phenomenological philosophy, and concerns the phenomenon of interpretation, namely, how 

humans come to understand and interpret each other and their shared historical world 

(Gadamer 2003).  
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Neuro-phenomenology is the project to provide a naturalistic explanation of first-person 

conscious experience by appealing to the workings of mechanisms in the brain, and also the 

body and culture (Petitot 1999; Ramstead 2015). Neural hermeneutics, similarly, aims to 

provide a naturalistic explanation of the human capacity to understand other humans, to 

interpret their utterances and behaviors as reflective of their person, and to arrive at a mutual 

understanding, by appealing to advances in neurosciences and other sciences of the mind 

(Gallagher and Allen 2016; Friston and Frith 2015).  

 

Our contribution to the ongoing discussions—regarding the use of active inference to model 

consciousness—will be to show that two aspects of first-person experience, which otherwise 

might seem quite mysterious, can be explained by appealing to a deeply structured generative 

model under active inference. The aspects of conscious experience that we will explore are, at 

least arguably, some of the most central aspects of human consciousness, that make it 

properly human consciousness. 

 

First, our conscious experience seems to have a nested temporal structure (Husserl 1991; 

Wiese 2017). That is, our conscious experience spans several temporal scales. The flow of 

our conscious experience seems to integrate events that span several different timescales. Our 

experience of the present moment is temporally thick; with the past still ‘living’, as if in part 

retained, in the experience of the present moment, and the future already preempted 

(Edelman, 2001). Second, the global structure of our experience seems to be concern or care 

(Heidegger 2010; Kiverstein, Miller, and Rietveld 2020). Phenomenological philosophy 

suggests that the global structure of conscious experience is summarized in concern or care 

(in German, Sorge). This means that our conscious experience is directed towards, and 

motivated by, events and things in our world, which have meaning and significance to us. 

Things do not leave us unaffected, but rather, we are concerned with, and compelled by, the 

events and entities that our consciousness discloses. Moreover, our conscious experience 

seems to be deeply structured by our experience of other humans. That is, our experience is 

one of concern for other humans and for ourselves, and our experience is always at least 

implicitly filtered through the lens of other minds (Veissière et al. 2019; Constant et al. 2019; 

Ramstead, Veissière, and Kirmayer 2016). These two features of experience, its nested 

temporal structure and its deep connection to care, will be our explanatory target in this 

paper. We will see that both features of conscious experience follow naturally from active 

inference, premised on the right kind of deeply structured generative model. 

 

The structure of the remainder of this paper is as follows. In the next two sections, we review 

the free-energy principle and the active inference formulation, with a special focus on the 

generative models that figure in this account. In the fourth section, we review how this 

approach can shed light on the temporally nested structure of human experience. In the fifth 

section, we consider care and concern, as well as the manner in which concern and care are 

realized in active inference. We use active inference to shed new light on the phenomenon of 

empathy, on the effects of social embedding on lived experience. In the final two sections, we 

consider the breakdown of the normal sense of intersubjective agency and layered conscious 

https://paperpile.com/c/vM1kKh/8Hd1+CtYh
https://paperpile.com/c/vM1kKh/Ys36+69Vd
https://paperpile.com/c/vM1kKh/DKf8+CPSV
https://paperpile.com/c/vM1kKh/DKf8+CPSV
https://paperpile.com/c/vM1kKh/W6cm+hW6d
https://paperpile.com/c/vM1kKh/UYfq+esAh+yoh7
https://paperpile.com/c/vM1kKh/UYfq+esAh+yoh7


Under review for the collection: Expected Experiences: The Predictive Mind in an Uncertain World. Routledge, 

Tony Cheng, Ryoji Sato, and Jakob Hohwy (Eds.). Please do not cite this version.  

 

 

4 

experience in depression, which lead to a loss of concern for things in the world and a loss of 

embeddedness in a shared social world.  

 

 

2. An introduction to the free-energy principle and active inference 

 

2.1. The free-energy principle: A theory of thingness  

 

The free-energy principle originated as a theory of the brain (Friston 2010), but formally 

speaking, it is better understood as a mathematical framework allowing us to study and model 

systems that exist over some appreciable timescales (Friston 2019; Ramstead, Friston, and 

Hipólito 2020; Friston, Wiese, and Hobson 2020). For a system to exist, in this sense, means 

that it is able to persist as a system, maintaining its structure and internal organization over 

some relevant timespan and revisiting the neighborhood of the some characteristic states 

again and again (Ramstead, Badcock, and Friston 2018). More technically, the free-energy 

principle tells us about the properties that must be true of any system that is endowed with a 

degree of conditional independence from its embedding environment and that exists, in the 

sense of having and occupying characteristic states, which make it ‘the kind of thing that it is’ 

(Ramstead et al. 2018; Ramstead, Kirchhoff, and Friston 2019).  

 

Under the free-energy principle, these conditions—the existence of a boundary between a 

particular system and its environment, and the presence of a set of attracting (i.e., 

characteristic) states—are formalized using the constructs of Markov blankets, 

nonequilibrium steady states, and generative models (Ramstead, Kirchhoff, and Friston 

2019).  

 

A Markov blanket is a partition that is introduced in a system of interest, to separate the states 

that make that thing the particular kind of thing that it is (the so-called “particular” states of a 

system) from the “external” states that it is not (Friston 2013, 2019). Technically, we 

individuate a system of interest, using the Markov blanket formalism to separate the states 

that are internal to the system of interest from the background of states that constitute its 

embedding environment (Constant et al. 2018; Ramstead et al. 2018). This is accomplished 

by defining a third set of states that mediate the vicarious influence between internal and 

external states. This new set of states is known as a Markov blanket. The Markov blanket is 

constructed such that internal and external states are rendered conditionally independent of 

one another, given blanket states (Kirchhoff et al. 2018). The presence of a Markov blanket 

does not isolate the system from its environment; the partition merely introduces the structure 

of dependencies that mediate the causal effects of the environment on the organism—and 

vice versa (Ramstead et al. 2019). This construct implements formally the idea that a system, 

to exist, must be endowed with a degree of separation from its environment.  

 

The idea—that for a system to exist just means that it revisits the states that characterize that 

system—is implemented using the constructs of nonequilibrium steady states that underwrite 
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the physics of self-organisation (Ramstead, Kirchhoff, and Friston 2019; Ramstead, Friston, 

and Hipólito 2020; Friston, Parr, and de Vries 2017). Statistically, the fact that a class of 

systems revisits the same set of states again and again means that such systems resist a 

tendency towards entropic decay, which is dictated by the fluctuation theorems that 

generalize the second law of thermodynamics (Esposito et al., 2009; Parrondo et al., 2015; 

Seifert, 2012). For living systems, to find oneself in thermodynamic equilibrium with one’s 

environment is death—or at least decay and dissipation. Living systems exist far from 

equilibrium, in that their dynamics do not consume the gradients that generate them. 

Technically speaking, this is because their dynamics do not have something called detailed 

balance, which characterizes thermodynamic equilibrium and dissolves the arrow of time. 

Living systems locally resist entropic decay by disorganizing their environments, such as to 

create energy and matter flows that sustain their own organization and structure—so long as 

they remain alive (England, 2015; Friston et al., 2015; Maturana and Varela, 1980). In other 

words, living things do not violate the second law of thermodynamics by existing, but rather 

conform to it exceptionally well because they create more entropy than would otherwise 

exist, through their activities and metabolism (Parr, Da Costa, and Friston 2020)(Jeffery et 

al., 2019). This global entropy production allows them to maintain themselves locally at a 

low entropy.  

 

This basic fact about the existence of living systems can be described probabilistically using 

the constructs of nonequilibrium steady state density, which plays the role of a probabilistic 

generative model (Ramstead, Kirchhoff, and Friston 2019; Ramstead, Friston, and Hipólito 

2020; Friston 2019; Friston, Wiese, and Hobson 2020). If we write down a joint probability 

distribution (or, for continuous state spaces, a probability density) over all the states of a 

system at nonequilibrium steady-state, then the states that are characteristic of the system will 

be occupied with a high probability, and the remaining, uncharacteristic states will be 

frequented with a low probability. When such a joint probability density underwrites the self-

organization of a system, such that its dynamics (premised on this model) allow it to remain 

in the states associated with high probability, we say that the system is endowed with a 

nonequilibrium steady state density, and refer to the set of frequented states as attracting 

states: i.e., the set of states that the system will find itself in, on average and over time 

(Friston 2019).  

 

In dynamical systems theory, the attracting set constitutes a manifold for the flow of the 

system. This means that the time evolution of states will be such that the trajectory of states is 

constrained to evolve on the surface of the manifold, which specifies all allowable 

combinations of states that are compatible with the existence of a system. Alternatively, this 

same density can be viewed as a description of what the system will be like when sampled at 

random. The key move behind the free energy principle is to appreciate that the internal states 

of a system move on the same manifold as the external states and can therefore be interpreted 

as a statistical image of the external states. This introduces another manifold, namely, a 

statistical manifold where the internal states represent probability distributions over external 

states. If we call these probability distributions Bayesian beliefs, it will look as if internal 
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states are engaged in Bayesian belief updating. Put simply, this means the internal states can 

either be regarded as flowing on the manifold of their attracting states or, crucially, updating 

their Bayesian beliefs about external states under some probabilistic model of external states 

(Friston, Wiese, and Hobson 2020). This model is the generative model above and is just the 

nonequilibrium steady-state density. In the next section, we will see how these constructs are 

used to derive the dynamics or behavior of agents. But first, there are a few more things to 

say about the free-energy principle 

 

2.2. The free-energy principle as a formal semantics  

 

The free-energy principle is a statement of the necessary connections between statistical 

physics and the Bayesian belief updating. The systems just described under the free-energy 

formulation have a dual aspect (Friston, Wiese, and Hobson 2020; Ramstead, Friston, and 

Hipólito 2020). On the one hand, these systems have a physical structure, subject to 

thermodynamic and other energetic constraints: they are composed of physically real states, 

states that exist in the sense that they can be assigned a position in spacetime. On the other 

hand, because internal and external states are coupled via the blanket states they must also be 

the case that the internal states constitute Bayesian beliefs about the external influences on 

blanket states (e.g., sensory observations), and of blanket states (e.g., action). In short, 

(parameters of) Bayesian beliefs about external states are encoded by the physical states that 

constitute the interior of the system. The free-energy principle then goes on to furnish an 

explanation of the intentionality of living systems, that is, the fact that their behavior seems to 

aim at states of affairs in the world. Under the free-energy principle, this is unpacked as the 

ability to act as a function of (Bayesian) beliefs about what might have caused sensory states 

(Ramstead, Friston, and Hipólito 2020).  

 

In sum, when a system possesses a Markov blanket—and is implicitly at nonequilibrium 

steady state—the internal states of a system that are shielded by the Markov blanket will 

come to encode the parameters of probability densities defined over external states (Friston 

2019). Formally speaking, the free-energy principle says that if a system has a Markov 

blanket, then the system can be described as if it had Bayesian beliefs about the external 

world.  

 

In statistics, a joint probability density over the external states and particular (blanket and 

internal) states is known as a generative model. It is called a generative model because 

knowing the full joint distribution allows us to generate consequences from causes; here, 

blanket states from external states or sensations from states of affairs in the environment. 

This means that we can interpret the internal dynamics as a gradient flow on a free energy 

functional of blanket states and a generative model of how those states were caused. 

Crucially, the generative model is also defined over fictive external states (i.e. random 

variables) that the system ‘believes’ causes its sensory states. This means that the free-energy 

principle allows us to systematically assign mental or semantic contents to physical states of a 

system: it is a formal theory of semantics (Ramstead, Friston, and Hipólito 2020).  
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3. Nested generative models  

 

3.1. The basics of generative modelling: state and precision estimation 

 

In this section, we analyze in some detail the generative models that underwrite active 

inference. The joint probability density that we associate with the system’s most frequented 

states can be factorized into a product of prior probabilities and likelihoods. When they are 

decomposed in this way, the densities in question can be written as graphical generative 

models, which capture the dependencies that are entailed by the factorization  (Friston, Parr, 

and de Vries 2017). Basically, the generative model can be factorized to highlight the 

dependencies between (hidden and observable) states. See Figure 1 and Figure 2.  

 

 
 

Figure 1. A generative model for (precision weighted) perception. Minimizing free energy corresponds to 

maximizing the evidence for a generative model. This is also known as model inversion: namely, estimating a 

posterior probability density over some (external) states of interest, given some data (o), prior beliefs about 

states (D), and a likelihood mapping from states to data. The likelihood mapping A is itself parameterized by a 

precision term, γ, which quantifies the degree of reliability associated with that mapping. From (Smith et al. 

2020), based on a template from (Hesp et al. 2019).  

 

The simplest generative models include probabilistic beliefs about states (denoted s), data or 

observations (denoted o), and how they are related. Generative models for discrete states 

comprise a likelihood mapping (denoted A), which encodes a conditional probability 

distribution or density over the data expected, given hidden states; and a set of prior beliefs 

about the baseline rate of occurrence of states (denoted D). Here, s denotes the (external) 

state that the system is trying to infer, as the most probable cause of its sensory states. The 
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(parameters of the) belief about external states are encoded by the internal states of the 

system. Equipped with such a model, a system can infer the most probable state of the world, 

given its sensory data, from its prior beliefs about the base rates of hidden causes.  

 

A crucial part of the story on offer is that the system is trying not only trying to infer the 

causes of its data, but also to infer the reliability of the signals that it must process. The 

construct of precision quantifies this belief about the reliability of signals. Mathematically, 

the precision of some signal is the inverse variance of a signal: the larger the variance around 

the mean, the less precise the signal. In the simple generative model just described, the 

likelihood matrix, A, is augmented is a precision term, γ. Crucially, in the generative models 

often used in simulating active inference, these precisions are themselves states of the system 

that must be inferred, based on other prior beliefs and sensory data.  

 

The majority of recent work on interception in active inference has focused on how affective 

states arise from inferences about states of the body and about the precision associated with 

these inferences (Barrett 2017; Barrett and Simmons 2015; Seth 2013; Seth and Friston 

2016). Self-evidencing means that the agent can use their Bayesian beliefs as the basis for 

predictions about afferent signals generated internally by their body. Mismatches between the 

signals predicted by the generative model and the actual sensory states can be life 

threatening, and so actively drive corrections aiming to minimize this discrepancy in the form 

of autonomic reflexes and allostatic behaviors. Returning to homeostatic setpoints is nothing 

more than the active minimization of precision weighted prediction errors (i.e. surprisal or 

free energy).  

 

A series of recent papers has proposed a new view of the role that affective life plays in 

active inference (Kiverstein, Miller, and Rietveld 2019; Miller, Kiverstein, and Rietveld 

2020; Kiverstein, Miller, and Rietveld 2020; Hesp et al. 2019). In particular, bodily feelings 

play an important (yet still largely underappreciated) role in updating precision expectations 

on action policies. Precision, as indicated above, refers to the reliability or salience of brain-

bound signals, e.g., the reliability of a prediction or a prediction error. The higher the 

precision, the greater the impact the associated signal (e.g., prediction errors) will have on 

processing within the system. Higher precision on sensory signals leads to those signals 

biasing the system in certain ways, while lower sensory precision means that higher-level 

predictions—based upon prior beliefs—play a predominant role in determining the 

experience outcome (Friston, Schwartenbeck, et al. 2014). Precision estimation, and the 

weighting of signals on the basis of inferred precision (aka precision weighting), thus allows 

the predictive system to make the most of the information it has available to it—selectively 

amplifying those signals that it has learned have a higher probability of leading to valuable 

outcomes. An important twist here is that predicting precision requires a generative model 

with states that cause changes in precision.  

 

The premise here is that these states are quintessentially affective. In other words, they 

represent hypotheses that best explain evidence for changes in the reliability of sensory 

https://paperpile.com/c/vM1kKh/CAJm+kPCH+iAkk+9Juu
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impressions; especially in the interoceptive domain. Put simply, ‘I am anxious’ is the most 

parsimonious explanation for—and cause of—certain patterns of interoceptive signals of 

physiological arousal. This suggests that only higher forms of life may have sufficiently deep 

or elaborated generative models to support this kind of affective or emotional inference. In 

short, to ‘feel’ is to infer the precision of your Bayesian beliefs. In psychology, this is often 

cast in terms of sensory attention and attenuation (Clark, 2013; Limanowski, 2017; Seth and 

Friston, 2016) 

 

3.2. Deep generative models and policy selection 

 

The basic generative model presented in section 3.1. does not allow the agent to do very 

much. An agent that is endowed with such a model is able to infer the most probably causes 

of its sensory states from moment to moment, but it cannot project its inferences into the 

future. Indeed, an agent so endowed does not do anything at all since the model with which it 

is equipped does not infer its actions. To act upon the world, the generative model has to be 

able to generate the consequences of action that immediately bring something crucial to the 

table; namely, a model of states in the future. 

  

Generative models can be augmented with temporal depth, which is necessary for the agent 

to perform counterfactually deep inference and for it to act. In machine learning, this is 

known as planning as inference (Attias, 2003; Botvinick and Toussaint, 2012; Kaplan and 

Friston, 2018; Maisto et al., 2015). A deep generative model entertains beliefs about how 

states evolve over time, and how those evolving states relate to sensory outcomes. More 

precisely, a temporally deep generative model contains beliefs about the way that states are 

propagated through time independently of how they are sampled, as well as counterfactual 

beliefs about the observations that the agent would make, conditioned on these (beliefs about) 

state transitions under different policies or plans. Thus, we augment the simple generative 

model with beliefs about state transitions (a B matrix), which embody beliefs about which 

states typically follow others.  
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Figure 2. A deep generative model of action. Generative models can be augmented to infer the most likely plan 

or policy in play and thereby select context sensitive and characteristic actions. To do so, we first equip the 

generative model with beliefs about state transitions (denoted by B). A policy is a sequence of beliefs about state 

transitions; the agent believes that what it must be doing (i.e., the policy it is pursuing) is pursuing the policy 

associated with the least expected free-energy. The ensuing selection arbitrates between two influences: first, 

that of expected free-energy, G, itself dependent on a prior preference for certain kinds of outcomes (encoded in 

the C matrix); and second, that of a prior over policies, denoted E, which encodes habits or the cumulative 

effects of culture. From (Smith et al. 2020), based on a template from (Hesp et al. 2019). For cultural learning 

and the learning of priors over policies, see (Constant et al. 2019; Veissière et al. 2019).  

 

In the case that the generative model leverages beliefs about state transitions (i.e., when we 

have a deep generative model), it can be further augmented to enable the selection of actions. 

In active inference, action selection is implemented by inferring the most likely policy, cast 

as a sequence of state transitions. In other words, the things that would happen if ‘I pursued 

this course of action’. These policies, denoted π, entail a Bayesian belief about a sequence of 

state transitions (i.e., a vector of indices for B matrices). Generally, in active inference, one 

specifies a target data distribution, denoted C, which encodes preferred outcomes that the 

system will realize through action. These prior preferences effectively encode the 

nonequilibrium steady-state distribution above and underwrite a certain kind of self-

evidencing that is goal pointing and quintessentially enactive. Policy selection is thus driven 

in real time by sensory feedback that is predicated on Bayesian beliefs about a future that has 

yet to be realized.  

 

https://paperpile.com/c/vM1kKh/3HSe
https://paperpile.com/c/vM1kKh/AoME
https://paperpile.com/c/vM1kKh/esAh+UYfq
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At each timestep, the discrepancy between the sensory data being registered and the sensory 

data that was expected under the generative is computed. This discrepancy is known as 

variational free-energy or, equivalently under some simplifying (Gaussian) assumptions 

about noise, prediction error. In active inference, the policy that is selected is the one 

associated with the least amount of free-energy expected in the future. The expected free-

energy under each policy is denoted by G.  

 

Expected free-energy can be used to quantify the affordance of a given policy; i.e., how much 

the agent is compelled, in the moment, to act on the possibilities offered by that policy (Parr 

and Friston 2017; Ramstead et al. 2018). This use of the term ‘affordance’ is related (albeit a 

bit loosely) to the use of affordance in neurobiology, where it is used to quantify the amount 

of information available to guide action that is directly readable from sensory surfaces 

(Gibson 1979) or to name a relational property that holds between the embodied skills of an 

agent and relevant features of its ecological niche (Chemero 2009). Thus, predictive 

organisms select which courses of action to pursue on the basis of the predicted sensory 

consequences of those actions (i.e., they select courses of action that they believe will bring 

them closer to their preferred sensory states or maximize information gain, if the affordance 

is predominantly epistemic). Selecting actions in this way maximizes the probability that the 

organism will come to occupy the sensory states they believe they occupy—and do so in an 

informed way. 

 

Finally, we can associate a precision with the expected free-energy itself. This precision is, in 

a nutshell, a measure of confidence about what to do next: it tells us how well the system 

believes that it is navigating the world. Heuristically, if every option generates a lot of 

expected free energy, then there is no clear way forward and the agent loses confidence in its 

beliefs about what it is doing. The update term for this precision can be thought of as 

reflecting the difference between the expected free energy and the free energy actually 

encountered. It has been hypothesized that these update dynamics relate to felt emotional 

valence: when more free-energy is generated than expected, this is evidence that the system is 

doing poorly; and vice-versa. We pursue this in the next section. 

 

3.3. Hierarchical generative models and affective inference  

 

Crucial to our purposes here is that, in addition to being endowed with temporal depth, the 

generative models can have a hierarchical or layered structure. With the above apparatus in 

play, new hierarchical levels of the generative model can be defined, which endow the agent 

with the ability to make inference about its own inferences. In a hierarchical model, higher 

levels of the model take as their input the state and precision estimations ongoing at the lower 

level, and use them as evidence for further inference in conjunction with the prior beliefs held 

at that level. More precisely, in such a scheme, a new level of state inference arises, which 

takes as its data the posterior state and precision estimates at the lower level. In this scheme, 

lower-level states and precisions are linked to higher-level states through a superordinate 

likelihood mapping, A: formally, the posterior state and precision estimates are treated as 

https://paperpile.com/c/vM1kKh/yT9Y+fEOO
https://paperpile.com/c/vM1kKh/yT9Y+fEOO
https://paperpile.com/c/vM1kKh/IrdJ
https://paperpile.com/c/vM1kKh/6J3h
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internal observations, on the basis of which inferences about those subordinate-level 

inferences can be made. Each additional layer of the model thus encodes successively slower 

regularities that span successively larger spatial scales.  

 

 
 

Figure 3. A hierarchical model of self-evaluation. In active inference, superordinate levels of the generative 

model can be induced, which take state and precision estimations at the subordinate levels as data for further 

inference. From (Smith et al. 2020), based on a template from (Hesp et al. 2019). 
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Figure 4. Precision and landscapes of affordance. This schematic illustrates the important role of a particular 

precision, 𝛾𝜋; namely, the precision afforded prior beliefs about policies based upon expected free energy: 

�̃� = σ(𝐸𝜋 + 𝐹𝜋 + 𝛾𝜋 ∙ 𝐺𝜋). As the precision falls, the affordance of each policy shrinks, and the landscape of 

affordances is flattened. This means that there is a loss of confidence in which particular policy to pursue. This 

flattening of the landscape of affordances (i.e., profile of expected free energy G) plays an important role in 

what follows.  

 

 

In recent work, affective inference has been modeled using the above hierarchical scheme 

(Hesp et al. 2019). In this hierarchical model, posterior state and precision estimates at a first 

hierarchical level are fed to a superordinate level of the model. In this work, affective states 

are higher-order states that are inferred as the causes of lower-level inference. Affective states 

harness an agent’s beliefs about emotional valence, i.e., how it feels about what it is doing. 

These states act as a domain general controller, which tracks and assigns precision 

estimations, relative to the performance of selected action policies (Hesp et al. 2019). This 

pre-reflective, second-order information reflects an agent’s perceived fitness (i.e., how well it 

is doing) and allows the agent to infer how apt its plans are, given its concerns, skills and the 

demands of the present context.  

 

Of particular relevance for this kind of hierarchical inference is the precision of beliefs about 

policies based upon expected free-energy, G at the lower level, which the superordinate level 

takes as evidence to infer ‘how well I am doing’. Essential to optimizing precision 

expectations is a sensitivity to the rate at which free energy is reduced over time, relative to 

expectations about the rate at which error is generated (Joffily and Coricelli 2013). Affective 

inference captures this idea using the construct of affective charge, which is the difference 

between the expected free-energy following some course of action and the free-energy that 

was actually generated (Hesp et al. 2019). Heuristically, if the rate of free energy reduction is 

https://paperpile.com/c/vM1kKh/AoME
https://paperpile.com/c/vM1kKh/AoME
https://paperpile.com/c/vM1kKh/rhA9
https://paperpile.com/c/vM1kKh/AoME
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higher than expected, then this is evidence that ‘I am doing well (better, in fact, that I had 

anticipated)’. In contrast, if free energy falls at a rate lower than expected, this indicates that 

the system’s predictions are failing to lead to the expected outcomes, and so precision 

assigned to the free-energy itself is decreased.   

 

It has been suggested that these anticipative precision dynamics are registered by the 

organism as embodied feelings (Joffily and Coricelli 2013; Van de Cruys 2017; Kiverstein, 

Miller, and Rietveld 2019; Wilkinson et al. 2019; Hesp et al. 2019). Building on these 

proposals, it has been suggested that higher-order affective inference—based on anticipative 

precision dynamics—corresponds to felt emotional valence (Hesp et al. 2019). Positively and 

negatively valenced bodily feelings, then, reflect better-than- (and worse-than-) expected free 

energy reduction (respectively). Think, for example, of the frustration and agitation that 

commuters feel when their train is late, even by only a few minutes. These negative feelings 

are, on the one hand, an explanation for the loss of precise plans at a lower level of 

hierarchical processing. On the other hand, this can be viewed as the higher-level recognizing 

the state of angst induced by uncertainty and a failure to resolve free energy. The ensuing 

angst properly entertains alternative policies that, a priori, may not have been considered—

they may provoke the agent to check the transit authority for delays, or find an alternative 

(more reliable) means of transport such as a taxi.  

 

Another way of saying this is that positive and negative feelings are a reflection of the quality 

of the engagement between the organism and its environment; c.f. (Polani 2009). Valenced 

feelings are, then, an embodied part of the valuation process, acting as a barometer that 

continually informs the agent how it is faring in its predictive engagements (Barrett 2006). 

Predictive systems like us evolved to make use of this embodied information about how well 

they are doing in reducing free energy to adjust the precision of inferred policies.  

 

3.4. Nested systems of systems  

 

The scope of the free-energy principle does not stop at the boundary of the skull. The 

formalism that underwrites the free-energy principle applies recursively to all components of 

the system (Ramstead, Badcock, and Friston 2018; Ramstead et al. 2018; Friston 2019). After 

all, in most systems of interest, the components of a system are also systems; in the sense 

outlined above or having a degree of separation from the superordinate system in which they 

are embedded.   

 

Using the formalism of nested Markov blankets, one can model the dynamics of multiscale 

systems. The idea is to define the system of interest as a stack of nested systems, with faster 

and smaller component systems integrated into larger and faster wholes as we ascend a nested 

hierarchy of spatial and temporal scales (Friston et al. 2015; Kuchling et al. 2020). For 

example, the human heart is composed of fast electrochemical interactions among human 

heart cells. More precisely, the interactions between heart cells are the basis from which we 

https://paperpile.com/c/vM1kKh/rhA9+VUia+RC8J+EW2C+AoME
https://paperpile.com/c/vM1kKh/rhA9+VUia+RC8J+EW2C+AoME
https://paperpile.com/c/vM1kKh/AoME
https://paperpile.com/c/vM1kKh/opOj
https://paperpile.com/c/vM1kKh/bIOb
https://paperpile.com/c/vM1kKh/XI71+fEOO+47Df
https://paperpile.com/c/vM1kKh/nYvS+equY
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can define heart tissues, as a collection of slower, coordinated interactions among cells; and 

we can then define the heart itself as a slower coordinated beating organ; and so on.  

 

Technically, the way this works is that a higher-level pattern becomes achievable for some 

component parts because they all share the same generative model (Friston et al. 2015; 

Kuchling et al. 2020). Recall that, in this context, the generative model harnesses beliefs 

about the typical sensory consequences of states in the world, and especially the sensory 

consequences of different courses of action. If a group of agents share a generative model, 

then they share the same beliefs about what must be causing their observations. Agents 

sharing a generative model will thus tend to interpret the causes of their sensory states in 

shared ways (singing from the same hymn sheet), with the net effect that all partners are able 

to settle into a mutually reinforcing steady state at the superordinate level.  

 

A recent trend in active inference modeling is its application to social and cultural dynamics, 

especially in humans (Ramstead, Veissière, and Kirmayer 2016; Veissière et al. 2019; 

Kirmayer and Ramstead 2017; Constant et al. 2019; Vasil et al. 2020). This line of work 

leverages the idea that human sociality is premised on human agents’ sharing of the same, or 

of a sufficiently similar, generative model, which allows agents to achieve a target social or 

cultural configuration (e.g., the enactment of a specific cultural practice) at the superordinate 

group level. In humans, this is especially important, especially in relation to self-evidencing, 

as we have discussed above. Indeed, for humans, most of the priors in our generative models 

are about other humans. The beliefs that we have about state transitions mostly concern the 

states of other humans (and our interaction with them); and we assess the situations with 

which we engage daily “through the minds of” other humans (Veissière et al. 2019; 

Ramstead, Veissière, and Kirmayer 2016). That is, we see the world the way that we expect 

others would see it.  

 

Thus, the central aspects of the generative models of humans concerns how we live with 

others in a shared prosocial world, and in a shared prosocial predicament. We shall see below 

that a breakdown in this embeddedness leads to distressing and sometimes bizarre 

phenomenology of, e.g., major depression. This completes our review of the free-energy 

principle and active inference. We turn now to our application of this framework to model 

aspects of human consciousness.  

 

 

4. Active inference and the nested temporal structure of consciousness 

 

Time consciousness has many interesting and puzzling aspects; see (Dorato and Wittmann 

2020; Phillips 2017; Dainton 2018; Le Poidevin 2019; Arstila and Lloyd 2014). Here, we will 

focus on the experience of continuity on long timescales. In order to bring out clearly what 

we mean by that, we will first differentiate it from other types of experienced continuity.  

 

Continuity can be experienced at different timescales (E. Pöppel 1997; Wiese 2017; Piper 

https://paperpile.com/c/vM1kKh/nYvS+equY
https://paperpile.com/c/vM1kKh/nYvS+equY
https://paperpile.com/c/vM1kKh/yoh7+UYfq+Fbe4+esAh+4BHb
https://paperpile.com/c/vM1kKh/yoh7+UYfq+Fbe4+esAh+4BHb
https://paperpile.com/c/vM1kKh/UYfq+yoh7
https://paperpile.com/c/vM1kKh/UYfq+yoh7
https://paperpile.com/c/vM1kKh/2csO+AZnM+mn5u+MeH8+8LdG
https://paperpile.com/c/vM1kKh/2csO+AZnM+mn5u+MeH8+8LdG
https://paperpile.com/c/vM1kKh/J9uv+CPSV+dH75
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2019). Among the simplest forms are visually perceived motion and aurally perceived music. 

In motion perception, we do not just see an object at one place and then at another place. We 

perceive an object as moving from one place to another (Phillips 2011; Hoerl 2015). That is, 

if the object is moving continuously, we typically experience the object as moving 

continuously. Contrast this with the experience of two stimuli briefly flashed on different 

parts of a screen, with a separation of about a second. The first stimulus will not be 

experienced as moving from one place to another. It will be experienced as appearing and 

disappearing. The appearance of the second stimulus will be experienced as a distinct event, 

disconnected from the first. 

 

Still, there is a sense in which continuity can be experienced even for events that are 

experienced as distinct. Insofar as the events are parts of a single, continuous stream of 

consciousness, there may be an experienced continuity for objects that are experienced as 

non-simultaneous and non-identical (Dainton 2006). This can more clearly be illustrated by 

the example of music perception (Phillips 2010). 

 

When a sequence of notes unfolds continuously (say, notes played legato by a single 

instrument), we typically also experience each note continuously flowing into the next. On 

very short timescales, on the order of tens of milliseconds, the continuity is so strong that we 

hardly experience any temporal parts (Phillips 2011). Conceptually, we may of course be able 

to distinguish the order of events, but even events that are experienced as non-simultaneous 

and ordered (first event A, then B), can be experienced as occurring now. Furthermore, even 

if notes are not experienced as “flowing into each other” (say, notes played staccato by a 

single instrument), there can be an experienced continuity to the extent that the notes are 

experienced as parts of a single temporal Gestalt (Winkler, Denham, and Nelken 2009; 

Denham and Winkler. 2015; Green 2019). One way to analyze the subtle differences between 

different types of continuity is to consider the nested hierarchical structure of conscious 

experiences (Wiese 2017; Piper 2019). We experience events at different timescales, and 

these “elementary time experiences” (E. Pöppel 1978) or “temporal windows” (Ernst Pöppel 

2009), are often related by part-whole relations (Wiese 2017). At each time window, there 

can be experienced connections between objects and events, and the larger the window, the 

weaker the experienced connection tends to be. 

 

There is a strong experienced continuity between objects that are tracked over brief time 

intervals (on the order of tens of milliseconds), and this becomes most obvious when the 

objects are changing, but still experienced as identical, e.g., in apparent motion, see (Herzog 

and Ogmen 2014). Events that are temporally separated by a few hundred milliseconds, and 

are experienced as distinct, can still be experienced as connected, to the extent that they are 

all experienced as occurring now, which becomes manifest, e.g., in temporal illusions 

involving postdictive effects; see (Stiles et al. 2018; Herzog, Drissi-Daoudi, and Doerig 

2020). 

 

This phenomenon, that what we experience as happening right now covers not just an instant, 

https://paperpile.com/c/vM1kKh/J9uv+CPSV+dH75
https://paperpile.com/c/vM1kKh/1sA6+yB9R
https://paperpile.com/c/vM1kKh/MoL8
https://paperpile.com/c/vM1kKh/dmIB
https://paperpile.com/c/vM1kKh/1sA6
https://paperpile.com/c/vM1kKh/uuyi+5tg7+JKAJ
https://paperpile.com/c/vM1kKh/uuyi+5tg7+JKAJ
https://paperpile.com/c/vM1kKh/CPSV+dH75
https://paperpile.com/c/vM1kKh/bKlG
https://paperpile.com/c/vM1kKh/edei
https://paperpile.com/c/vM1kKh/edei
https://paperpile.com/c/vM1kKh/CPSV
https://paperpile.com/c/vM1kKh/wH3K
https://paperpile.com/c/vM1kKh/wH3K
https://paperpile.com/c/vM1kKh/Wngg+n047
https://paperpile.com/c/vM1kKh/Wngg+n047
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but a temporally extended interval, is also called the specious present, a term popularized by 

(James 1890), who adopted it from Robert Kelly, alias E.R. Clay; see (Andersen and Grush 

2009).1 Within this interval, events are experienced as connected by being joint parts of a 

single time window (i.e., they are both experienced as part of the specious present). 

 

The kind of inference premised on a deep generative model—that figures in active 

inference—can easily explain the nested structure of conscious experience (Wiese 2017). In 

active inference, hierarchically superordinate levels of the generative model constrain 

inference ongoing at subordinate levels by providing top-down contextual information 

(technically, these constraints are called empirical priors). That is, inference at the upper level 

of the model furnish priors (i.e., the D matrices) at the lower level. The whole system arrives 

at a synchronized inference about ‘what is going on’ by instantiating a layered inference 

process that integrates the contributions of each level, separated by temporal scale, into an 

inferential dynamics that integrates the whole structure.  

 

In virtue of the separation of temporal scales, a moment at the higher level can place 

constraints on temporally extended sequences, narratives, or trajectories at the lower level for 

any hierarchical depth under consideration. For example, this fairytale, places empirical 

priors on this narrative, which places empirical priors this sentence, which places empirical 

priors on this word, which places empirical priors on this letter, and so. At each level, the 

succession of ‘specious moments’ at one level subtend the ‘specious moment’ at a higher 

level (Friston et al., 2017; George and Hawkins, 2009; Rikhye et al., 2019). 

 

An experienced continuity between events can also occur at longer timescales. Events that 

occurred in the recent past, or anticipated events that will occur in the very near future, are 

not experienced as present. Still, there can be an experienced connection between these 

events and present events; cf. (Kelly 2005)’s example of the opera singer, as well as auditory 

completion over multi-second intervals, see (McWalter and McDermott 2019). In other 

words, continuity is not restricted to the specious present, but the specious present is also 

experientially connected to the recent past and near future (Noë 2006). 

 

Conceiving the multiple time windows as a nested hierarchy, we can account for the 

experienced connection between temporally distinct events: such events are experienced as 

distinct temporal parts of a temporal whole. Crucially, the perceptual whole is more than the 

 
1 There are two complications we will not discuss any further here. The first is that not everyone 

agrees that our momentary experience typically covers an extended period of time (Le Poidevin 2007; 

Arstila 2018). The second is that the specious present is an experienced present (i.e., what we 

experience as happening right now is an extended event), but it is sometimes assumed that the 

experienced structure of the specious present also puts constraints on the structure of the experience 

itself. For instance, one might hold that the neural activity underpinning a specious present must 

mirror the structure of the specious present; see (Phillips 2010; Dainton 2006, 2018), and for 

discussion, see (Lee 2014; Viera 2019): if I experience a flash followed by a sound, then there must 

be different temporal parts of neural activity corresponding to the flash and the sound, even on small 

timescales. 
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https://paperpile.com/c/vM1kKh/98UG+hXEZ
https://paperpile.com/c/vM1kKh/dmIB+MoL8+mn5u
https://paperpile.com/c/vM1kKh/RBRw+tMrX
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sum of its parts. In apparent motion perception, we do not merely see an object at different 

places at different times; we ‘see’ the motion—because ‘this thing is moving’ is the best 

explanation this sequence of sensory impressions. The fact that motion is a constructed 

experience (i.e., inferred) is evidenced, for instance, by the phi phenomenon, a ‘pure motion 

sensation’ induced by two flickering stimuli A and B (Wertheimer 1912). Crucially, although 

motion is perceived between A and B, the stimuli themselves are not perceived as moving, 

and they are experienced as non-identical. That is, there is a sensation of motion from A to B, 

without perceiving A as moving to the location of B, or vice versa—for a discussion of how 

this differs from ordinary apparent motion (beta movement), see (Steinman, Pizlo, and Pizlo 

2000; Wagemans et al. 2012; Wiese 2018). This strongly suggests that when we perceive an 

object as moving, the experienced motion constitutes an additional content to experiencing 

the object at different successive locations. Similarly, when we perceive a melody, we not 

only hear one note after the other; we also hear a melody and rhythm. This is likewise a 

deeply constructed percept. 

 

We submit that this constructed content is explained in the active inference account as 

nothing more or less than belief updating at hierarchically superordinate level of the model. 

Each level of the model adds its own hidden or latent states, operative at their own temporal 

(and indeed, spatial) scale, which contextualize inference at lower level of the model. These 

scale-specific states can be modelled as level-specific state estimates, which add scale-

specific detail to the ongoing perceptual experience.  

 

This analysis can be extended to larger timescales. However, it is not obvious that there is an 

experienced continuity between the immediate present and remembered events that occurred, 

say, a few days ago (or between remembered events and anticipated events that will take 

place in a few weeks). We will argue that there is an experienced continuity on such longer 

timescales as well; for instance, the timescale of narrative and autobiography (Taylor 2016). 

This becomes evident when we consider deviations from ordinary temporal experience in 

some cases of depression, as we will consider in the closing section. 

 

In particular, we will focus on aberrant time experience in which the future is experienced as 

blocked (Ratcliffe 2012), and remembered events are experienced as locked in the past. In 

this way, both future and past are lost (Fernandez 2014). The difference between such 

experiences and ordinary experience is not that there is no experience of past or future events. 

Rather, the difference is that there is no experienced connection. Where does the connection 

come from in ordinary experience? We will argue that experiences of possibilities to act 

usually connect events on long timescales. 

 

For instance, say you remember that you called a friend a few days ago to invite them to a 

hiking trip. Your friend was keen on going, and you agreed on a date in a fortnight. Now you 

are by yourself, studying the route that you both planned, imagining what it will be like to 

enjoy the landscape together. You experience these future events as possibilities, and, more 

specifically, as possibilities that are available to you. They are available to you because of 

https://paperpile.com/c/vM1kKh/7uPZ+60RP+wIwd
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things you can do right now, but also because of things you did in the past (e.g., planning the 

route, making a date with your friend). These possible actions are parts of a more general 

possible action, i.e., spending time with your friend. Furthermore, this is something you 

experience as being possible right now (you could call your friend immediately), but also as 

having been possible, and as something that will be possible. 

 

We will argue that such possibilities for action, an experience of “I can,” can experientially 

connect temporally separated events at large timescales. This accounts for the difference 

between ordinary temporal experience on the hand (in which the future is open, and the 

present arises from the past) and deviant temporal experience in some cases of depression on 

the other hand (in which the future is blocked, and the past is locked). Furthermore, what 

accounts for this difference is structurally similar to what accounts for continuity at smaller 

timescales. 

 

In active inference terms, what allows for long-timescale integration of conscious experience 

is that events are integrated through action, i.e., through policy selection. Recall that a policy 

is a belief about a specific action sequence, which is implemented as a series of beliefs about 

the way that states of the world evolve over time. This belief about state evolution effectively 

integrates disparate state transitions into a coherent whole that is articulated by the actions of 

the agent. Thus, the nested temporal structure of normal conscious experience can be viewed 

as a consequence of policy selection premised on a deep generative model, harnessing beliefs 

about state transitions through time, conditioned on the actions of the agent.  

 

 

5. Care, concern, and affective states  

 

Having explored the nested structure of conscious experience, we turn now to care as the 

deepest structure of human consciousness. A common theme in phenomenology is the 

existence of a background sense of reality, or a style of belonging to the world that both 

underlays and makes possible that the organism can take up any kind of relation or attitude 

towards the world. This background sense of reality is in play when, for instance, we take the 

way the world appears to us at face value. For instance, when we see a neighborhood cat, we 

presuppose the presence of the cat as something real, something that can be interacted with 

and is potentially perceivable and accessible by others. Central to our sense of the cat’s 

reality is our understanding of how we and others can and will engage with the cat, and what 

is possible or not. Our sense of reality can vary over time, not only because the contents of 

the world continually vary, but because how we find ourselves in the world can also vary. 

Take for example the experience of walking home at night through a potentially dangerous 

part of town, and noticing that someone might be following you. While the fear that one feels 

is directed at the person, the situation itself can be said to be fearful (Heidegger 2010, 180). 

 

Affective states are central to enactivist ideas about “sense-making,” that is, the capacity of 

living beings to enact or bring about a meaningful world through their actions (Colombetti 
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2014; Thompson 2007). Sense-making here refers to the way that organisms come to have a 

point of view from which things in the world matter or have significance. Colombetti 

describes what she calls a “primordial affectivity” present in all living beings that acts as a 

“source of meaning” and that “grounds (makes possible) the richer and differentiated forms 

of sense-making in more complex organisms” (Colombetti 2014: p.19). Affective states here 

not only color a pre-existing thought or perception of the world with an emotional quality, but 

rather, they are the very background upon which organisms can take up a meaningful relation 

to the world, or adopt any attitude to the world whatsoever. We can thus think of these 

affective states as background feelings of being alive, or what Ratcliffe has called “existential 

feelings” (2008, 2015, 2017).  

  

These existential feelings then represent a pre-reflective source of information about how 

well suited an agent is, given their skills, goals and the context, to maintain their predictive 

grip. It is the agent’s bodily abilities (including habits and skills) that gives them a sense of 

what they can do, of what is possible and what is not possible (Rietveld and Kiverstein 2014). 

This quality operates in the background in all our engagements with the world, and it is 

through this bodily attunement that a person has the experience of living in a familiar world. 

We literally feel what is possible in any given situation.  

 

The ordinary feeling of concern and care can be accounted for under active inference by 

appealing to the affordance of policies. Ordinarily, when we are healthy, each policy is 

associated with an expected free-energy that quantifies how compelling each policy is to the 

agent. Effectively, the affordance of policies colors our experience of the possibilities for 

action that the world affords. For social agents like humans, whose generative models 

essentially comprise information about other human agents, this means that ordinary lived 

experience is essentially about being with others in a shared social world.  

 

 

6. Disturbances in the care structure of consciousness in major depression 

 

This feeling for what is possible is a part of our background sense of belonging to the world 

(Heidegger 2010, 180; Merleau-Ponty 1982). It forms the background sense of reality 

because it has to be in place in order for the organism to take up any other kind of explicit 

propositional or evaluative attitude to the world. As we have seen, this feeling is underwritten 

in active inference by the affordance of policies, which for humans essentially involve our 

dealings with other human agents. The background sense of reality does not merely consist in 

the acceptance of certain propositions or statements of fact, but in a more fundamental trust in 

reality that Husserl described as the “natural attitude” (Husserl 2012). It is through our skilled 

and feeling body that we can experience, think about, and act in and on the world. Feelings 

provide an organism with a dynamic sense of their existential relatedness to the world in the 

here and now, and their practical and caring involvement with things. They should not be cast 

as feelings of bodily changes taking place in the individual organism when considered in 

isolation from its environment. They are a part of the individual’s way of being-in-the-world 
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reflecting how the individual finds themselves in the midst of things at a given time (Ratcliffe 

2008; cf. Fuchs 2005). While the importance of this ongoing affective dialectic is easily 

overlooked when it is functioning well, it reveals itself as essential to ordinary functioning 

when it goes missing. 

 

We have seen that the structure of our consciousness is concern and care, and that active 

inference explains the mechanics of enacting the policies that compel us most. What would it 

mean for this background sense of reality to be disturbed, and what would the experience be 

like? Everything would look and feel different. Our sense of what was possible would be 

transformed. Ratcliffe has described at length the various ways in which depression can 

transform one’s experience of what is possible (Ratcliffe 2014). An experience of an object 

as enticing, as valuable, or meaningful requires that we be open to experiencing things as 

enticing, valuable, or meaningful.  

 

In depression, there can be a shift in the style of encountering the world that is devoid of this 

sense of inviting possibility. People suffering from major depression often report 

experiencing their worlds as flat, uninviting, or empty of meaning (Fabry 2020; Badcock et 

al. 2017). Where the person once felt drawn into the world through their various cares and 

concerns (i.e. opportunities to succeed at work, possibilities to engage with friends, chances 

at new love), now no particular activity or person has the power to solicit engagement. In the 

active inference framework, we would describe this by saying that social policies have lost all 

their affordance, and no longer compel the agent to act.  

 

Importantly, it is not that the world is without alluring things; the people and place may still 

be available to the person physically or geographically. Rather, the very possibility of being 

allured by them in the first place has somehow become eroded or removed altogether 

(Ratcliffe 2014). The loss of this ordinarily ubiquitous tension between agents and their world 

results in a profound, and very strange sense of estrangement or alienation from their 

ordinary lives. Ratcliffe suggests that this change may occur from either anticipations that are 

left unfulfilled, and/or an absence of anticipations and their fulfillments. As this background 

sense of possibility is eroded, the world (including other people) cease to solicit our 

behaviours and so are experienced as flat, empty or alien. 

 

Models have begun to emerge in computational psychiatry that make use of active inference 

to understand a variety of psychopathological conditions such as depression, schizophrenia, 

depersonalization, addiction, and functional motor and sensory symptoms such as chronic 

pain—see, e.g., (Fletcher and Frith 2009; Seth, Suzuki, and Critchley 2012; Edwards et al. 

2012; Friston, Stephan, et al. 2014; Corlett and Fletcher 2014; Seth and Friston 2016; Barrett, 

Quigley, and Hamilton 2016; Badcock et al. 2017; Fabry 2020; Kiverstein, Miller, and 

Rietveld 2020; Miller, Kiverstein, and Rietveld 2020). Recently, an active inference account 

of the symptoms associated with depression has been developed, including the loss of 

pleasure, the loss of phenomenological depth, and the global loss of interest in rewarding 

opportunities. This account focuses on breakdowns in precision weighting (Kiverstein et al. 
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2020). As we outlined above, emotional valence acts as a domain general controller, tracking 

and assigning precision estimations relative to selected policies (Hesp et al. 2019). This pre-

reflective, second-order information is a reflection of the agent's perceived fitness, and so 

provides the agent with a feeling of what is possible given their current skills and the present 

context. Chronic negatively valenced affective states, resulting from continual rises in 

prediction error (resulting, for example, from living in a pathologically uncertain or volatile 

environment) eventually results in a form of learned helplessness. The system ceases to posit 

endogenous control on the negative outcomes it encounters; ‘it doesn’t matter what I do, it 

won’t get better’ (Badcock et al. 2017; Fabry 2020; Kiverstein, Miller, and Rietveld 2020; 

Miller, Kiverstein, and Rietveld 2020).  

 

In active inference terms, learned helplessness is understood as the result of a global down-

regulation of the precision on the agents belief that their policy selection will lead to a 

reduction in expected free-energy (activity associated with approach-reward circuitry); i.e., a 

lowered precision on expected free-energy. Given the close association between reward 

circuitry and affective valence (Tye 2018), this produces the characteristic anhedonic effects 

associated with major depression. Global down regulation of precision on the G matrix 

means simultaneously that (i) affect is dampened; (ii) the agent is no longer solicited by 

affordances in the environment as they once were; and as a result, (iii) the temporal depth of 

the generative model is eventually eroded, since it no longer serves any purpose. These are all 

primary characteristics associated with major depression. 

 

In the active inference framework, these aversive priors about the agent’s predictive control 

of its behavior are cashed out as an under-confidence in its own model of how to navigate the 

world. In other words, it appears to the agent that it lacks the understanding of the lived world 

needed to get itself into the sensory states that it expects to be in. Pathological under-

confidence in top-down predictions has been found to impede adaptive behaviors due 

primarily to a loss of appropriate sensory prediction error (Badcock et al. 2017). The result is 

that available policies cease to pull the agent as strongly; the affordance landscape is 

effectively flattened. Rewards begin to appear less rewarding, and so cease to draw or solicit 

the organism in the same way that they have in the past (Miller, Kiverstein, and Rietveld 

2020; Deane, Miller, and Wilkinson 2020). Once again, this produces a powerful feedback 

loop, where the belief in one’s inability to reduce free-energy through action leads the 

organism to sample the environment for evidence of this inability, which confirms and 

supports the negative belief. Major depression then can be understood as a domain general 

inference of a loss of allostatic control, where, in extreme cases, the system ceases to posit 

itself as a causally efficacious agent at all.  

 

Notice here, that the issue is not that the agent has lost confidence in some particular action 

policy, but rather that they no longer expect that any policy will lead to the outcomes they 

predict. That is, there is a global loss of confidence that any affordance will succeed at 

reducing free energy. This fits well with phenomenological notion of existential feelings. The 

erosion in our global confidence in our own abilities to make the world conform to our 
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expectations results in the experience of a world where nothing matters—a world that is 

lacking in significance or depth. Another way of saying this, is that this is an erosion in the 

very affordance space that sets the stage for an agent’s conscious experiences (what we have 

been calling the structure of their conscious experience). The consequence of this is that 

nothing has the power to call them to action, except perhaps the opportunity to end their own 

lives (Krueger and Colombetti 2018).  

 

In healthy individuals, if expected free-energy is on the rise due to the selection of some 

policy, the agent will explore the situation for alternative possibilities that offer a more 

reliable means of bringing about the states they expect. For the person experiencing major 

depression, this exploratory option is eroded. Instead, they encounter a world where they 

expect only familiar volatility. The constant nihilistic expectation results in the characteristic 

bodily stress responses (i.e., hyperactivity of the hypothalamic-pituitary-adrenal axis) and 

pro-inflammatory immune activity that produces the sickness behaviors aimed at reducing 

energy expenditure (Barrett, Quigley, and Hamilton 2016; Ratcliffe 2013).  

 

At some point, the finite resources of the autonomic, endocrine and immune systems become 

exhausted (Peters et al., 2017). Facing this growing energy dysregulation, the system may 

attempt to conserve metabolic resources by instantiating certain “sickness behaviors”, such as 

low mood, fatigue and negative affect, all associated with depression (Stephan et al. 2016; 

Badcock et al. 2017). Unfortunately, while this enforced slowing down may help reduce 

energetic output, the increasingly immobile predictive agent is also thereby deprived of one 

of the main ways of reducing free energy, namely, the ability to actively move and change its 

patterns of engagement with the world in ways that better align with expectations. Being 

confined to bed for an extended period may help reduce the unresolvable uncertainty of social 

interactions. However, it may also produce other, possibly more deleterious uncertainty, for 

example, by interrupting our work life and so also our ability to pay the rent, or again social 

isolation conflicting with our expecting social support from family and friends.  

 

Negative moods accompanying depression can be beneficial, at least in the beginning stages 

of the disorder. Lowering of mood results in a loss of solicitation by the environment and 

other people which can help an agent who is embedded in a threatening or highly volatile 

social environment to conserve energetic resources by limiting the complexity of their social 

environments (Clark 2018; Barrett, Quigley, and Hamilton 2016; Badcock et al. 2017). The 

major issues arise when the lower mood persists and leads to a self-perpetuating cycle in 

which the agent begins to sample their social world for sensory observations that confirm 

their expectation of suffering.  

 

 

7. Depressed and disembedded 

 

An evolutionary account of depression has recently been developed that suggests that 

depression arises from breakdowns in social interactions, and more specifically from an 
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inability to share a reality with others (Badcock et al. 2017). We agree there is a strong 

relationship between changes in our social embeddedness and many of the disruptions native 

to major depression. Given our previous discussion, we are now well poised to further flesh 

out the nature of that relationship between the discontents of the social sphere and depression.  

 

Confidence in our social world (that is, confidence in how we fit within the various extended 

socio-technological flows that make up our day to day actions) allows us to rely on those 

extended dynamics as a means of reducing error, and indeed, reducing error at a far better 

rate than we ever could on our own. We trust that our neighbor will inform us about 

suspicious looking people on the block, we trust our friends to vet the people we date, we 

trust the internet company to keep things running smoothly so that we can work from home. 

In order for us to trust in these wider dynamics, and so be capable of utilizing them 

seamlessly, we have to have a high confidence (i.e., precision) in our extended social policies 

and routines (this includes confidence that if I act in some way, you will act in some way, 

which I can use to act in some way). 

 

But what if we lose contact with others (e.g., solitary confinement), or we lose the ability to 

smoothly coordinate and predict with others (e.g., brain injury, loss of loved ones, culture 

shock)? We would begin to lose confidence in those shared-policies; we would cease to rely 

on those extended social-dynamics as a means of managing volatility; negatively charged 

affect would rise, and in turn, would signal that we are losing ground to uncertainty and 

volatility at an alarming rate (the fact being that we can never reduce error as well as when 

we are part of a unit). This, in turn, would play a role in reducing our confidence in our own 

generative model, which further strengthens the belief that our actions are pointless because 

we are living in an overwhelmingly volatile environment. This goes a long way in explaining 

why depression is commonly comorbid with extreme loneliness, grief and physical 

incarceration (Santini et al. 2020). If I am different from you, then you are unpredictable — 

and perhaps that is the way things are. 

 

Social interactions are crucial for humans, in large part, because they allow us to manage a 

greater volatility than we could on our own: culture is essentially an evolved uncertainty-

reducing technology (Veissière et al. 2019; Constant et al. 2018). Unfortunately, we now 

exist in an incredibly complex social world that would be impossible to navigate and manage 

without participating in (and having confidence in) the vast network of social-technological 

weaves that help us to manage the day to day complexity and volatility. A consensual 

commitment to a shared narrative (and generative model) is the thing that makes the prosocial 

world easy to navigate. If we become estranged from that narrative, then the volatility could 

be overwhelming.  

 

This provides us with a more fleshed out view of why depression is commonly associated 

with both a change in affectivity and social dynamics. Previous accounts point to 

evolutionary reasons for this: being social is important to us, and so a breakdown in the social 

fabric leads to the sort of sickness behaviors—energy conserving behaviors—that can help 
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reduce the social complexity we are dealing with. We suggest here that while social 

breakdowns are particularly relevant for inciting depression, it is the resulting loss of 

affective attunement (pathologically low precision on expected free-energy) that leaves the 

world flat, and due to the deep interactivity between meaning production and social dynamics 

also leaves us bereft of our ordinary social nestedness.   

 

As we have already outlined above, depression is not just a negatively charged feeling but a 

change in the structure of consciousness, that is, in the possibility of having, and being 

compelled by, affective states and feelings in the first place. Moreover, affect is what situates 

us in this nested network. When we lose our confidence in our generative model, we 

simultaneously lose affective tuning and that mechanism that keeps us bound with others.  

 

This helps to highlight a previously underappreciated relationship between the loss of 

affectivity that commonly accompanies major depression and a disruption in our social 

embeddedness. When we lose the capacity to be moved (eroded precision on expected free-

energy) by what was once significant, we also become unglued from each other. The 

interpersonal nature of our experience falls flat as well: people no longer act on us as 

opportunities or as points of positive reorganization. At the heart of the interpersonal is a 

constant sensitivity to, and a sharing of, a world of meaning. We are constantly regulating 

one another affectively, which given our previous discussion is tantamount to adjusting each 

other's precision profiles. When we lose that affective tuning then we also lose something 

essential to interpersonal coherence—we become estranged from a world of meaning, and 

from the others who are first and foremost a source of that meaning.  

 

 

8. Disruptions of the temporal structure of consciousness in depression 

 

Consider the following report, cited in Ratcliffe (2012): 

 

“When I am depressed I feel like time goes slowly, yet at the same time I feel like I—or 

anyone else—has hardly any time to live at all. It feels as if time is running out.” 

(Ratcliffe 2012, 114) 

 

Ratcliffe analyzes statements like this one in terms of a lack of concern for (past and future) 

events, resulting in a disruption of the structure of temporal experience: “Those past events 

that are significant to our current situation and to where we are heading are closer to us, more 

alive, than those that are far removed from our concerns. Without any potential for significant 

change or any sense of one’s future having a teleological direction, all the past is a settled 

past, a distant past” (Ratcliffe 2012, 130). Here, we will argue that the loss of experienced 

continuity between past, present, and future can be accounted for in the same way as the loss 

of some experienced continuities at shorter timescales. Moreover, from an active inference 

perspective, it involves a disruption of the same mechanisms that are involved in the 

disturbances of mood and interpersonal coherence. 
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Above, in section 4, we invoked the experience of music as an example of temporal 

experience that typically involves experienced continuities at multiple short timescales (from 

tens and hundreds of milliseconds to multiple seconds). Some of these experienced 

continuities depend on regularities in auditory signals that are tracked by perception. 

However, empirical evidence strongly suggests that, in addition to this, possibilities to move 

are involved in auditory perception as well, even during passive listening; see (Froese and 

González-Grandón 2020). This is to be expected from the perspective of active inference, 

since it is rooted in ideomotor theories (Herbort and Butz 2012; Badets, Koch, and Philipp 

2016), according to which the neural underpinnings of action and perception overlap 

(Hommel 2015; Hommel et al. 2001; Prinz 1990). That is, some neural structures that are 

involved in the generation of action are also involved in passive perception—for evidence in 

the auditory domain, see (Aglioti and Pazzaglia 2011; Koelsch 2011; Lima, Krishnan, and 

Scott 2016; Ross, Iversen, and Balasubramaniam 2016; Gordon, Cobb, and Balasubramaniam 

2018). This can become experientially manifest as an ‘urge to move’ during music perception 

(Grahn and Devin McAuley 2009; Witek et al. 2014; Lima, Krishnan, and Scott 2016). 

Furthermore, this is also predicted by sensorimotor accounts (O’Regan 2011; O’Regan, 

Kevin O’Regan, and Noë 2001; Noë 2004; Di Paolo et al. 2017), according to which 

perception is constituted by practical knowledge of sensorimotor contingencies. Hence, even 

passive listening is active in the sense that it involves possibilities to act.2  

 

Possibilities to act remain fairly invariant over intervals on the order of multiple seconds and 

are thus not confined to the specious present. Moreover, actions themselves have temporal 

parts: to reach for a cup of coffee involves the generation of movements at several different 

spatial and temporal scales (e.g., from the contraction of individual muscle fibers to the 

movement of skeletal muscles, bones, and the whole arm). Moreover, it has been argued that 

it is in virtue of their ability to select policies that systems are integrated across spatial and 

temporal scales (Ramstead et al. 2018). Therefore, policies and policy selection are 

particularly fit to connect the immediate present to the recent past and near future.  

 

We can now generalize this idea and apply it to the experience of continuity at longer 

timescales. As illustrated by the quotation given above, some persons suffering from 

depression report a radical disruption of temporal experience: the experienced present is no 

longer connected to past and future. In ordinary conscious experience, policies (i.e., beliefs 

about action sequences) connect past, present, and future events into an integrated whole: 

actions that are available to you right now were also available to you in the past, and will be 

available in the future. Furthermore, some actions are available now due to things you 

achieved in the past and achieving things now will open possibilities for the future. 

 
2 There is another, more subtle sense in which it is active. Music perception involves mental 

actions: we selectively attend to features of the auditory stream that allow us to minimize 

uncertainty about sensory signals (Koelsch, Vuust, and Friston 2019). 
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Crucially, as argued in section 6 above, when precision on expected free-energy, G, becomes 

unusually or pathologically flat (i.e., imprecise), affect is dampened, and possible actions can 

seem meaningless. That is, possible action sequences can still be experienced, but will not be 

pursued, because of a lack of confidence in their potential to reduce free energy in the future. 

In active inference terms, the precision on the expected free energy is so low that it cannot 

drive action any longer: all policies are experienced as having little to no relative affordance, 

and no longer solicit the agent to act. In other words, these actions are still, subjectively, 

things that could be done, but not things I can do. As Ratcliffe puts it, “[t]he future changes 

from a realm where ‘I can’ to one where ‘I cannot.’” (Ratcliffe 2012, 127). 

 

Notably, this is not due to the affective disturbance that goes along ordinarily with depression 

but is instead likely the common cause of both negative affect and disruptions of temporal 

experience. More specifically, a loss of inferred allostatic control is underpinned by a 

flattening of the temporal depth of the generative model, such that there is uncertainty about 

consequences of actions in the distal future—because the model’s predictions are of no use to 

minimize free-energy. As such, motivationally salient features of the world and associated 

affordances fall flat. On the one hand, this means the system is unable to contextualize bodily 

states in terms of their ‘meaning’ for action, and so the interoceptive inference underpinning 

emotion is lost, analogous to an agnosia of bodily states. On the other hand, this means that 

the agent will fail to connect present events to future (and past) through possible actions, 

because these cease to be available to the subject: “Not only is the world one in which there is 

no one to become; it is a world in which there is no one to have been. Rather than a past 

identity reifying into who one will always have to be, who one is, has been, and will be are 

lost.” (Fernandez 2014, 609).  

 

We have argued that some symptoms of major depressive disorder, viz., affective 

disturbances and a disruption of the temporal structure of experience, can be modelled as 

inferences about self-efficacy premised on a pathologically low precision on expected free-

energy G—and ensuing flattening of the landscape of affordances. The absence of confidence 

in possibilities for action, which could connect the subject’s present to its past and future, 

lead to a diminished experienced of continuity at longer timescales: remembered events are 

locked in the past, future possibilities are experienced as blocked. In neurotypical temporal 

experience, the present is experienced as connected to both the future and the past by policies 

that are associated with high precision (i.e., possible actions that have been available in the 

past and continue to be so, and are expected to efficiently reduce uncertainty about sensory 

signals). Moreover, we suggested at the beginning of this section (and in section 4) that this 

mechanism was structurally similar to a mechanism undergirding experienced continuities at 

short timescales—i.e., timescales relevant to music perception. 

 

This suggests that our account should have implications for understanding the mechanisms at 

play in music therapy for depression (Aalbers et al. 2017; Erkkilä et al. 2011). We 

hypothesize that receptive music therapy (in which patients listen to music) can alleviate 

https://paperpile.com/c/vM1kKh/2a3o/?locator=127
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symptoms of depression because music evokes an ideomotor response, e.g., an ‘urge to 

move’, which facilitates action and may increase the precision of expected free-energy, 

thereby making the associated policies more salient and compelling to the agent (Koelsch et 

al., 2019; Vuust et al., 2018). Over time, confidence in policies at short timescales increases, 

and the regularities inherent in music enable a better-than-expected reduction of uncertainty. 

The present becomes experientially connected to the recent past and near future, and 

(positive) affect can arise anew. Active types of music therapy (in which patients sing or use 

an instrument) that involve more interaction with a therapist may, in addition, also restore 

confidence in the social world. Active inference accounts of depression may therefore not 

only lead to a deepened understanding of disturbed temporal experience in major depressive 

disorder. They may also suggest ways to improve non-pharmacological treatments of 

depression, such as music therapy. 

 

 

9. Conclusion 

 

In this paper, we attempted to elucidate two very central facets of the first-person conscious 

experience of human beings by appealing to the framework of the free-energy principle and 

active inference. We have seen how active inference is able to account for temporal 

nestedness of conscious experience and for the concern or care that deeply structures first-

person experience. We then investigated the breakdown of these features in depression—and 

explained some of the core aspects of the phenomenology of depression by appealing to the 

active inference framework. Much work remains to be done to make sense of consciousness 

using active inference, but we hope to have taken a first step.  
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