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We see what we want to see, what we
expect to see, instead of what’s really there.
I don’t think we do it on purpose, most of
the time.

Lauren Miller

Abstract Though predictive processing (PP) approaches to the mind were originally applied
to exteroceptive perception, i.e., vision and action, recent work has started to explore the
role of interoceptive perception, i.e., emotion and affect (Seth, 2013; Wilkinson et al, 2019;
Miller and Clark, 2018; Barrett and Simmons, 2015; Van de Cruys, 2017; Barrett, 2017). This
article builds on this work by extending PP beyond emotion to the construction of emotional
dispositions. I employ principles from dynamical systems theory and PP to provide a model
of how dispositional anger (also known as ‘hostile attribution bias’ or HAB) can develop in
response to early experiences of psychosocial stress. Themodel is then deployed to explain the
established link between psychosocial stress in early life and the appearance of certain organic
disease phenotypes (such as cardiovascular disease) in later life. This phenomenon can
appear mysterious when viewed through the standard biomedical explanatory lens, which has
difficulty accounting for the causal influence of subjective perceptions and evaluations of the
social and material environment on the development of organic disease processes. The model
provided presents such cases as instances of developmental mismatch. They occur when
an organism develops an emotional disposition that leads them to make habitually-biased
appraisals of what the social environment affords. The model provides a novel explanation of
certain organic disease phenotypes with top-down and developmental causes, and demystifies
one class of cases involving apparently spooky ‘mind-to-matter’ causation.
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1 Introduction

A vision of the mind as a multi-level probabilistic prediction engine has been gaining ground
in recent years. According to this picture, what we perceive and experience in the world is
not the result of passively processing sensory input. Instead, it is the result of a (constantly)
active inferential process that operates in accordancewith a Bayesian approach to probability:
sensory input constrains estimates of prior probability (from past experience) to create the
posterior probabilities that serve as ‘beliefs’ about the causes of input in the present (Clark,
2016, 2013; Barrett and Simmons, 2015). The brain works to minimise prediction error over
time by adjusting predictions to match sensory input, or skilfully engaging in the world such
that future sensory input comes to more closely match predictions. According to this picture,
what we see and experience is a combination of what we expect to see and what the world
actually provides.

Though predictive processing (PP) approaches to the mind have primarily been applied
to exteroceptive perception, e.g., vision and action, recent work has started to explore the
role of interoceptive perception (Seth, 2013; Wilkinson et al, 2019; Miller and Clark, 2018;
Barrett and Simmons, 2015; Van de Cruys, 2017). This work takes as its starting point
the James-Lange tradition of identifying emotional states with the perception of changes in
the body as a response to stimuli (i.e., interoception) and seeks to integrate interoceptive
and exteroceptive predictive processes. Beyond its contribution to ‘embodied’ approaches
to understanding the mind, this work has also generated novel approaches to explaining the
genesis of certain psychological disorders, including depression and anxiety (Barrett and
Simmons, 2015) and PTSD (Wilkinson et al, 2017).

This article builds on such approaches by providing a conceptual model accounting for
the established link between psychosocial stress in early life and the appearance of certain
organic disease phenotypes (such as cardiovascular disease) in later life. Over the past thirty
years, a growing body of evidence has shown that prolonged psychosocial stress – especially
in childhood – can somehow ‘get under the skin’ in a way that persists acrossmultiple decades
and influences risk for disease in midlife. In a watershed study, Felitti et al (1998) showed
that ‘adverse childhood experiences’ (such as domestic violence, abuse, or having a parent
in prison) were strongly predictive of disease phenotypes in later life. The study showed,
for instance, that people who experienced more than four adverse childhood experiences
were twice as likely to be diagnosed with cancer than those who had not faced any form of
childhood adversity, and that, for each adverse childhood experience an individual had, their
chance of being hospitalised with an autoimmune disease in adulthood rose by 20 per cent.

More recent evidence suggests that the connection between the early psychosocial en-
vironment and later disease is strongly tied up with a person’s subjective (and perhaps id-
iosyncratic) interpretation of their social environment. The study of human social genomics
has found that a person’s perception of the conditions of their social environment (as hostile
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or threatening, say) affects the activity of not just a few genes but entire gene profiles that
influence susceptibility to disease (Slavich and Cole, 2013). At the level of physiology, it has
been shown that the perception of an environment as hostile or threatening leads to changes
in hypertensive status and systolic, diastolic, and ambulatory blood pressure (Dolezsar et al,
2014). When sustained over time, these changes increase susceptibility to cardiovascular
disease.

When seen through a certain lens, these correlations appear to be doubly mysterious.
The first issue is that, in biomedicine, explanations of the causal mechanisms that underpin
disease are, when they are provided at all, typically skewed toward a reductive physicalism.
Describing disease means describing biological dysfunction, and the presence of dysfunction
is causally explained by identifying the biological and physiological mechanisms that under-
pin it (Carel, 2011; Svenaeus, 2013; Ongaro and Ward, 2017). There is no straightforward
way to accommodate a top-down, non-physical cause within such a framework. So we are
left with a phenomenon that lacks an explanation – one that might, if we emphasise the
role of subjective perception, appear to involve a ‘spooky’ connection between the mind and
the body and troubling claims about mental causation (famously problematic for reasons
discussed by Kim (2006, 1999). The second issue is that we are dealing here with ‘long-
distance’ correlations, i.e., ones that link experiences in childhood to disease phenotypes that
present decades later. Any mechanism we posit to explain the connection must be one that
works over long distances.

This article outlines a novel proposal for explaining the link between early instances of
psychosocial stress (e.g., abuse, violence) and the later development of hypertension and
cardiovascular disease. It proposes that stressful early life experiences direct the formation of
habitual emotional response patterns that persist into adulthood, even once the individual is far
removed from the original stressful environmental context. I focus on the case of dispositional
anger, characterised, as the name suggests, by a tendency to feel anger or hostility, even when
the outer circumstances do not seem to warrant it. There are myriad descriptions of this sort
of individual – thin-skinned, touchy, the sort who ‘flies into a rage’ or among whom one must
‘walk on eggshells’. There is also a name for such a disposition in psychology. Influential
work by Dodge and Somberg (1987) suggested that repeated experiences of abuse, such as
aggression and/or violence lead children to develop a ‘hostile attributional bias’ (HAB) that
filters subsequent experience. Dodge claimed that those who make hostile attributions will,
when exposed to a frustrating social stimulus, such as being hit in the back with a ball,
tend to interpret the stimulus as an aggressive cue and thus respond aggressively. Dodge
and Somberg (1987) called this a sort of habitual ‘cue distortion’ (also see Anderson and
Graham, 2007). Sections 3 and 4 outline a mechanism that explains how early experiences
of psychosocial stress (such as abuse or violence) set up the conditions for HAB. Section
5 outlines how HAB disrupts physiological allostasis, eventually producing functional and
structural abnormalities consistent with cardiovascular disease presentation. The product
is an explanation of how a subset of cases of hypertension and cardiovascular disease are
strongly influenced by the development of an emotional disposition skewed toward habitual
anger.

Before proceeding further, Section 2 provides some necessary background. After very
briefly situating the work to come in the recent literature connecting emotions to PP, it
proposes grounding an explanation of how mature emotional dispositions develop in an
account of emotions as both dynamical and coordinative: dynamical in the sense of being
phenomena that occur across somemeasurable and transient period of time, and coordinative
in the sense that they involve (and are indeed identifiable with respect to) the transient
coordination (or synchronisation) of emotion components.
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2 Emotion: Coordinative and dynamical

There is a growing consensus that emotion and cognition are inextricably intertwined
(Colombetti, 2014; Pessoa, 2013; Miller and Clark, 2018), and recent work connecting
emotional processes to PP is at the helm of this development. Existing proposals have ex-
tended the idea that exteroception and proprioception involve prediction to interoception.
This approach either relates emotion to, or identifies emotion with, interoceptive predictions
about sensations from the internal milieu of the body, e.g., heart rate, glucose levels, tem-
perature (Seth, 2013; Barrett and Simmons, 2015; Van de Cruys, 2017; Wilkinson et al,
2019). Now, making predictions about what the body is feeling is not just an internal matter
– interoceptive predictions also inform the system of what is happening in the environment.
Barrett and Simmons (2015) for instance, propose that the visceromotor cortices generate
autonomic, hormonal and immunological predictions to adjust how the internal systems of
the body deploy autonomic, metabolic and immunological resources to deal with the sensory
world as the brain predicts it to be. Miller and Clark (2018), building on the neuroanatomical
evidence of Pessoa (2013) and others, introduce a predictive architecture in which affec-
tive information is constantly being fed to brain regions that modulate vision, specifically
the medial and lateral pulvinar. They propose that these regions integrate various streams
of information including affect, action, value, and attention to amplify emotionally-salient
sensory input (a proposal I discuss further in Section 4).

Interoceptive predictions have also recently been used to explain the basis of psy-
chopathologies such as PTSD (Wilkinson et al, 2017) and depression (Badcock et al, 2017;
Barrett and Simmons, 2015). These proposals appeal to the role of affect in biasing predic-
tion generation. For example, PTSD can be presented as a system with a learning history
of trauma leading to sustained hypervigilance and anxiety that biases perceptual inference
to tend to favour threatening hypotheses over benign ones (Wilkinson et al, 2017). Depres-
sion can be seen as a system which, due to continual negative feedback concerning rewards
eventually comes to predict that rewards are unavailable in the world (Badcock et al, 2017).
These accounts rely on connecting a certain life history (e.g., involving trauma, or involving
the failure to acquire rewards) to physiological features that linger in the body, that in turn
facilitate the development of a habitually-biased form of perceptual inference (connections I
will also rely on to explain the development of HAB). In these accounts, the system’s inte-
roceptive predictions (e.g., affect) feed into higher-level predictions about what the current
environmental stimulus affords.

Emotionality is centrally involved, then, in making higher-level predictions, at least
inasmuch as affect is centrally involved. But, actually, an emotion proper is, at least on the
dynamical and coordinative proposal I am going to adopt here, different to affect. The latter
is always part of the former but it is, as I am about to argue, a coordination or synchronisation
of emotion components (including but not limited to affect) that is distinctive of an emotional
episode. I emphasise this point because, though the case has been made for emotionality in
general being centrally involved in hypothesis generation, something quite distinctive occurs
during a window of emotional synchronisation that may not occur during other sorts of
affect-mediated hypothesis generation (or, at least, not to the same degree). Before I expand
on this point (in Sections 3 and 4) I introduce the two key ideas central to the conception
of emotion I use as a basis for explaining the development of emotional dispositions. The
first is of emotion playing a fundamentally coordinative or organisational function – creating
predictable patterns of change in multiple subsystems of the body, mind, and nervous system.
The second is of an emotion as an episode of dynamical activity, i.e., of continuous change
and development over a period of time. It is obvious that emotions are phenomena that occur
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over time: the point of calling them dynamical is to emphasise the relevance of the sequence
of changes that make up the pattern, in particular the relevance of time-indexed modeling of
these changes, when it comes to identifying causal mechanisms that enable the development
of emotional dispositions over ontogeny.

So to start with coordination: An emotional episode can be defined as a certain pattern of
coordinated changes that occur across a short interval of time among subsystems that serve
allostasis in the organism. For example, a fear response could be characterised as a pattern of
coordinated changes comprising a threat appraisal, fearful facial affect, elevated sympathetic
arousal, and an urge to flee a threatening situation (Hollenstein and Lanteigne, 2014). An
anger response could be characterised as a pattern of changes in which different measures
for physiological arousal (such as heart rate and palm skin conductance) all become elevated
for the duration of the emotional episode (Herrald and Tomaka, 2002; Stemmler et al, 2007).
This view can be understood as rather uncontroversial: it is simply one way to cash out the
intuitive idea that an emotional episode is a pattern, i.e., a pattern of coordinated changes
that occurs across time.

Indeed, the idea that emotion coordinates or synchronises certain subsystems of the
organism fits neatly in the story of emotion’s adaptive function, i.e., that what is functional
in the organisational capacity of emotion is that it galvanizes the organism to expediently
produce an adaptive response to an environmental stimulus. The view that emotion is adaptive
in this way represents a consensus view in the psychobiological literature on emotion (Ekman
and Cordaro, 2011; Ekman, 1999; Griffiths, 1997). At least in its canonical incarnation, this
approach is preformationist in spirit. According to Ekman’s work in the seventies and eighties
(Ekman, 1980, 1973; Ekman et al, 1972), developmental outcomes are ‘pre-planned’ and
executed via a series of static mechanisms. The problem with the preformationist approach
is that it has difficulty explaining individual variation in emoting habits. Now, emotion
researchers are generally not unsympathetic to the idea that developmental outcomes being
seen as ‘innate’ or ‘pre-planned’ will result in a failure to explain individual variation (see,
for instance, (Morag, 2016). But what is almost never discussed is how to actually explain
how emotional dispositions develop over time in response to environmental stimuli, and this
brings us to our second idea of emotions as dynamical.

A somewhat recent development in the field of emotion theory is the suggestion that we
attempt to gain traction on the nature of emotion using dynamical systems theory (see Lewis,
2005; Scherer, 2009a; Colombetti, 2014). There have been, for instance, recent attempts to
identify emotional episodes with attractors (for discussion see Colombetti, 2014; Scherer,
2009b) and for a computational model, see Meuleman (2015). An attractor is a point or
region on the state space that the system’s trajectory frequently visits. The trajectory of the
system is determined by the differential equations that govern it, while these equations are
themselves based on an initial data-set that charts the changes in each of a set of chosen
variables relative to time (i.e., time functions as an independent variable). In the context
of emotion the variables typically chosen to build the model are those that comprise a
set that displays a covariational pattern thought to be characteristic of particular emotion
category types (anger, fear, etc.). Evidence favouring the existence of such covariational
patterns (sometimes called ‘concordance’ or ‘synchronisation’ in the literature) is robust and
has been found for a number of distinct emotion types (see, for instance Hollenstein and
Lanteigne, 2014). Time-series data shows that these patterns form over a short period of
time, appearing in a matter of seconds (Bulteel et al, 2014), and in many cases as quickly as
600 to 800 milliseconds (Lewis, 2005).

The work of Colombetti (2014) has been especially valuable in providing a broadly
enactivist frameworkwithinwhichwe can speak of emotions and emotion-related phenomena
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as attractors in a dynamical system. However, her approach does not, as far as I understand,
speak specifically to the question of how an emotional disposition is generated. In particular,
it does not provide a causal mechanism linking instances of a given emotion type to the
generation of a longstanding emotional disposition. There have also been recent proposals to
use dynamical systems to understand how emotional dispositions develop (Lewis and Liu,
2011; Lewis, 2005). The idea here is that a dynamical approach to emotion can ground a
representation of an emotional disposition as a non-temporary attractor region on the state
space that represents the dynamical system (a person we ‘walk on eggshells’ around has a
stable and strong attractor for the emotion of anger, a person we think of as habitually timid
has a stable and strong attractor for fear, etc.).

Adopting a dynamical approach to modeling emotional dispositions enables us to char-
acterise a disposition as a temporal extension of a covariational pattern that matches a
particular emotion category (a disposition toward anger, for example, is a temporal exten-
sion of episodes of anger featuring the distinctive covariational pattern associated with this
emotion category). It has been proposed (Lewis and Liu, 2011; Lewis, 2005) that such an
approach will enable us to unite real-time explanation and developmental explanation, in
turn providing a basis for explaining the formation of emotional dispositions. A linchpin of
this approach is the claim that emotional episodes heighten Hebbian learning in neural net-
works. Lewis (2017) suggests, for example, that Hebbian learning can explain how repeated
instances of, say, sadness, lead to an increase in synaptic connections that promote sadness
on future occasions.

As I see it, PP may have richer explanatory resources than those present if we limit
ourselves exclusively toHebbian learning.1 In particular, I thinkPP is better able to address the
central problematic under consideration here, namely cases where an emotional disposition
yields a habitual tendency to misinterpret signals in the social environment. In particular,
PP has the capacity to explain this feature without denying a conception of emotions as
functionally Janus-faced: as alerting us at once to the presence of demeaning offenses, while
also biasing our attentional and cognitive capacities to privilege perceptual inputs and thought
processes that support the hypothesis that the environment affords a demeaning offense over
those that might disconfirm it. This dual functionality means that anger can alert us to the
presence of genuine hostility in the social environment, but can also yield false positives. In
Section 4 I will explain how PP can account for this Janus-faced capacity.

In sum, missing from the literature on dynamical approaches to emotion is an explanation
of the formation of habitual emotional responses grounded in the repetition of emotional
episodes of a matching type. I now expand on this proposal, focusing on the case of anger.
Section 3 proposes that emotional episodes of anger are identifiable with the operation of
a feedback loop in which physiological arousal biases attention toward threatening stimuli,
in turn encouraging biased appraisals and ruminative processes that feed back to maintain
heightened arousal. This mechanism leads the organism to appraise incoming stimuli in a
biased fashion that favours the attribution of hostile intent. In Section 4 I propose that it is
repeated instances of emotional episodes of the same type (in our case anger) that over time

1 Whether Hebbian learning and PP are frameworks that can be integrated for explaining learning is an
important question, but one that lies beyond the bounds of what I hope to accomplish here. Friston (2010)
states that a gradient descent on free energy (changing synaptic connection strength to reduce free energy) is
formally identical to Hebbian plasticity. Translated into a PP framework, Hebbian learning states that when
presynaptic predictions and postsynaptic prediction errors are highly correlated, connection strength increases,
so that predictions are able to suppress prediction errors more efficiently. Despite this formal equivalence,
Hebbian learning and PP are distinct inasmuch as the former describes a recapitulation process through which
learning occurs, while PP describes a representational or inferential process in which prediction is adjusted
based on prediction error (Sumner et al, 2020).
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produce an emotional disposition matching the repeated emotion type (producing in our case
dispositional anger).2

3 Biased appraisals

A feedback loop is a system where outputs at time t− 1 are routed back as system inputs at
t. A positive feedback loop features outputs routed back as inputs that tend to amplify the
strength of the incoming signal, or the level of perturbation of the system. (A simple example
is a bank account with compound interest. Deposits into the account increase the total
balance, and compound interest amplifies this effect.) Figure 1 illustrates a feedback loop,
partly constitutive3 of an emotional episode of anger, that involves a positive feedback loop
in which physiological arousal functions to bias perception, which in turn biases appraisal,
which in turn sustains or increases arousal. Figure 1 shows a stimulus from the environment
at time t1 initiating changes in the values taken by component measures of emotion, which
causally interact with each other (arrows in black). These component interactions influence
how the environmental stimulus is perceived by the system at time t2, and the environmental
stimulus in turn exerts further changes on the component parts (arrows in grey). In this way,
changes in the components effect how the environmental stimulus is perceived in future
moments of time. I first outline the empirical evidence supporting this picture and then use
a familiar example – road rage – to give it some colour.

There is evidence supporting the view that what we perceive is modulated by what
we attend to. The focus of attention changes frequently, and is influenced not only in a
‘top-down’ manner (i.e., forming the intention to pay attention to the words on a page),
but also through pre-conscious directing of attention through ‘bottom-up’ influences. One
such bottom-up influence is moment-by-moment changes in physiological arousal (Todd
and Anderson, 2013; Beck and Kastner, 2009; Mather and Sutherland, 2011; Desimone
and Duncan, 1995). One well-supported proposal for how this occurs is that arousal biases
competition among stimulus presentations (Mather and Sutherland, 2011; Mather et al,
2016). These presentations initially compete in the sensory cortex for processing priority,
with salient stimuli initially dominating, and thus initially attracting attention. Salient stimuli
win the initial competition for selective attention when they are perceptually conspicuous or
goal-relevant (Beck and Kastner, 2009; Desimone and Duncan, 1995). In this way, arousal
shapes the attentional profile, increasing the attention paid to salient stimuli and inhibiting
further the attention paid to non-salient stimuli.

2 Adopting a dynamical approach to emotion here perhaps raises a broader question about the relationship
between DST and PP. DST is frequently linked to approaches (e.g., Hohwy, 2016; Ward et al, 2017) which
seek to understand cognition primarily in terms of embodied agent and environment dynamics. This is because
DST provides an apparatus for describing the unfolding operations of complex systems composed of multiple
closely interacting parts, in this way providing a tool for describing the evolving states of a system as it
navigates its environment over time. But actually, DST itself is simply a tool to study temporal dynamics, i.e.,
differential equations are used to describe the ways in which the system can transition from one point on the
state space to another (as opposed to the various concepts and theories DST is frequently related to, such as
self-organisation), and it is this theory-neutral and narrower characteristion of DST I draw on here. My focus
here will include a methodological suggestion about using a dynamical conception of emotion to get clearer
about the nature of prediction and precision weighting, but for a broader reflection on the relationship between
ecological psychology, embodied dynamics and PP, see Bruineberg and Rietveld (2014).

3 I say ‘partly’ here because there are other subsystem processes that also partly constitute emotion, such
as facial expression and action tendencies. A broader and more detailed account would incorporate these
processes, but I present here a deliberately simplified model focused more narrowly on evaluative perception.
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Fig. 1: Environmental input driving component changes across time. Component variables in
this example include perception, arousal, attention, and appraisal. These components causally
influence each other (black arrows). They also influence how the environmental stimulus
itself is perceived, which in turn exerts further influence on the components themselves (grey
arrows). Unidirectional arrows indicate a one-way relationship, bidirectional arrows indicate
a two-way relationship.

At the neural level, attentional filtering is facilitated by arousal-induced norepinephrine
(NE) and glutamate release that biases perception and memory in favor of salient, high
priority representations at the expense of lower priority representations. This occurs via
glutamate-modulated NE ‘hot spots’ at the site of prioritised representations. This excitatory
effect contrasts with widespread NE suppression of weaker representations via lateral and
auto-inhibitory processes. At a broader scale, hot spots increase oscillatory synchronisation
across neural ensembles transmitting high priority information, while key brain structures
preferentially route such information through large-scale functional brain networks (see
Mather et al, 2016).

The neurophysiology stimulating attentional filtering maps closely to the physiological
arousal associated with anger. Anger is an emotion that comes under the broader category
of fight or flight excitement states, all of which share, at a course grain, a similar visceral
pattern. This pattern, which has been researched since Cannon (1929), includes changes in
blood pressure, heart rate, skin conductance, muscle potentiation, respiration rate, and hand
and face temperature. Further sub-patterns can be distinguished among fight or flight states.
Neurochemically, anger arousal includes increased phasic NE, with increased glutamate
involved in anger modulation (Lara and Akiskal, 2006).
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Appraisal is encouraged by this process. In the affective science literature, appraisal
refers to that component of emotion through which an organism evaluates a stimulus in
the environment in relation to its goals and purposes. This evaluation includes both an
assessment of what is occurring, as well as a prescription of what ought to be done about
it (appraisals are ‘pushmi-pullyu’ representations in the sense described by Millikan, 1995).
There is consensus among appraisal theorists that anger involves either the appraisal that
an event is goal-incongruent and must be remedied, or that it is goal-incongruent and that
some third-party is blameworthy and deserving of retaliation (Silvia and Warburton, 2006;
Kuppens et al, 2003). There is also consensus that appraisal can be implicit and more or less
automatic (when a sharp poke in the back prompts your anger well before you spin around to
determine the identity and intention of your assailant)4 or explicit and accessible to conscious
deliberation (when your assailant apologises profusely and you are left to judge whether
their smile is more like a genuine attempt at appeasement or a smirk). This distinction was
proposed by the ‘mother’ of appraisal theory, Magda Arnold. Arnold (1960) described, for
instance, one variety of appraisal as ‘direct, immediate, intuitive’ (Arnold, 1960, p. 172) and
‘hidden from introspection’ (Arnold, 1960, p. 177), citing the example of a person moving to
avoid someone who moves to stab their finger. In describing the second type, Arnold writes
that ‘intuitive appraisal is often supplemented or corrected by later reflection. When this
happens, the emotion changes with the new intuitive estimate which follows the corrective
judgment’ (p. 175). This distinction between implicit and explicit appraisal is also generally
accepted by contemporary appraisal theorists and is helped along by a tendency to define
appraisal by function rather than underlying mechanism. Moors et al (2013) for instance,
note that contemporary theorists claim that appraisal does not consist primarily of ‘abstract
cognitive principles’. The idea is that appraisal will frequently be automatic, and can comprise
representations that are ‘perceptual and/or embodied’, with action tendencies that obviously
manifest the evaluative content of the implicit appraisal. At other times, appraisal will be
non-automatic and rule-based, operating on ‘symbolic representations’ (Moors et al, 2013,
p. 121). These explicit appraisals are the type that present themselves to conscious reasoning.

Multiple lines of evidence suggest covariation and reciprocal influence between appraisal
and arousal. First, as was noted earlier, the emotional concordance data shows a covariance
pattern between multiple emotion components, two of which are appraisal and physiological
arousal. Second, it has been proposed that increased positive functional connectivity with
the thalamus during angry rumination reflects a pattern of reciprocal influence between the
former and arousal. The idea here is that the executive functions typically supported by the
prefrontal cortex (e.g., planning revenge) covary with a sense of heightened arousal (Denson,
2013).

Influence between arousal and appraisal is reciprocal. First, there is growing recognition
that arousal (or perhaps perception thereof) likely motivates and influences reasoning pro-
cesses (Haidt, 2013) This evidence comes from psychological studies showing that a person’s
‘gut reaction’ to a vignette can drive their reasoning processes, and indeed in a biased way:
toward a reasoned assessment of the situation that conforms to the initial feeling the vignette
provoked (Haidt, 2001). It may also independently increase angry rumination by increasing
the likelihood of the agent choosing hypotheses consistent with their interoceptive awareness
of their bodily state. In the other direction, the perception of physiological activity, otherwise
known as interoceptive awareness, can heighten the intensity of emotional arousal (Dunn
et al, 2010). Consistent with the role of the insula in interoceptive awareness Denson et al
(2009) have found, for instance, that right anterior insula activation is positively correlated

4 This example is from Griffiths (2003).



10 Elena Walsh

with self-reported state angry rumination. Thalamus activation is also important due to its
role in emotional processing, emotion experience, and emotional control (Marchand, 2010).
So together, increased activation in the right anterior insula and thalamus during rumination
may heighten the experience of emotional arousal (see also Denson, 2013).

We can think about this heuristically. To do so, let’s use the same example discussed by
Lewis (2005, 175) involving a driver called ‘Mr. Smart’, who experiences road rage when
cut off suddenly on the highway by a speeding driver in a expensive-looking sports car. Say
that at t1 Smart initially perceives the rapidly vanishing distance between his car and the one
changing lanes in front of him as salient (Figure 1, perception), which stimulates arousal
(Figure 1, arousal) and prompts his immediately slamming the brakes and swearing at the
driver in front. On an input-output model, this filtered perceptual data is the ‘input’ for an
evaluative process culminating in what is initially an implicit appraisal of the stimulus as a
life-threatening goal obstruction (e.g., Lazarus, 1991).

At time t2 the increase in Smart’s arousal features as input into the system, and serves
to decrease his awareness of other features of his environment (the half-read newspaper on
his lap, where the next freeway exit is, etc.) and increase his awareness of the object that
jeopardised his safety a moment earlier. At t3, attentional filtering (Figure 1, attention) leads
to Smart perceiving visual stimuli relating to the car in front of him and its driver, rather
than the newspaper he was focusing on a moment ago. In particular, the facial expression of
the driver in front (somewhere between startle and hostility) appears salient and dominates
Smart’s perceptual hierarchy (for attentional bias toward facial expressions, see Calvo and
Nummenmaa, 2008). Since Smart remains fixated on the driver’s facial expression, he fails
to notice other crucial details of the scene – one being the obviously injured person in the
passenger seat of the car in front.

Failing to notice the injured passenger, Smart’s initial appraisal of goal-obstruction now
gets a little more personal, as he fixates on the potentially hostile expression of the driver
in front and the flashy low aero-wedge on the bright red sports car. He now makes a more
sophisticated evaluation, namely that he has not only had his goals (of getting towork on time,
of being safe on the highway) obstructed, he has had these goals obstructed by a show-off
who cut him off on purpose, and deserves retaliation. Smart verbalises this appraisal as best
he can, e.g., by shouting at the driver, blasting his horn, and attenuating the counter-attack
with a number of hastily-chosen expletives. This movement from an implicit, initial appraisal
of goal obstruction and toward an explicit appraisal of other-blame is consistent with the
well-known claim of Frijda (1993) that angry people look for someone to blame even if an
appraisal of blame did not initially cause the anger.

Smart’s developing appraisal (Figure 1, appraisal) now feeds back into the system,
stimulating further physiological arousal and attentional filtering. The product is a feedback
loop sustained by what seems to be a biased interpretation of the situation at hand, and
continuing arousal that filters perception to encourage the development of further appraisals
consistent with the thematic content of anger (i.e., the presence of a third party with hostile
intentions deserving of blame or retaliation).

4 Habitually-biased appraisals

So far a dynamical model has been used to describe how a biased appraisal of a stimulus can
be produced as part of a single emotional episode of anger, and how this biased appraisal can
trigger a feedback loop sustaining the emotional episode. Now, if the situation for a person
with HAB were analogous to a Foucault pendulum, such that an initial impetus set off some
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feedback loop, and the system continued in a perpetual state of activation, our explanation
would be complete. But a typical case of HABwill involve dispositional rather than perpetual
anger: anger will be an attractor region on that individual’s emotional state space, perhaps
the strongest, but not the only one. The explanatory lacuna here comes in explaining how an
HAB individual can be predisposed toward anger when the feedback loop associated with
an emotional episode is not active. We need to explain not just the tendency for anger to
continue once triggered, but the tendency for the system to move towards anger over other
possible options on the state space (with at least greater likelihood than would be expected
for an individual who did not have HAB).

Letme expand on this point by returning to Smart and considering twoways his emotional
trajectory could progress. There are at least two types of intervention on Smart’s emotional
system that could work to sustain the feedback loop. The first is continued stimulus from the
environment. Figure 2 illustrates a case in which Smart’s anger subsides relatively quickly.
t1 represents an initial state of relative neutrality, where the relevant components involved
in emotion are at their baseline (see the nodes in the middle of the vertical lines). Input
from the environment at time t1 causes component changes at time t2. Through this initial
trigger in the road rage case, Smart becomes primed to focus on aspects of the external
environment that confirm his assessment of the speeding driver’s blameworthiness. The
driver’s embodied reactivity to the event stays stable between time t2 and time t3, and this
represents the slower bodily dynamics of the system (It is known that physiological arousal
lingers after the initial stimulus, in some experimental settings up to 3,000 milliseconds
assuming no further intervention on the system, see Mather and Sutherland, 2011). At time
t3 there is new input from the environment: the other driver turns around and stares at Smart,
with a look of startle that seems ambiguous between fear and anger. Smart, affectively primed
by his arousal, fixates his attention narrowly on the driver’s facial expression and fails to
attend to other features of the environment, including our injured passenger. The driver in
front continues to embroider the highway, moving left and right between lanes, and Smart
keeps driving, at a much less impressive speed, in the same lane. At t5 the sports car driver’s
lips curl into a defensive snarl, and it is at this point that Smart starts yelling, then at t7
the speeding driver yells back, and the shouting match evolves from there in a predictable
fashion.

But negative rumination on the event on the highway could work just as well as external
input in sustaining Smart’s anger: The sports car driver speeds away, but Smart ruminates
on the event on the highway all the way to work. Since we are assuming reciprocal influence
between rumination and heightened arousal (discussed above), Smart remains in a state
of heightened arousal. Consequently, he remains primed to filter later events in a manner
consistent with appraisals involving a projection of hostile intent. So, for example, Smart
makes it to work, starts chairing a meeting, but is quickly interrupted by a colleague. The
colleague might have been motivated by pure enthusiasm for the topic, or perhaps had not
heard Smart begin to speak, but Smart, already primed to filter his attention in a manner
consistent with the appraisal of other-blame, experiences the interruption as a deliberate
affront. This perception triggers Smart from a baseline of residual irritation toward a renewed
‘hot’ anger, and this renewed surge of anger sustains heightened arousal, in turn encouraging
further rumination consistent with goal-obstruction and other-blame.

But what if neither of these two things occurs? At t5 the speeding driver’s face turns from
part startle, part hostility to a look of genuine concern and regret, and he then looks away,
cautiously restarts his engine, and drives off. Smart starts driving again too and encounters
no further attempts at one-upmanship on the highway. He also starts deliberately employing
emotional regulation techniques to calm himself (e.g., he decides not to ruminate on what
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ie ie i3 i4

t1 t2 t3 t4 t5 t6 t7 t8

Fig. 2: Environmental input at time t1 drives component synchronisation at time t2. Embodied
reactivity lingers between t2 and t3 due to slower bodily dynamics. Environmental input at
time t3 drives further component synchronisation at time t4 and is mediated by attentional
filtering of this input. Embodied reactivity again lingers between t4 and t5 and the process
repeats itself, creating a positive feedback loop. Component synchronisation is measured via
changes in the values taken by representative variables, each of which is represented as a
node that can move up or down a vertical axis as its value changes.

ie ie

t1 t2 t3 t4 t5 t6 t7 t8

Fig. 3: Environmental input at time t1 drives component synchronisation at time t2. Embodied
reactivity lingers between t2 and t3 due to slower bodily dynamics. Environmental input at
time t3 drives further component synchronisation at time t4 and is mediated by attentional
filtering of this input. Lacking further perturbation, the system slower returns to baseline
between t5 and t8. Component synchronisation is measured via changes in the values taken
by representative variables, each of which is represented as a node that can move up or down
a vertical axis as its value changes.

just happened, practices mindful breathing, turns on the radio for distraction, etc.). The
remainder of the journey is uneventful, and so, between t5 and t8, Smart’s anger rescinds
and he returns to a more or less neutral, ‘baseline’ state (see Figure 3).

So then, if the state space representing the emotional possibilities for someone with
HAB includes more-or-less neutral regions, we need to be able to explain why the system
remains prone to making appraisals consistent with HAB, even once it has returned to a
more-or-less neutral state. And this is where drawing on aspects of a PP framework may
assist. My proposal in the remainder of this section is that the HAB person’s generative model
is ‘bent’ over time by biased appraisals. This eventually produces a mature system that will
reliably produce biased appraisals that are relatively immune to modulating influence from
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the outside, even when the feedback loop described in the previous section is not running
continuously.5

An agent’s generative model M aims to capture the statistical structure of some set of
observed inputs by tracking the causal matrix responsible for that structure (Clark, 2013).
Recall that a PP framework proposes that the brain and nervous system interprets themeaning
of events in the world by correctly anticipating (predicting and adjusting to) incoming
sensations. It also proposes that the brain and nervous system is constantly assembling
populations of predictions, each of which has some probability of being the best fit to the
current circumstances. These probabilities are Bayesian priors, and are implemented in the
brain as distributed patterns of activity across certain populations of neurons. For every
hypothesis the organism could generate in the present about what is currently occurring,
there is a prior probability that that particular hypothesis is true.

Prior probabilities are based on the system’s life history. Someone with many previous
experiences of unhelpful and dismissive waiters will assign a higher prior probability to the
hypothesis that the waiter currently approaching the table is an unhelpful one. Incoming
sensory evidence – prediction error – will help select from or modify the distribution of
predictions, because certain predictions will better fit the sensory array (i.e., will have
stronger priors), with the end result that incoming sensory events will be categorised as
being similar to some set of past experiences. The combination of sensory input and the
prior probabilities of predictions is used to reduce the size of the population of generated
predictions and thereby settle on a single hypothesis. As a result, a hypothesis could fit the
incoming sensory input extremely well, but its prior probability could be so low that it is
ignored. Conversely, a hypothesis could have such a high prior probability that, even though
it doesn’t fit the sensory input well at all, it is selected.

Now we have already seen that there is plenty of support for the idea, discussed in
Section 2, that affect is centrally involved in prediction generation. But there also seems to be
a plausible case for identifying the appraisals that partly constitute emotional episodes with
predictions about the world— ones that feed intoM as they are iteratively generated over the
course of the organism’s interactions with its environment over time. For one, we have seen
that appraisals broadly describe events in the world in both descriptive and imperatival form
(as varieties of ‘pushmi-pullyu’ representations). Anger, for instance, involves an evaluative
perception of goal obstruction caused by an actor with hostile intention who is worthy
of blame (or some other form of retaliation). Higher-level predictions share this two-fold
structure since they too are affordance-laden, containing both sensory and motor predictions
relating to the world (Clark, 2016; Friston et al, 2012).6 For two, the predictions that feature in
M specify the probability that a certain external state, sensory input, and internal state occur
together (Friston, 2013), and we also see this schemata in the emotion case. For example,
we saw that the evaluative perception associated with anger is also responsive to internal
input, so that the evaluation that a blameworthy actor with hostile intent is present (e.g.,
the speeding driver) is hypothesised to be the cause of both the internal state of the body
(e.g., heightened arousal)7 and sensory input (e.g., the visual input relating to the speeding

5 I am grateful to an anonymous reviewer whose considered feedback helped me to see why a dynamical
model may, in and of itself, be insufficient to explain HAB, and for their encouragement to explore how
emotion might play a role in creating, updating, and sustaining long-term predictions in greater depth.

6 This is not to exclude the possibility that lower-level predictions also share this two-fold structure. I only
emphasise higher-level predictions here because I have been focusing on appraisals that involve the thematic
content of blame attribution.

7 For details of this subcortical processes involved in this communicative process between the nervous
system and brain see Miller and Clark (2018).
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driver described above). There is also recent work (Barrett, 2017) that presents a structural
model of the corticocortical connections that may underwrite emotional episodes as types
of ‘concept’ (Barsalou, 1983, 2003), namely the type involving categorising some situation
and set of bodily feelings as instances of some emotion category type (of fear, or happiness,
or anger), and manifest as a prediction or distribution of predictions matching the thematic
appraisal content of that emotion category type (see also Wilkinson et al, 2019). Of course,
the plausibility of casting emotional appraisals as a variety of prediction does not on its own
motivate the use of PP as a framework for thinking about emotion. But so doing can, I think,
help to make sense of the development of emotional dispositions.

I now want to combine the hypothesis that biased appraisals will bend the generative
model over time with the proposal that the feedback loop facilitating such appraisals is a
potential mechanism for the implementation of precision weighting.8 Precision weighting
refers to how much epistemic weight is given to top-down predictions versus prediction
error (sensory input). Expected precision is thought to be altered by modulating the synaptic
gain (postsynaptic responsiveness) of prediction error units (Feldman and Friston, 2010).
For example, if low precision weighting is attached to prediction error at a given moment, a
prediction might be settled on that fits the incoming sense data very poorly. And indeed this
is what happens in the case of the individual with HAB: they see threats in their environment
largely because they are expecting to see them. This suggests a role for arousal-induced
attentional filtering as a method for modulation of precision weighting in the brain and
nervous system.9 This proposal is also supported by the the work of Miller and Clark (2018)
who outline a neuroanatomical model suggesting that attention increases selectivity for
prediction error.10

Let’s sum up. We have seen, so far, that a dynamical conception of emotion explains
the inbuilt tendency for emotional episodes of anger to produce biased appraisals, and for
these episodes to be sustainable with fairly minimal intervention. But to explain how HAB
can arise from a neutral place on the state space we need to see each appraisal formed
during an emotional episode as a prediction that feeds into the agent’s generative model of
what the environment affords. Each new biased appraisal (one-upmanship on the highway,
a demeaning interruption during a meeting) bends the generative model, changing the prior
probability the systemwill in future attach to the hypothesis that some novel situation involves
an actor with hostile intentions. We now have an account of a system whose initial conditions
in early development, combined with an inbuilt mechanism for emotional modulation of

8 I am grateful to an anonymous reviewer who assisted in the development of this line of argument.
9 See Ransom et al (2020) for further discussion of how the broad hypothesis that affect-biased attention

modulates precision weighting modulation could be precissified and further investigated. It is noteworthy that
Ransom et al (2020) discuss different varieties of affect-biased attention, including those involving stimuli
that strike the perceiver as salient even when the precision weighting of prediction error is low. Representative
examples include habitual attentional orientation towards a fence where a ferocious Doberman was seen only
once, or to situational features that resemble a single past traumatic event (e.g., so-called Type 1 trauma, see
Terr, 1991). I have focused here on a variety of affect-biased attention that arises from repeated events of
the same type: ones that generate, over time, a habitual attentional orientation. The apparatus of a generative
model continuously updated by ‘biased’ appraisals of the type here described seems well-suited to explaining
the phenomenon of HAB (and it is possible the same general schematic might be useful in explaining PTSD
arising through so-called Type 2 trauma). Further work would be required, however, to explain how this
apparatus might be further developed to incorporate ‘Type 1-like’ cases of habitual attentional orientation.
For further discussion of this issue, see Ransom et al (2020), and for an interesting PP-based proposal applied
to both Type 1 and Type 2 trauma in the context of PTSD see Wilkinson et al (2017).

10 Miller and Clark (2018) suggest that emotionmodulates precision via the activity of the pulvinar complex,
but I do not think that this claim need be understood as limiting the essential dynamics involved in this process
to the brain. I expand on this point below in footnote 13.
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precision weighting, gradually produce a generative model in which predictions involving
actors with hostile intentions feature disproportionately highly. Importantly, this can be so
even when the ‘early training ground’ of the system is one featuring social environments
in which genuine hostility is present (thus the account is responsive to what was earlier
described as the Janus-faced functionality of emotion, see Section 2.) In this way PP can
explain how emotions can be responsive to both the present input and a past learning history
across an interval of time corresponding to an emotional episode. The end product is a
system that is, in its mature state, relatively immune to sensory input that might seek to
disconfirm the general view of a world made up of actors with hostile intentions, due both
to the generative model’s according such a perspective a disproportionately high likelihood,
combined with the tendency of emotional episodes of anger to confirm such expectations
due to the modulation of precision weighting.

For now, it remains to connect this account to the original problematic: explaining the
correlation between early psychosocial stress and the development of organic disease phe-
notypes in midlife. Before proceeding to this, I briefly mention a distinctive methodological
advantage of bringing a dynamical approach to emotion into dialogue with a PP framework.
As we’ve seen, identifying emotions with episodes of synchronisation provides temporal
markers that make it possible to narrow down – to within milliseconds – when we can expect
biased predictions of the type I’ve described to occur.11 This in turn makes it possible to
compare the temporal dynamics operative during these synchronisation windows against the
dynamics observed when the system is in a more neutral state, to test the hypothesis that cer-
tain emotion types modulate precision weighting to favour prediction (for example, through
comparing how the gain on select populations of prediction error units is altered during
temporal windows featuring such episodes against those of relative emotion-neutrality). This
would increase our understanding of the temporal dynamics already known to be associated
with precision weighting modulation, in turn providing further support for the proposal that
emotion, attention, and prediction are intricately intertwined.12 Over a longer timescale, the
iterative structure of the history of the system’s interactions with its environment could be
mapped to gradual changes in candidate implementation sites for an embodied generative
model (one possibility being the development of perpetually heightened measures of arousal,
such as blood pressure and heart rate variability).13 The identification of emotions as dynam-
ical episodes can be used in this way to test hypotheses about how (distinctively emotional)

11 For a discussion of the nature of data available and methods used to identify windows of synchronisation,
see Bulteel et al (2014); Hollenstein and Lanteigne (2014).
12 These dynamics are explored using EEG and fMRI to measure changes in oscillatory band frequency

and event-related potential, see, for instance Smout et al (2019).
13 I have here attempted to motivate the role the generative model can play in explaining the formation of

emotional dispositions. But this is just one step towards a fuller picture of how the model may be implemented
in the brain and nervous system, or perhaps more broadly as embodied and enacted in the whole organism itself
as it navigates its environment (e.g., Allen and Friston, 2018; Friston, 2013). I cannot delve in detail into this
issue here, beyond noting that the proposal outlined here seems to be compatible with a ‘radically embodied’
PP (Friston, 2013; Allen and Friston, 2018). Such an approach sees the generative model of the world
embodied in a web of neural connections of varying strengths, and causally coupled to the body, specifically
its homeostatic needs and the environmental nichewithinwhich it has evolved. On this approach there is a sense
in which homeostatic set points (e.g., blood pressure and blood glucose levels) partly constitute the organism’s
generative model, even though the neural connections forged through a particular organism’s unique learning
history also constitute this same model. This more extensive construal of the generative model is consonant
with the suggestion made in Section 3 that slower bodily dynamics of arousal can lengthen the time interval
during which the feedback loop constituting an emotional episode is operative. If the homeostatic set points
relevant to such arousal are conceived as part of the generative model, we have a putative mechanism through
which the former might influence the development of real-time emotional episodes, triggering attentional
filtering and biased appraisals.
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predictions are implemented in the brain and nervous system, in turn shedding light on how
implementing this type of prediction may differ from implementation of predictions occur-
ring during relatively ‘non-emotional’ periods,14 while also providing a means to model how
early life experiences shape mature phenotypic emotional expression.

5 Organic disease with a top-down cause

We can now return to the relationship between early psychosocial stress and later suscepti-
bility to disease in mid-life. The intention was to explain how certain top-down processes
(namely, subjective perceptions and evaluations of the social and material environment) were
able to exert a profound influence on the lower-level physiological function and structure of
the body. For simplicity, I focused on one simple and easily measured physiological marker:
persistent elevated blood pressure (hypertension), and its connection with habitual anger.

To be clear, the puzzle here is not so much explaining a temporary elevation of blood
pressure concomitant with a surge of anger. We already know that elevated blood pressure is
part of the physiological signature of anger: This physiological signature has aspects common
to all fight or flight responses, but there are features distinguishing an anger response in
particular. As anger emerges, blood pressure heightens and remains elevated so long as the
episode of anger persists (Garfinkel et al, 2016). For example, one of the very first studies
to differentiate the physiological signatures of fear and anger (both of which form a broadly
fight or flight pattern of response) found that anger produces greater changes in diastolic
blood pressure rise, heart rate fall, rise in skin conductance, and muscle potential increases
(Ax, 1953). And we also know that anger can reliably be induced or sustained through biased
inferences of the type associated with HAB (itself one component of the synchronisation
response associated with anger).

The actual puzzle, then, is explaining why blood pressure might remain elevated in an
individual throughout the lifespan, long after that person is removed from the environment
that originally caused the initial episodes of arousal-inducing anger. The answer I have
explored here is that the individual in question suffers chronically elevated blood pressure
because they feel habitual anger. To explain how dispositional anger could develop gradually
over time in response to early psychosocial stress, I suggested that we see an emotional
disposition toward anger as simply sustained anger whose presence is relatively resistant to
outside influence. I identified emotional episodes of anger with a feedback loop involving
perception, attentional filtering, and arousal, and described how this loop generated biased
appraisals and ruminative processes that fed back into the loop to sustain it.

I noted that the feedback loop can explain the generation of biased appraisals only whilst
it is operative. Consequently, an additional mechanism is needed to explain how a tendency
to form biased appraisals could develop and become entrenched over time, one that does not
depend on the feedback loop running consistently, else HAB would need to be characterised
as not a habit or tendency toward anger, but as – rather unrealistically – a perpetually present
feature of the system. I then proposed that the appraisals involving HAB, generated by the
feedback loop, come to bend the agent’s generative model over time. The feedback loop
can be initially set off by input that actually does involve hostile intent (such as abuse or
violence). The trick of the feedback loop is that this leads to lingering arousal that tips the
system toward attentional filtering that encourages interpreting future stimuli – including

14 For a discussion of how to distinguish ‘emotional’ versus ‘non-emotional’ periods of operation of a
system, see Colombetti (2014).



Pathological Prediction: A Top-down Cause of Organic Disease 17

neutral stimuli – in a manner consistent with the appraisal themes associated with anger. I
proposed that this tendency could be seen as a mechanism throughwhich precision weighting
favouring prediction over prediction error is implemented in the system. The development of
dispositional anger, then, is explained via two key proposals. The first is that HAB-involving
appraisals are encouraged by a positive feedback loop in which physiological arousal biases
attention toward threatening stimuli, in turn encouraging biased appraisals and ruminative
processes that feed back to maintain heightened arousal. The second is that HAB-involving
appraisals come to bend the agent’s generative model over time. Each new HAB-involving
appraisal affects both the generative model as well as precision weighting over the short
term, while the generative model – which is coming to represent an increasingly hostile and
threatening world – informs the generation and selection of subsequent predictions.

The product is an account that connects the agent’s subjective perception of their en-
vironment to changes in physiological function manifest both in real time (elevated blood
pressure) and developmental time (persistent elevated blood pressure): It is known that per-
sistent elevated blood pressure gradually causes the coronary arteries serving the heart to
slowly become narrowed from a buildup of fat, cholesterol and other substances that to-
gether are called plaque (Cohen and Hasselbring, 2007). Continued over a long enough
time, hypertension becomes a risk factor for stroke, coronary heart disease, heart failure,
and end-stage renal disease (Muntner et al, 2014). There are, of course, likely to be multiple
causes in the case of any given individual manifesting the phenotype under scrutiny. Some of
these factors may be more influential than others, and knowing which are may have a direct
bearing not only on the understanding of disease aetiology, but also on which treatments
are most appropriate for given individuals. We would expect, for example, that emotion will
play an important explanatory role in cases in which the psychosocial environment plays a
primary role. In these cases psychosocial intervention might be useful. However there will
of course also be cases of hypertension for which the main causal difference-maker does not
concern the psychosocial environment, e.g., hypertension caused by HIV infection or sickle
cell disease (Galie et al, 2004). These cases would, of course, require an entirely different
sort of treatment.

Stepping back, the development of HAB can be seen as an instance of developmental
mismatch, which arises when the organism in early life uses the mechanisms of adaptive
developmental plasticity to develop a phenotype suitable for one environment, but is later
exposed to a different environment from that to which it has adapted (Bateson et al, 2004;
Gluckman et al, 2019; Gluckman and Hanson, 2007).15 If HAB developed in a person placed
in a genuinely hostile environment (e.g., an abusive family, a period of war or civil unrest)
and they lived out their entire life under these conditions, HAB would be highly adaptive,
enabling quick and reflex-like responses to aggression. But in a context where the organism
is free to choose in maturity a relatively benign social and political environment, or finds
themself in one through happenstance, the automated defensive behaviours prompted by
HAB no longer serve an adaptive function. Regardless of whether it is adaptive for the
organism’s current environmental context, the physical costs of this emotional disposition
(e.g., premature mortality due to cardiovascular disease) will remain. Placed in a sufficiently
hostile setting, premature morality is perhaps a reasonable trade-off for an expedient strategy
to quell genuine aggression, but in a benign context it is not. (It is these messy realities that
reveal the imperfect solutions evolution provides to solve problems of adaptation.)

15 I am grateful to Paul Griffiths and members of the Theory and Method in Biosciences Lab, Charles
Perkins Centre, University of Sydney for useful discussion of this idea.



18 Elena Walsh

6 Conclusion

For much of its history, emotion psychology favoured a simple input-output model in which
environmental input triggered an appraisal (‘This snake is dangerous’), in turn triggering an
emotional response (sympathetic nervous system activation, running away). This approach,
which received its canonical expression in the work of Ekman (1992, 2003) did allow life
experience to alter the eliciting conditions of an emotion, e.g., so a history of encountering
nurses giving painful injections could train the emotional system to immediately react with
fear upon seeing a nurse. But explaining a mature emotional disposition demands more
than a simple input-output correspondence structure (input: nurse, output: fear), since such
dispositions consists of habitual patterns of response that seem to be stimulated by a tremen-
dously broad set of conditions: consider a generalised anxiety that manifests in continued
hypervigilance in many situations encountered in daily life (not just in hospitals) or, as in our
case, a tendency towards attributing hostile intent to a wide range of actors whose intentions
are utterly benign (a tendency whose source lies in early traumatic experiences, but whose
current exercise extends far beyond the specific people and environments in which those
early experiences occurred).

The role of emotional episodes in this explanation is as a means through which an
organism’s generative model is updated in iterative fashion over time in response to life
experience, eventually producing a mature emotional disposition such as HAB, whose chief
characteristic is insensitivity to incoming stimuli that would seek to disconfirm the evaluative
perception of a world made up of blameworthy actors with hostile intentions. When we
characterise emotions as ‘dynamical’ we pave the way for a definition identifying them –
and the biased appraisals that partly constitute them – with transient synchronisation of
measurable components that can be mapped to a temporal window. This definition grounds
the conceptual proposal that early experiences shape later phenotypic emotional expression
in a model that can be formalised and tested, through investigating the temporal dynamics
of the cortical and subcortical processes at play during the temporal windows in which
emotional episodes of particular category types (e.g., anger) occur.

In closing, I note one upshot of this account. If its (very rough) contours are correct, it
gives us the outlines for a new sort of explanation of the developmental origins of certain
health and disease outcomes, one that is not currently accommodated by a biomedical
explanatory mode that focuses on monogenic, bottom-up and atemporal causation. The case
of ‘pathological prediction’ I have described here is in fact just one particular type of top-
down process that might connect psychological mechanisms (in particular, those relating
to how we perceive and evaluate our social and material environments) to structural and
functional changes in the human body (the placebo effect is another such top-down process,
albeit one that occurs over a much shorter timeframe). This new sort of explanatory model
represents a move beyond the idea of the ‘root’ cause of disease being monogenic and
atemporal – as if it could occur in abstraction from the processual impact of the environment
and the value we attribute to it as organisms. A consequence is that the idea that there is a
‘mind-to-matter’ relation, or, more specifically, that our subjective perception of situations
we experience in our environments should have some influence on the structure and function
of our bodies should no longer appear strange or inexplicable. Key here is the recognition
that emotion is continually serving a coordinative function for the human organism. This
function involves both a ‘minded’ (evaluative, perceptual) aspect and a bodily aspect. At
the same time, emotion functions as a learning mechanism for an organism to minimise
prediction errors relating to its perception of the environment and the action opportunities it
affords. Understood in this way, the idea that our bodies might change over time in response
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to our subjective (and perhaps idiosyncratic) perceptions of our environmental context is
deeply unmysterious.
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