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Abstract

Recently, both evolutionary anthropologists and some philosophers have argued that cooperative
social settings unique to humans play an important role in development of both our cognitive
capacities and the “construction” of “normative rationality” or “a normative point of view as a
self-regulating mechanism” (Tomasello 2017, 38). In this article, I use evolutionary game theory
to evaluate the plausibility of the claim that cooperation fosters epistemic rationality. Employing
an extension of signal-receiver games that I term “telephone games,” I show that cooperative
contexts work as advertised: under plausible conditions, these scenarios favor epistemically ra-
tional agents over irrational ones designed to do just as well as them in non-cooperative contexts.
I then show that the basic results are strengthened by introducing complications that make the
game more realistic.

0 Introduction

Why shouldn’t I believe whatever it will make me happiest to believe? A common answer is that

this simply isn’t how beliefs work: you don’t get to choose whether or not you believe something

(Hieronymi 2005). This answer raises a new question: why not? Why do we feel compelled to believe

what it is “rational” to believe, and from where does the deep normative hold of this epistemic

notion arise? Recently, both evolutionary anthropologists (Mercier and Sperber 2017; Tomasello

2014, 2017, 2020) and some philosophers (Dogramaci 2012, 2015; Graham 2020; Sharadin 2018)

have argued for a particular evolutionary answer to this set of questions: the kinds of cooperation

unique to human testimonial practices promote the development of both our unique cognitive

abilities and the “construction” of “normative rationality” or “a normative point of view as a

self-regulating mechanism, arguably the capstone of the ontogeny of uniquely human cognition”

(Tomasello 2017, 38). Call this the “cooperative hypothesis.”

In this article, I focus my attention on the second aspect of the evolutionary story outlined

above, namely the claim that cooperation fosters epistemic rationality. Employing an extension

of signal-receiver games that I term “telephone games,” I show that cooperative contexts work
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as advertised: under plausible conditions, these scenarios favor epistemically rational agents over

irrational ones designed to do just as well as them in non-cooperative contexts. I then show that

the basic results are strengthened by introducing complications that make the game more realistic.

I begin by outlining the cooperative hypothesis, particularly as defended by Tomasello (§1). I

then define a class of cooperative interactions that I call “telephone games,” the crucial feature of

which is that they allow for variation in the number of agents that serve as intermediaries between

an observation and an action, and lay out two different strategies—one epistemically rational and

one “wishful”—for playing the game (§2). I show that while wishful agents do outperform rational

ones under some cooperative conditions, rational agents are generally favored when the initial signal

is at least moderately reliable and group size is three or more (§3). I then introduce a complication,

embedding the telephone game within a stag-hunt-style scenario that indicates that rational agents

are usually favored when cooperation is (§4). The results outlined in §3 and §4 offer support to

the cooperative hypothesis, though they have limitations, as I discuss in the final section (§5).

Throughout, my presentation will be largely informal; technical details and results can be found in

the appendix.

1 Background: the cooperative hypothesis

Whatever one’s preferred account of rationality—and here I include accounts in which rationality

is “bounded” (Gigerenzer 2008) or context-sensitive (Morton 2017)—I take it that humans are not

actually, or at least not always, rational. That’s true regardless of whether the notion of rationality

at issue is practical or epistemic: there’s disagreement about how well we approximate and how

frequently we deviate from these ideal notions, but there is broad agreement that humans are not

perfectly rational. Nevertheless, we generally take the rules of rationality to be normatively com-

pelling even though we consistently fail to live up to them: while it’s forgiveable and understandable

for an agent to fail to be perfectly epistemically rational, one is performing better epistemically the

closer one is to approximating perfectly rational behavior. Finally, despite the fact that we deviate

from them all the time, the norms of epistemic rationality are so deeply ingrained in our thinking

that we typically find ourselves effectively unable to consciously violate them, or at least some of

them. It’s commonly accepted in epistemology, for example, that we can’t bring ourselves to believe
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something simply because we want it to be true (see, e.g., Hieronymi 2005). All of this is purely

descriptive, and so, presumably, all of the above features of our epistemic life are open to relatively

straightforward evolutionary explanations.

At least in broad strokes, the imperfect nature of our reasoning faculties is the easiest to explain

evolutionarily (though of course there remains significant disagreement about the details): supposing

that a perfect reasoning system is desirable but extremely “costly,” we’re unlikely to develop perfect

reasoning if cheaper approximations and heuristics work almost as well in the most evolutionarily

important contexts. More puzzling is why we should recognize and take ourselves to be bound by

norms of epistemic rationality—norms that deviate from our actual behavior—and why these norms

should be so deeply ingrained that we don’t just have intuitions about their correctness but often

find ourselves incapable of consciously violating them. The cooperative hypothesis implies that we

recognize and obey these norms because (approximating) epistemic rationality plays an important

role in facilitating cooperation. Epistemic norms have a hold on us, in other words, because we are

deeply cooperative in a way that our closest relatives aren’t.

Tomasello (2014, 2017, 2020) and his collaborators (e.g., Tomasello et al. 2012) have gathered

substantial experimental evidence in support of the more general claim that human cognitive fac-

ulties are evolutionarily linked to cooperation. Humans have a proclivity to cooperate and skills

(or perhaps instincts) that facilitate cooperation and that are lacking in our closest relatives. Both

proclivity and skills develop relatively early and their development is connected, both in time and

in ability, with the development of the unique features of human linguistic competency. Notably,

while the skills necessary for competitive interaction are also clearly linked to other aspects of our

cognitive development, they don’t seem to be linked to linguistic competency and, further, they’re

largely shared with our closest relatives. The inferred conclusion: the cognitive differences that

separate us from our closest relatives exist because of the evolutionary pressures of cooperation,

particularly cooperation involving the (linguistic) exchange of information.

One of these cognitive differences—as Tomasello discusses—is that humans recognize, and take

themselves to be normatively constrained by, an epistemic notion of rationality. From a young age,

humans are deeply concerned not just with what is believed but also with what ought to be. This

normative component has no obvious analogue in our nearest relatives, and Tomasello argue that

cooperation is responsible for this specific aspect of our cognitive life in two ways. First, recognizing
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an epistemic norm as such requires both concepts and cognitive skills that seem to be lacking in

our closest relatives. For instance: epistemic norms are only epistemic insofar as they relate to the

truth or accuracy of mental representations, but the notion of “truth,” or more precisely of a sort of

objective perspective that may depart from my own, is itself a substantial cognitive achievement—

and one that Tomasello shows that children make use of in their cooperative interactions but great

apes seems incapable of recognizing (Tomasello 2014, 38-45). Similar comments apply to ability to

“self-monitor” that’s presupposed in taking an epistemic norm to be genuinely normative rather

than merely habitual (Tomasello 2014, 58). Second, in addition to providing humans with the skills

and concepts to “construct” this “normative point of view” (Tomasello 2017, 38), cooperation also

provides the motivation for doing so: in order to attract new partners for future cooperative tasks,

we must make it clear that our testimony reflects the truth rather than our own selfish interests

(Tomasello 2014, 75). Clear obedience to shared epistemic norms marks a potential cooperative

partner as one whose testimony will be reliable. As Tomasello tells the story, this need to be

recognized as a reliable partner eventually becomes a deeply ingrained social institution, a set of

(epsitemic) norms that we find ourselves incapable of consciously deviating from. This account of the

origin of epistemic norms fits with both his broader picture of the development of human normative

judgments (Tomasello 2016) and the more general literature on the latter subject (Bicchieri 2006;

Sterelny 2012).

A number of philosophers have endorsed a similar line of thought: especially in interactions

between partners who are not closely related, epistemic norms play an essential role in allowing the

receiver of information to assume that the information is reliable (Dogramaci 2012, 2015; Graham

2020; Sharadin 2018). Whereas Tomasello is mostly focused on the explanation for the existence of

such norms, some of these philosophers, at least, have argued that the role that epistemic norms

play in securing productive communication also account for their normative status. That is: the

reason (or part of the reason) why one ought to be epistemically rational is that epistemic rationality

plays this central role in facilitating cooperative interactions with others.

Philosophers and evolutionary game theorists have long been interested in human cooperation

(see Bicchieri 1997, 2006; Skyrms 1996, 2004), and there’s a growing literature on both the develop-

ment of particularly epistemic cooperation (Zollman 2017) and the fixation of the human instinct

for cooperation (Bicchieri 2006; Forber and Smead 2015; McLoone and Smead 2014; McLoone et
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al. 2018). The claim that cooperation promotes epistemic rationality remains untested by these

methods. The rest of this article is devoted to testing this claim. I won’t attempt to show that

all aspects of epistemic rationality can be accounted for in this manner, however. For one thing,

there’s substantial disagreement about what epistemic rationality consists in, disagreement that

some philosophers have argued is in-principle intractable (see Dogramaci 2015). Instead, I’ll focus

on a comparison between an agent who bases their beliefs on the objective probabilities (which

they have miraculous access to) and an agent who shares this miraculous access but is a “wishful

thinker”: what they believe is (partially) determined by what they desire. I choose this comparison

for three reasons. First, I take it that virtually all accounts of epistemic rationality reject wishful

thinking—even philosophers that allow for the influence of “values” on what we believe are often at

pains to distinguish between wishful thinking and the cases in which they hold that this influence is

legitimate (see, e.g., Douglas 2009). Second, it’s possible to design a wishful thinker who performs

just as well as the imagined rational agent in non-interactive scenarios (see below), which makes

the comparison the perfect test case for the cooperative hypothesis.

The third reason is that at least in the context of the games defined below, what distinguishes a

wishful agent from an epistemically rational one is that the former maximizes their expected utility

when testifying (albeit in a very short-sighted manner), whereas the latter does not. Wishful agents

testify as they would act, rather than as they believe. Many types of epistemic irrationality look

like they’re guaranteed to fail because they’ll lead agents to miscalculate expected utilities and be

instrumentally worse off (Okasha 2013, 2018). By contrast, wishful thinking—when appropriately

constrained—looks like it should outperform epistemic rationality: the wishful thinker chooses the

belief state with the highest expected utility, whereas the rational agent merely chooses the one

that is most likely to be true. As such, it would be surprising if rational agents were employing

the optimal or even preferable strategy. And thus if we observe that result, it serves as relatively

powerful evidence for the cooperative hypothesis.

2 Telephone games

Imagine an agent who observes their environment and then interacts with it on the basis of the

information they gain from the observation. In such a scenario, there are zero degrees of separation
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s1 s2 s3
a1 2 0 0
a2 0 1 0
a3 0 0 1

s1 s2 s3
a1 1 0 0
a2 0 2 0
a3 0 0 1

s1 s2 s3
a1 1 0 0
a2 0 1 0
a3 0 0 2

Fig. 1: Three possible payoff matrices for a game with three states and three corresponding actions.

between observation and action. Increase the degrees of separation and the scenario comes to be

similar to the children’s game “telephone”: one agent provides the original message, and it is passed

from intermediary to intermediary until it reaches the actor—hopefully without distortion. Suppose

that we attach payoffs to this scenario: the final agent in the chain picks one of a group of possible

actions and if their choice is the correct one, everyone shares in the payoff. Call games with this

structure “telephone games”; for all intents and purposes, telephone games are simply an extension

of traditional “sender-receiver” games introduced by Lewis (1969) and popularized by Skyrms (see

Skyrms 2010).

The crucial features of telephone games are that they are cooperative and that they involve

testimony. The cooperative element is built into the payoffs of the game: each agent receives a

payoff if and only if the agent at the end of the chain of telephone picks the correct action; one

agent profits if and only if all agents do. I’ll allow agents to differ in their preferences, however (see

figure 1). The effect of this stipulation is that agents with less-than decisive evidence can differ in

their choices: an agent who profits much more in one scenario than in the other may try for the

first option even if their evidence indicates that the second option is more likely to be successful.

The testimonial element, in turn, introduces a natural means of distinguishing between what the

agent believes to be true from their dispositions to act. This distinction allows us to separate

genuinely wishful thinkers, who believe what they want to be true, from agents who merely take

their preferences into account when acting. There’s nothing wrong with the latter. In fact, it’s

what a utility-maximizing agent is supposed to do. By contrast, there’s supposed to be something

wrong with taking preferences into account when believing or testifying on the basis of belief. If

this normative intuition has an evolutionary basis, then agents that keep separate their beliefs and

desires should outperform agents that don’t in at least some scenarios.

Slightly more technically, telephone games consist of the following. A state is picked from among

S equiprobable and mutually exclusive alternatives, and the first agent in the game makes an
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Fig. 2: Two instances of a telephone game. The left-hand game is a 1-degree game with a single
wishful observer in addition to the actor (whose type is irrelevant). The right-hand game is an
instance of a 3-degree game with two wishful agents and one rational one.

observation, o. They are assumed to know Pr(si|o) for all si ∈ S. In what follows, I’ll talk about

the “power” of the original observation, by which I mean the probability of the true state of affairs

given the observation, or Pr(st|o). The aim of the game is to pick the action that “matches” the

true state of the world, though agents will always prefer some matches to others; which of the states

an agent prefers is picked randomly from the available states. A signal is then passed from the initial

observer to another agent n times, where n is what I earlier termed the “degree” of the telephone

game—i.e., in a zero-degree game, the observer and actor are the same agent; in a one-degree game,

the observer passes the signal directly to the actor, etc. Supposing that all the agents are “honest,”

this signal will simply consist in the probability that they assign to each of the possible states si. I’ll

suppose that agents essentially differ only in how they determine their subjective probabilities given

either an observation or the testimony of another agent: rational agents take both observations and

testimony at face value and assign a subjective credence appropriately; wishful agents, by contrast,

take into account their own preferences when determining what probability they assign to each

state. The effect is that rational and wishful agents will have different patterns of testimony: the

rational agent always passes on the information that they received without loss, while the wishful

agent introduces some (self-serving) noise. (For technical details on how all this works, see the

appendix.)

The way that I’ve defined the two strategies guarantees that they will perform identically in

non-interactive degree-0 telephone games: both will act to maximize their expected utility based

on a signal that they get directly from the world (compare Okasha 2013, 753). The steps they take

in calculating the expected utility will be different, but the outcome will be the same. As such, any

difference between the two strategies observed in higher-degree games is therefore a product of the

cooperative elements introduced by such games—a fact that makes these two strategies ideal for

the purposes of testing hypotheses that relate epistemic norms to group interactions.

Before touching on the results, it’s worth noting a limitation of telephone games as just out-

7



lined. As I’ve set things up, uniform payoffs are enforced and agents have no choice but to involve

themselves in the practice of providing and (more importantly) trusting testimony. Essentially,

these restrictions amount to idealizing away any “undermining” behaviors of the agents: they’re

not allowed to cheat or opt-out of cooperating. I’ll relax this restriction somewhat below, where

I’ll consider games in which agents can opt-out of cooperation, and I’ll address the limitations

introduced by these idealizations at more length in §5.

3 Results

The results are as follows. For any game of degree 2 or more, there is a minimal level of observation

power above which every run of the model results in > 99% of all agents playing the rational

strategy. Changing the degree of the system has only a very minimal effect on this minimal power

level, while increasing the cardinality substantially lowers it. In any degree 2 or more game, though,

rational agents are favored so long as the average power of the observation is > 65%—and are often

favored in situations where power is substantially less than that. The results of degree 1—that

is, 2-player—games are a bit more bizarre, with alternating areas favoring both strategies and—

as cardinality increases—large regions in which neither strategy outperforms the other. Figure 3

contrasts degree-1 games with games of higher degrees. While I’ve reproduced results for a wide

range of power values, it should be noted that values at the low end of the scale are in an important

sense less realistic: given that the relevant notion of “observation power” is the objective probability

of the state that actually obtains on the evidence (Pr(st|o)), the probability of observations with

low power must be assumed to be low.

Mathematically speaking, there are a few different factors that explain how the model generates

these results. The most important factor is the following. For a game of given degree, cardinality,

and power, there’s a set degree of “noise”—in the sense of agential preferences—that must be

incorporated into the signal before the actor will chose a state other than the one that the signal

gives the highest probabilitiy to. In cases in which the signal is highly misleading, this noise is

beneficial because it can lead to agents picking the action that matches the true state even though

the evidence indicates that that state doesn’t obtain; this is why wishful agents are generally

favored for low values of Pr(st|o). When the signal is accurate, however, the noise introduced by
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Fig. 3: The percentage of agents playing the rational strategy when the game halts (% Rational)
given different observation powers (Pr(st|o)) and cardinalities (S). Degrees 3 and 4 are largely
identical to degree 2.

wishful agents becomes disadvantageous, and for the same reason: it can lead the actor to ignore

the evidence, this time to everyone’s detriment. This basic fact about when it’s good to add noise

explains the general correlation between higher values of Pr(st|o) and rational agents being favored

found throughout games of all degree and cardinalities.

The rational strategy is most favored when the signal is accurate but not too accurate; the

number of turns required for the rational strategy to take over increases as Pr(st|o) approaches

1. The closer the observation power is to 1 (or 0) the more noise will be required for the chain

of agents to end up making a choice different from the one originally evidence. What happens in

the model is that as Pr(st|o) approaches 1, chains incorporating wishful agents choose an action

that differs from that chosen by a chain of only rational agents with decreasing frequency; an

increased amount of noise is required to obscure the evidence. In degree-1 games (particularly at

higher cardinalities), high values for observation power are equally favorable for both agents because

wishful agents cannot introduce enough noise to lead the actor away from picking the state that

the evidence virtually guarantees is the correct one.

The odd behavior of degree-1 games when compared to higher-degree games is partly explained

by the fact that wishful agents “catch up” to rational ones faster in these games and partly by a
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second phenomenon: there are values of Pr(st|o) for which adding a wishful observer can cause the

decision to be more responsive to the evidence than it is when the observer is rational. So consider

a situation in which a rational observer will report that one of two states is 1.5 times as likely as

the other. If the actor prefers one of the states by a ratio to 2:1, then the evidence is irrelevant: the

actor will always choose their preferred state. As we would expect, this insensitivity to the evidence

is on average good when the evidence is relatively misleading and bad when it’s more reliable.

Switching the rational observer for a wishful one changes the reported probabilities, and can thus

have the effect of changing the situation from one in which the evidence is irrelevant to one in which

it matters. Whether or not the wishful agent’s preferences have this effect depends on whether their

preferences align with those of the actor. If they both prefer the non-evidenced state, the evidence

will be ignored; in all other cases, the actor will pick whatever state the evidence suggests is the

correct one. In the case where the cardinality is 2 and the degree is 1, the result is that ignoring the

evidence is twice as likely when paired with a rational agent than when paired with a wishful one.

The same phenomenon occurs at higher degrees, but the difference in the probability of observing

the effect decreases rapidly with degree, rendering the phenomenon essentially irrelevant above

degree 1.

4 Introducing complications

In the telephone games presented above, actors have no choice but to cooperate: the game is

simply one in which the payoffs are cooperative. Such games are hardly common, however; even

in cooperative scenarios, there are aspects of competition and mechanisms to prevent cheating

are required to ensure that the payoffs remain cooperative (Forber and Smead 2015; c.f. Bicchieri

2006). Further, though Tomasello downplays these mechanisms relative to other authors, he also

quite clearly sees them as important, stressing the role of partner choice—and to a lesser extent,

partner control—in ensuring that agents behave rationally (see, e.g. Tomasello 2014, 75, 89).

Better capturing these aspects of the purported evolutionary scenario requires complicating

the game. More specifically, I embedded the basic telephone game within a stag-hunt-like scenario

(see Skyrms 2004). Essentially, actors have two choices: risk playing the telephone game, or “hunt

hare” by taking a guaranteed payoff. Adding this element introduces an additional variable into
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Fig. 4: Schematic representation of the conditions under which each of the three strategies goes
to fixation in different games. The left-hand scenario is representative of games of low cardinality
and low initial proportion of cooperators playing the rational strategy; the right hand, games of
high cardinality and high initial proportion of rational players. As can be seen, tuning these values
increases the performance of rational agents relative to both wishful agents and non-cooperators,
though it also improves the performance of non-cooperators relative to wishful ones. The unmarked
area represents conditions that result in a mix of rational and wishful agents.

our game, namely the percentage of cooperators in the system. All other things being equal, the

more cooperators the less risky it is to be a cooperator. The expectation: if the telephone game

pays badly enough—because the signal is too poor, for example—then cooperators will suffer and

eventually die out.

Figure 4 presents a schematic representation of the results (a more technical discussion can

be found in the appendix). As in the basic telephone game, the primary variable determining

whether rational or wishful agents thrived is the strength of the signal, with rational agents out-

performing wishful agents at higher signal strengths. As expected, the primary factor affecting

whether non-cooperators outperformed cooperators is the initial proportion of cooperators to non-

cooperators, though signal strength plays an important role here as well, with non-cooperators

competing with wishful agents for dominance in low-power settings. Increasing the cardinality, the

initial percentage of cooperators playing rational, or both has the effect of increasing the advan-

tage for non-cooperators at low power values while decreasing their effectiveness in high-power

settings—effectively, tuning these variables high enough ensures that any situation in which the
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wishful strategy is favored is one in which non-cooperation is favored more.

In all runs of the game, a high enough initial proportion of non-cooperators (≥ 85%) was

sufficient to prevent any cooperative strategy from going to fixation, no matter how the other

variables were tuned—though some test runs with more extreme advantages for cooperators did

show the ability to push the required initial proportion up to close to 95%. As with standard stag

hunt games, therefore, there’s a problem with getting cooperation off the ground. To better capture

how the type of cooperative testimony represented in telephone games might get started, therefore,

we’d probably need to introduce more structure into our population in the form of recognition

mechanisms or other means of ensuring that cooperators are more likely to play with their own

kind. Since this a familiar issue in stag hunt games, however, I’ll assume that whatever complications

work in other scenarios will work here as well.

5 Interpreting the results

The hypothesis that I set out to test holds that cooperative interaction between agents plays a

central role in explaining our recognition of norms of epistmeic rationality. The rough idea is that

cooperation introduces a pressure to be reliable—and not just reliable, but reliable in a way that

will be apparent to other agents—in evaluating and representing evidence that isn’t present in

non-interactive scenarios.

To test this hypothesis, I compared the performance of two agents who behave identically in non-

interactive scenarios but who form mental representations and thus testify in different ways. The

epistemically rational agents testify to what their evidence indicates is the truth (i.e., they take what

Tomasello refers to as an “objective” perspective on their evidence), while wishful agents testify

based partly on what they want to be true (i.e., their testimony is based on features specific to their

perspective). Generally speaking, the results favor the cooperative hypothesis: what the hypothesis

predicts is that cooperative scenarios should favor obedience to epistemic norms; what we’ve seen is

that—assuming that evidence isn’t too consistently misleading—cooperative scenarios do generally

favor obedience to epistemic norms. As I noted above, this limiting assumption is reasonable, at

least in the context of the game: given how I defined the power of the observation, we shouldn’t

expect observations with extremely low power values to be particularly frequent. Increasing the
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complexity of the problems faced by agents—represented by the number of potential answers, i.e.

the cardinality of the game—increases this advantage.

In §4, I showed that introducing non-cooperative agents into the mix has the effect of fur-

ther disadvantaging wishful agents because non-cooperators generally outperform wishful thinkers

where the latter are favored over rational agents. These results lend some support to the transcen-

dental flavor of Tomasello’s claim that testimony isn’t possible outside of the context of epistemic

norms that ensure reliability (Tomasello 2014, 51); more importantly, they help to demonstrate

that situations that favor cooperative information-sharing broadly speaking will also usually favor

epistemically rational information-sharing. This last point provides what I take to be the strongest

piece of evidence that I offer: given that we are extremely cooperative information-sharers, my

results provide an indication that the scenarios that led us to be cooperative would also have led us

to be epistemically rational. That’s not to say that the model shows that epistemic rationality is

the result of selective pressures in cooperative scenarios; models don’t usually provide that sort of

evidence (Forber 2010). Instead, the models indicate that the route to the development of epistemic

rationality proposed by the cooperative hypothesis is possible. Given the backdrop of Tomasello’s

extensive empirical evidence for the evolutionary connection between cooperation and cognitive

faculties including epistemic norms, this fact should be seen as lending support to the cooperative

hypothesis.

Still, there are two respects in which the results above don’t support Tomasello’s account. First,

the contrast that I’ve tested is between non-interactive scenarios and cooperative ones; I haven’t

tested the contrast between cooperative and competitive scenarios. So my results don’t support

Tomasello’s claim that it is our cooperative interactions as opposed to competitive interactions

that foster epistemic rationality. I don’t think this seriously undermines the results, given my aim

of testing whether the mechanism proposed by Tomasello can succeed—we’ve seen that it can.

The second of the key ways in which my model does not support Tomasello’s account concerns

his reasoning for why rationality is supposed to be advantageous, namely that displaying rationality

makes one an attractive partner for future cooperative interactions and enforcing it in partners

ensures that their testimony is reliable. Indeed, this aspect of the account is crucial, as it’s what

accounts for why epistemic norms are felt to be norms rather than mere habits. My model doesn’t

respect this feature of the cooperative hypothesis, however: it’s not the case that rational agents are
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favored in telephone games because they are more likely to be chosen as partners. On the contrary,

they’re favored in telephone games because they’re simply more likely to (be in chains that) pick

the correct action to take in a given scenario. In my model, the norms of epistemic rationality are

not norms at all, properly-speaking (compare Bicchieri 2006, 2017). One is simply better off being

rational than not.

It would be natural, therefore, to read my results as showing that the social mechanisms postu-

lated by the cooperative hypothesis are not necessary for a cooperative explanation of the existence

of epistemic rationality. That would be a mistake, however. The better way to view my results is

as agnostic as to the mechanism by which cooperative scenarios enforce their payoff structures. Let

me explain. Telephone games are cooperative in the sense that everyone benefits or loses together.

There are many reasons why a given scenario could have this cooperative structure. Familiar exam-

ples include the benefits that “I” gain from my kin prospering. A different mechanism is defended

by Tomasello (2016) who argues, building on Roberts (2005), for a “stakeholder” view in which

agents benefit from the continued success of members of their community who provide them with

indirect benefits. Or the payoff structure could be cooperative because agents will withhold future

benefits to those who have provided them with inaccurate information (Mercier and Sperber 2017),

or because there’s good reasons for agents to expect other agents to behave in a cooperative man-

ner (Bicchieri 1997, 2006). All of these mechanisms are capable of producing scenarios in which I

benefit if and only if you do.

As I noted above, the model I’ve produced doesn’t take a stand on why we find ourselves in a

cooperative scenario; the question I’ve asked is simply whether, on finding ourselves in this scenario,

we should expect rational agents to be favored or not. It seems plausible that in this particular case,

the reason why we find ourselves in a cooperative scenario is that demonstrating our reliability as

a testifier is crucial to ensuring the cooperation of future partners. Strictly speaking, however, this

aspect of the view hasn’t been tested by my model, which applies regardless as to which mechanisms

explain the cooperative structure of the payoffs. I take it that it’s simply a separate question what

mechanisms are capable of generating scenarios like the one I’ve described as “stag-hunt-like,”

though we need to be careful here as the details of how cooperation is enforced can have an effect

on the what strategies the cooperative scenario favors (Bicchieri 2006; Forber and Smead 2015).
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6 Conclusion

In this paper, I’ve developed a model of cooperative interaction designed to test whether cooperation

can foster epistemic rationality. The results indicate that cooperation can work as advertised by

theorists such as Tomasello: at least under some (plausible) conditions, cooperative scenarios favor

epistemically rational agents over wishful agents specifically designed to perform as well as them

in non-interactive contexts. There’s much more work to be done here—particularly in investigating

Tomasello’s specific claims about the role of partner choice and stakeholder value in cooperative

scenarios, and the effects that such mechanisms have on the structure of the cooperative games

and thus which strategies are favored when—but the results are promising and demonstrate the

potential usefulness of game-theoretic tools in investigating the origins and grounds of epistemic

rationality.

Appendix: Technical details

Defining agential behavior

Let Prs indicate the agent’s subjective probability, Pro the objective probability, and u the utility

function for that agent. Our rational agents have perfect uptake of the objective probabilities (i.e.,

for all si ∈ S, Prs(si|o) = Pro(si|o)), act to maximize expected utilty, and are “credulous” in the

sense that when they receive a report regarding the probability distribution from another agent,

their subjective probability assignment is the same as the assignment that they receive (letting Prr

indicate the probability assignment received: for all si ∈ S, Prs(si) = Prr(si)). Credulity is an

idealization, obviously, but it may be a good one (Zollman 2015).

Wishful agents are little more complicated. First, they assign probabilities as follows:

Prs(si|o) =
Pro(si|o)u(si)∑

sj∈S Pro(sj |o)u(sj)
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which is to say that their probability assignment is equivalent to their expected utility for each state

normalized so as to behave like probabilities. Similarly, when receiving a probability assignment,

they incorporate their utilities into their assignment of probabilities like so:

Prs(si) =
Prr(si)u(si)∑

sj∈S Prr(sj)u(sj)

In other words, wishful agents are “credulous” in the same sense that rational agents are: they

don’t discount the reports of others by taking into account the trustworthiness of the sender or

by or incorporating their own priors. Instead, they take the probabilities at “face value,” only

incorporating their preferences, just as they do in response to an observation. Finally, in order to

avoid double-counting their utilities, they determine actions a little bit differently, namely by picking

the action that has the highest “probability” according to their assignment. This last stipulation

ensures that rational and wishful agents will have the same dispositions to act in all cases; wishful

agents end up acting to maximize their expected utilities, just like rational agents do—they just

go about maximizing in a different way.

Note that this particular way of cashing out what “wishful” means only results in identical

behavior with rational agents in non-interactive scenarios due to stipulations about the payoff

structure. In particular, it requires that action x and state x are guaranteed to have the same

expected utility.

Determining expected utilities

Determining the expected utilities of different agents can be broken into two steps. In any given

scenario, every agent has an expected utility. So, for example, in a degree-2 game with one rational

agent and one wishful agent, each of the three actors involved has a set expected utility. In a

cardinality-2 game with mean observation power set to .75, these three values are uR(1, 1) = 1.19,

uW (1, 1) = 1.29, and uA(1, 1) = 1.29, where the different roles are marked by uR (rational), uW

(wishful), and uA (actor) and the number of rational and wishful agents in the chain represented

by the first and second term within the parentheses, respectively. To determine these values, I ran

one million simulations for each scenario, giving me a value for the expected utility in every case

that they could find themselves in.
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The overall expected utility for an agent is then determined by how likely they are to find

themselves in each possible scenario, which depends on the agent themselves and the proportion

of agents playing the rational strategy. Letting R indicate this latter value, the overall expected

utility for a rational agent in any degree-2 cardinality-2 game is

uR =
2

3

[[
R ∗ uR(2, 0)

]
+
[
(1−R) ∗ uR(1, 1)

]]
+

1

3

[[
R2 ∗ uA(2, 0)

]
+
[
2 ∗R ∗ (1−R) ∗ uA(1, 1)

]
+
[
(1−R)2 ∗ uA(0, 2)

]]
(1)

Spelling this out: any agent in a cardinality-2 game has a 2 in 3 probability of being testifier rather

than an actor; given that they are a testifier, their probability of being paired with a rational agent

is given by R and their probability of being paired with a wishful agent by 1 − R. These facts

allow us to weight the probability of different scenarios that the rational agent can find themselves

in, giving us their total expected utility when entering into the game. The expected utility for a

wishful agent, while identical in the second term, differs from the above in that the first term is

uW =
2

3

[[
R ∗ uW (1, 1)

]
+
[
(1−R) ∗ uW (0, 2)

]]
+ ... (2)

The difference stems from the features of the individual agent themselves: wishful agents can’t find

themselves in a group of only rational agents, because they themselves are part of the group (and

similarly for rational agents).

The initial model

To run the model itself, I set R ratio was set to 1:1 and then allowed it to evolve according to a

discrete version of the replicator dynamics. The simulation halted when one of three conditions was

met: (a) one strategy was played by 99.99% or more of agents, (b) the percentage of agents playing

each strategy after a given round was identical (to the hundredth of a percent) to the percentage

playing after the previous round, (c) 1000 rounds had passed. (Why 1000 rounds? I found that there

are three different behaviors that I wanted to distinguish: (a) halting at a percentage substantially

under 100%, (b) relatively quick but ultimately asymptotic approach of 100%, and (c) very slow

movement towards 100%. At 500, it’s hard to distinguish between (a) and (c). At 1500 it starts to
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get hard to distinguish between (b) and (c). 1000 is a happy medium.)

A summary of the results for the first game can be found in table 1.

Complicating the model

The complications introduced in section 4 work as follows. First, I introduced non-cooperators who

do not interact with other agents: they simply take a guaranteed payoff, which ensures that their

expected utility is equal to 1 + 1 / the cardinality of the game (the second term represents their

chance of getting a “preferred” state via this guaranteed payoff). Second, I had cooperators of both

wishful and rational variety “randomly” attempt to cooperate with five other individuals, with

the degree of the game depending on how many of those individuals were also cooperators and

failure to find any other cooperators resulting in a payoff of 0. This captures the element of risk

associated with the cooperative strategy: the more non-cooperators in the population, the higher

the probability a cooperator gets nothing. Third, to capture the benefits of cooperation, I increased

the payoffs depending on the number of cooperators in the group: it’s hard to get five cooperators

together—and doing so risks massive information loss—but the rewards for success in such cases

are dramatic. Specifically, I set the advantage equal to 1 + the number of total cooperators in the

interaction divided by 2. (This particular choice of advantage is largely arbitrary, but the overall

pattern of when cooperation is favored doesn’t depend on it.) The expected utility of a rational

agent is then given by:

uR =
[
Pr(1 cooperator) ∗ ex. payoff in d-1 game ∗ adv. of d-1 game

]
+
[
Pr(2 cooperators) ∗ ex. payoff in d-2 game ∗ adv. of d-2 game] + ... (3)

=
[
5(1−N)(N)4 ∗ uR1 ∗ 1.5

]
+
[
10(1−N)2(N)3 ∗ uR2 ∗ 2

]
+ ... (4)

Where N is the proportion of the population who are not cooperating and uRx (or, in the wishful

case, uWx) the expected utility of agents in games of degree-x. The extension to the wishful case is

straighforward.

A summary of the results for the second game can be found in table 2.
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Cardinality 2

Degree 1 Degree 2 Degree 3 Degree 4 Degree 5

Pr(st|o) %R Turns %R Turns %R Turns %R Turns %R Turns

.10 16.6 1000 0 45 0 95 0 187 0 511

.20 0.8 1000 0 47 0 107 0 288 0.1 1000

.30 0.7 1000 0 66 0 106 0.1 1000 3.8 1000

.40 100 157 0 49 0 705 0.8 1000 5.5 1000

.50 1.7 1000 0 1000 0.6 1000 8.1 1000 12.4 1000

.60 0.5 1000 40.7 81 58.2 83 67.8 87 73.8 94

.70 100 272 100 176 100 152 100 140 100 134

.80 100 212 100 134 100 115 100 105 100 101

.90 99.1 1000 100 1000 100 1000 100 1000 100 1000

Cardinality 3

Degree 1 Degree 2 Degree 3 Degree 4 Degree 5

Pr(st|o) %R Turns %R Turns %R Turns %R Turns %R Turns

.10 2.6 1000 0 84 0 227 0 464 0 1000

.20 87.7 1000 0 73 0 283 0.2 1000 4.9 1000

.30 100 600 0 109 0.1 1000 4.7 1000 8.7 1000

.40 0.6 1000 36.0 97 53.2 94 63.1 124 69.5 129

.50 1.9 1000 74.9 168 86.0 147 90.3 150 92.5 140

.60 100 138 100 88 100 76 100 71 100 68

.70 100 468 100 267 100 223 100 201 100 188

.80 55.2 1000 99.9 1000 99.9 1000 99.9 1000 100 1000

.90 50.0 1 99.8 1000 99.9 1000 99.9 1000 99.9 1000

Cardinality 4

Degree 1 Degree 2 Degree 3 Degree 4 Degree 5

Pr(st|o) %R Turns %R Turns %R Turns %R Turns %R Turns

.10 8.4 1000 0 100 0 411 0 1000 1.9 1000

.20 100 437 0 117 0 1000 1.8 1000 6.2 1000

.30 0.7 1000 34.6 130 51.7 120 61.7 167 68.3 185

.40 2.2 1000 80.1 178 89.1 175 92.5 161 94.3 166

.50 100 161 100 100 100 86 100 79 100 75

.60 100 490 100 279 100 232 100 209 100 196

.70 56.4 1000 99.8 1000 99.9 1000 99.9 1000 100 1000

.80 50.0 1 99.6 1000 99.8 1000 99.9 1000 99.9 1000

.90 50.0 1 99.6 1000 99.8 1000 99.9 1000 99.9 1000

Table 1: Summary of simulation results for games of cardinality 2, 3, and 4, where “%R” indicates
the percentage of the population playing the rational strategy and “Turns” the number of turns
the model took to shut off.
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Cardinality 2

Initial N = .1 Initial N = .3 Initial N = .5 Initial N = .7 Initial N = .9

Pr(s|o) %R %N %R %N %R %N %R %N %R %N

.10 0 0 33.8 100 45.1 100 48.8 100 49.9 100

.20 0 0 20.0 100 42.7 100 48.1 100 49.8 100

.30 3.4 0 3.4 0 41.4 100 48.0 100 49.8 100

.40 3.7 0 3.7 0 40.7 100 49.4 100 50.0 100

.50 4.6 0 4.6 0 4.6 0 48.9 100 49.9 100

.60 73.8 0 73.8 0 73.8 0 47.2 100 49.9 100

.70 100 0 100 0 100 0 100 0 50.1 100

.80 100 0 100 0 100 0 100 0 50.1 100

.90 100 0 100 0 100 0 100 0 50.1 100

Cardinality 3

Initial N = .1 Initial N = .3 Initial N = .5 Initial N = .7 Initial N = .9

Pr(s|o) %R %N %R %N %R %N %R %N %R %N

.10 23.6 100 41.3 100 46.8 100 49.1 100 49.9 100

.20 4.0 0 39.0 100 46.7 100 49.3 100 50.0 100

.30 3.9 0 39.7 100 47.7 100 49.6 100 50.0 100

.40 69.6 0 69.6 0 46.0 100 48.8 100 49.9 100

.50 92.5 0 92.5 0 92.5 0 51.6 100 50.0 100

.60 100 0 100 0 100 0 100 0 50.2 100

.70 100 0 100 0 100 0 100 0 50.1 100

.80 100 0 100 0 100 0 100 0 50.1 100

.90 100 0 100 0 100 0 100 0 50.1 100

Cardinality 4

Initial N = .1 Initial N = .3 Initial N = .5 Initial N = .7 Initial N = .9

Pr(s|o) %R %N %R %N %R %N %R %N %R %N

.10 32.9 100 43.7 100 47.7 100 49.4 100 50.0 100

.20 34.4 100 45.0 100 48.5 100 49.7 100 50.0 100

.30 54.1 100 48.5 100 48.3 100 49.2 100 49.9 100

.40 94.3 0 94.3 0 94.3 0 94.3 100 50.0 100

.50 100 0 100 0 100 0 100 0 50.1 100

.60 100 0 100 0 100 0 100 0 50.1 100

.70 100 0 100 0 100 0 100 0 50.1 100

.80 100 0 100 0 100 0 100 0 50.1 100

.90 100 0 100 0 100 0 100 0 50.1 100

Table 2: Summary of simulation results for the more complicated games. As before, %R indicates
the percentage of rationals; %N indicates the percentage of non-cooperators. The initial proportion
of rational to wishful agents in all three tables was 1:1.
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