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**ABSTRACT**

Competition for research funds has, in the recent decade, become hypercompetitive. Commonly, to determine which proposals receive funding, a system of peer review is used, which is broadly accepted, easily understood, and broadly trusted among researchers. It is often considered the best system in use, but it suffers from important shortcomings and adaptations to overcome these shortcomings have small and often short-lived effects. Hence, the preference for peer review does not mean it *necessarily* outperforms all other systems. In fact, it is time for an open discussion about alternative allocation mechanisms. Random allocation of research funding may be a viable alternative to the current peer review system. In particular the “organized randomness” of a *modified lottery* is interesting, combining the benefits of randomization with some of the most valuable aspects of peer review. Still, many questions remain and this is certainly not a plea to allocate all research funds using lotteries without further research. But we need to be prepared to consider alternatives, *even though they are not perfect*, and modified lotteries should be part of the solution.
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**Introduction**

Competition for research funds has, in the recent decade, become hypercompetitive. An increasing number of researchers apply for funding, but budgets have remained more or less constant. Success rates are falling (van Noorden 2010): in the US, National Institutes of Health (NIH) success rates are around 20% and for some institutions closer to 10% (Fang and Casadevall 2016a).

Currently, the method most often used to select proposals is peer review: scientists with relevant expertise review, judge, and score proposals; their scores are used to rank the proposals and a cut-off (often based on the available funding) determines which proposals are funded. This system is widely accepted, easily understood, and broadly trusted among researchers (Philipps 2020): more than three out of four researchers agreed that peer review is the best way to allocate funding to the strongest proposals and the best research (Hayes and Hardcastle 2019). However, to say the least, it is far from perfect (Barnett 2016; Bendiscioli 2019; Chubin 1994) and it is time for an open discussion about alternative allocation mechanisms (Guthrie, Ghiga, and Wooding 2018).

In the following section, the most prominent problems of grant peer review are discussed. The second part of the paper discusses the modified lottery as a valuable alternative to peer review. For an extensive criticism of the grant peer review system, we refer the reader to the RAND report by Guthrie, Ghiga and Wooding (2018). In short: peer review is expensive, it is unreliable, it is biased, and it incentivizes breaches of research integrity.

# Why the Current Peer Review System is Problematic

## Peer review is expensive

With the current success rates, the majority of the time invested in drafting, writing, submitting, and re-writing applications for research funding goes to waste (Bendiscioli 2019; Hayes and Hardcastle 2019; Herbert et al. 2013; NIH 2008; Roumbanis 2019) . Surveying 285 scientists who together submitted 632 proposals to the Australian National Health and Medical Research Council (NHMRC) in 2012, Herbert and colleagues (2013) estimated that the 3727 proposals submitted that year took 550 working years to write. That amounts to AU$66 million annual salary cost, or 14% of the total NHMRC budget of AU$458 million – and only 21% of the applications were funded. These futile efforts, mainly at the expense of actually *doing* research, bring frustration and often even discouragement (Martin 2000). It has been argued that writing proposals assists scientists to reflect on their past, current, and future research; and that peer review is part of the organized scepticism that is under threat in the publish-or-perish climate (Reinhart and Schendzielorz 2020, but see Roumbanis [2020] for a strong counter-argument). However, using a mathematical model, Gross and Bergstrom (2019) show that as budgets are tighter and success rates decline, the value of the science researchers forbear by writing funding applications easily exceeds the funding budget.

Importantly, apart from applicants literally thousands of reviewers are also devoting substantial time to read, review, judge, discuss, and select the applications (Adam 2019; Bendiscioli 2019; Gillies 2014; Martin 2000). Surveying chief investigators who led NHMRC proposals, Graves, Barnett, and Clarke (2011) estimate that 85% of the cost of the 2009 project grants scheme was incurred by applicants, but 9% was due to peer review (and 5% of the costs were associated with administering the scheme). As Gillies (2014, p.7) puts it: if an average researcher spends 10% of her time on peer review, this increases the “true cost of research” by 11%. That more than 40% of reviewers declines an invitation to act as a reviewer can probably also be interpreted as a sign that reviewers are overburdened ([Publons](https://publons.com/community/gspr) 2019).

Peer review may have further indirect costs. Most importantly, it seems to lead to a distribution of research funding that is highly imbalanced. The result is that some researchers get more funding than they can effectively use, many get too little to do proper research, and most researchers are far removed from the funding “sweet spot” at which funders get most value for each dollar they spend (Mongeon et al. 2016). For example, Wahls (2018) shows that while the productivity of NIH researchers (measured in publications and impact factors) per dollar is highest around $400k per year, a select few get far more and many get considerably less.

## Peer review is unreliable

### Peer review lacks precision “behind the comma”

Peer reviewers typically assign one global and/or several sub scores to proposals. However, due to the imbalance between the number of proposals and budgets, proposals have to be differentiated based on decimal scores and raw reviewer scores don’t allow using average scores with such sensitivity (Chubin 1994; Fang and Casadevall 2016b). Using differences in average scores as small as 0.01 on the NHS one-to-five scoring scale would require more than 38,000 reviewers to achieve reliability (Kaplan, Lacetera, and Kaplan 2008). Even reliably differentiating proposals at the level of *one* decimal would require each proposal to be scored by 384 reviewers (Kaplan, Lacetera, and Kaplan 2008). Similarly, Mayo et al. (2006) found that at least 10 reviewers would have to evaluate each of the 32 proposals in their study to reach sufficient consistency.

Furthermore, there is a more fundamental objection to averaging reviewers’ scores: it assumes the scores not just represent an *ordinal* scale – “sufficient” is worse than “good”, “good” is worse than “excellent” – but an *interval* scale – i.e., there are similar distances between the scores (Sattler et al. 2015). However, considering that scoring criteria are often interpreted at reviewers’ own discretion (despite training, cf. next section), it is very unlikely that reviewer scores represent an interval scale.

### Peer review scores are ill defined and inconsistent

Typically, reviewers score several criteria, such as the quality of the proposal, its predicted scientific impact, societal relevance, and whether applicants have the expertise to successfully perform the proposed research. Increasingly, funders provide detailed instructions on how to interpret these criteria, but this does not avoid substantial subjectivity – not just in what each criterium entails, but also in how to weigh the different criteria in their final quotation (Avin 2019b; Luukkonen 2012; Pier et al. 2018). Reviewers differ in how they take strengths and weaknesses into account; and weaknesses influence final scores more strongly and more often than strengths (Pier et al. 2018). Experience does not necessarily attenuate this bias: whereas inexperienced reviewers may have insufficient knowledge and understanding of both criteria and scores, experienced reviewers tend to overestimate their understanding and deviate deliberately from scoring criteria (Sattler et al. 2015).

Avin (2019a) adds that although scientific peers may admittedly be best placed to estimate the scientific merit of proposals, they cannot reliably do so because what they need to estimate is in the future (see also Brezis [2007], Gillies [2014], and Mallapaty [2018]). What reviewers *can* do, is base their prediction on their experience with previous, similar projects and publication records, but this is problematic due to prediction error and regression to the mean.

Furthermore, and contrary to publication peer review, grant peer reviewers often have relevant expertise but are most often not *the* field experts. However, in particular for outstanding proposals, scores from field experts are more meaningful than an average score from groups of less specialist reviewers (Boudreau et al. 2016). This is further exacerbated by reviewer fatigue, which often makes it hard to find reviewers with relevant expertise.

As a result, there is limited agreement between reviewer scores (Graves, Barnett, and Clarke 2011), to the extent that Pier et al. (2018) have argued that the peer review becomes completely random above a certain quality threshold. For example, more than three quarters of the variance in scientific merit scores can be attributed to a combination of the specific reviewer, the interaction between reviewer and application, and random noise (Gallo, Sullivan, and Glisson 2016). Consequently, receiving favorable reviewer scores involves *luck*. Consider the following illustrations: variability in reviewer scores could shift about one third of the funding decisions by the NHMRC from “fund” to “not fund” (or vice versa; Graves, Barnett, and Clarke 2011); and statistically correcting for the uncertainty included in NIH peer review scores could push up to 25% of the proposals from “not funded” to “successful” (and vice versa; Johnson 2008). Especially when proposals are evaluated by a small number of reviewers, the choice of reviewers can “make or break” success: drawing pairs out of the scores of 11 reviewers who scored 32 applications at the Canadian McGill University Health Center Research Institute, Mayo and colleagues (2006) showed that even top rated proposals could easily fail to meet the funding cut off. As such, the evidence is firmly against Reinhart and Schendzielorz’s (2020) defense of *legitimacy* as one of peer review’s strongest assets. Peer review may rely on “the result of critical deliberation according to scientific criteria” (p. S27), but if its results are unreliable, its legitimacy becomes null (Roumbanis 2020).

There is some evidence that peer review is reasonably reliable when it comes to the projects with the best reviewer ratings. Thus, peer review may be a good method to identify excellent projects (Fang & Casadevall 2016b; Li & Agha 2015). In that case, peer reviewers’ added value to the funding process lies in their ability to identify the strongest applications (Li & Agha 2015). However, the existing evidence is rather weak and inconclusive (Guthrie, Ghiga, and Wooding 2018) and further research with more robust designs is needed to draw strong conclusions about the cost-effectiveness of peer review.

### Peer review is biased

Peer review is biased (Fang and Casadevall 2016b; Martin 2000), even despite efforts to prevent it from being so. Although probably only a minority of peer reviewers is deliberately or consciously biased, peer review is nevertheless favoring certain types of research and researchers.

*The usual suspects.* Although formal studies are scarce and the available evidence is mixed (Guthrie et al. 2019), peer review is supposedly disadvantaging researchers based on race and ethnicity (Ginther et al. 2011); gender – even in blinded review because males tend to use more “vague” language (Else 2019) which increases chances of success (Kolev, Fuentes-Medel, and Murray 2019; Pohlhaus et al. 2011; but see Sato et al. [2020] for an interesting discussion of gender bias in grant review); seniority; and the institute of the applicant (Brezis 2007; Daniels 2015; Pier et al. 2018). Cronyism, or rewarding grants to collaborators or researchers from a reviewer’s institution (or scientific field) is prevalent (Guthrie, Ghiga, and Wooding 2018; Jang et al. 2017; Mom, Sandström, and van den Besselaar 2018). Similarly, an applicant’s publication record, citations and grants, and reputation generate bias (Guthrie et al. 2019; for an in-depth discussion of these metrics as “perverse incentives”, see e.g. Nosek, Spies, and Motyl [2012]).

Lack of reliability and bias can together create a growing divide between initially equally skilled and talented researchers who have to compete for the same scarce funding. The variability in, and inconsistency of, reviewer scores may put the proposal of one of those researchers just above the funding line and the other below, whereas *in reality*, their proposals are equally strong. The simple fact of getting this (first) funding may give the funded researcher the aura of being “more successful” or “worth funding”, increasing their future chances of being funded (the so-called Matthew effect; Bol, de Vaan, and van de Rijt 2018). The less fortunate researcher will lack this aura and be obliged to keep investing time in new funding applications, taking time away from actually doing research – and building the necessary track record to prove their scientific merit. This can easily result in a downward spiral (Martin 2000) 1.

*Innovative research is disadvantaged.* Innovative research – “blue sky” research; “edge science” – is strongly disadvantaged by peer review (Adam 2019; Brezis 2007; Gillies 2014; Hayes and Hardcastle 2019; Li and Agha 2015; Packalen and Bhattacharya 2020) and peer review promotes low-risk research that fits within existing paradigms (Fang 2011; Nicholson and Ioannidis 2012). Packalen and Bhattacharya (2020) screened the MEDLINE database for biomedical research papers that mention NIH funding and found that there is a 7 to 10 year-gap between the emergence of new ideas and those ideas receiving maximal NIH funding.

This may come as no surprise: as it treads new ground, both the specific outcomes of novel research and the probability that these outcomes will be obtained are more difficult to predict, possibly leading to worse scores for “expected outcomes” and for “risk” (Brezis 2007). Furthermore, reviewers’ definition of “excellent” may be at odds with “paradigm-changing”: the former implies a degree of methodological rigor and clarity of purpose that the latter is inherently lacking (Brezis 2007; Gallo et al. 2018; Luukkonen 2012). In particular when prevailing paradigms are challenged, reviewers’ resistance can be fierce, as is illustrated by the anecdotal stories of Nobel prize winners and their struggles to get their research published (cf. “John Snow’s Grant Application”, Rothman 2016; Gillies 2014). As we already mentioned, even a single aberrant reviewer score can push a proposal below the funding line (Kaplan, Lacetera, and Kaplan 2008) – especially when reviewer panels need to reach consensus.

Moreover, scoring applicants’ experience for innovative science can create a double handicap: innovative research is novel by definition, hence relevant experience is often lacking. Reviewers could then take the track record of applicants into account – their previous successes may suggest they know what they are doing – but this obviously disadvantages courageous early career scientists.

*Interdisciplinary research is disadvantaged.* Peer review often underestimates the scientific merit of interdisciplinary research (Pluchino et al. 2019). Bromham, Dinnhage, and Hua (2016) used the number of Field of Research codes from more than 18.000 applications to the Australian Research Council’s Discovery Programme as a proxy of interdisciplinarity and report a negative correlation between their interdisciplinarity measure and the chance to get funded.

Furthermore, reviewers tend to be wary to review interdisciplinary proposals because they don’t feel qualified to evaluate the research if they lack expertise in one or more fields of the application. Unfortunately, this results in proposals being reviewed by scientists with possibly even less relevant expertise (Hayes and Hardcastle 2019).

In addition, review criteria and reviewer scores are inconsistent between disciplinary fields, which renders interdisciplinary applications’ scores difficult to combine into a global score (Luukkonen 2012; Roumbanis 2020).

## Peer review incentivizes breaches of research integrity

Because funding distributed by peer review is often assumed to be entirely merit-based, successful grant applications have come to serve as an indicator of academic success. As such, they play an important role in hiring, promotion, and even further grant applications. In combination with low success rates, this generates a strong form of competition between researchers that is – to say the least – not conducive to research integrity..

For example, it is relatively common to submit highly similar or identical proposals in multiple competitions, so-called ‘double-dipping’, to increase the chances of success or even get multiple grants for the same research (Garner et al. 2013). Applicants are incentivized to inflate their publication list and boost their curricula in other ways to increase their chances (Dinov 2020; Guthrie et al. 2019). Often, not all authors of an application are properly acknowledged, mostly because senior researchers are under high pressure to apply for as many grants as possible, and thus have to rely on junior staff to write applications for them. Indeed, it is not uncommon for labs to hire someone specifically to prepare grant applications. Furthermore, while empirical research on this is missing, it seems likely that grant applications are often dishonest about their importance and potential, either by over-promising results or by exaggerating the expected impact (Serrano Velarde 2018).

Whereas the practices listed above are clear violations of generally accepted rules of research integrity, there are also a range of behaviors connected to peer review that, even though generally accepted, are in clear tension with research integrity. Most notable here is “grantsmanship”: the skill of writing attractive projects (Rasey 1999), which has little or no relation to a researcher’s ability to do sound research. Grantsmanship distracts from the content of a proposal – the very thing reviewers should be evaluating – and adds noise to an already noisy system by exploiting factors that reviewers cannot help to be influenced by (Dinov 2020). The paradoxical importance of grantsmanship is reflected in the administrative resources universities devote to it, in the manuals that are offered2 – and in commercial parties that advertise substantial higher success rates than what is common. The role of grantsmanship is particularly problematic because science funding is a zero-sum game: Superior grantsmanship in one proposal is likely to push other well-deserving candidates below the funding-threshold on the basis of criteria that should not be part of the evaluation.

Other common breaches of research integrity in the context of peer review relate to dishonesty and accountability. As already mentioned, reviewers are asked to predict the success of research proposals – something that is known to be nearly impossible (Mallapaty 2018) – and even to do this with a degree of precision that enables them to choose between many excellent proposals. In addition, reviewers in panels typically have to read thousands of pages of applications, often outside their direct area of expertise and with little or no compensation (Herbert et al 2013). Thus, they are incentivized (or even forced) to skim through applications rather than read them thoroughly. The result is that reviewers have to make decisions they cannot justify, and report them with more confidence than they (can) have. Given the importance of these decisions for the applicants – their careers depend on it – this lack of justification poses unquestionable ethical problems. There are similar problems of accountability on the applicants’ side: applicants are forced by funding agencies to make precise predictions in the shape of timelines, milestones, deliverables, outcomes, and workplans, even if they know that such predictions are very difficult or impossible to make. These ill-justified predictions are then used to arbitrate between proposals, again feeding into problems of accountability on the reviewers’ side.

Finally, it is also worth pointing out that there is a broad ethical dimension to many of the other problems of peer review that we discussed in previous sections. That is because society values, supports, and funds science ultimately for the impact it has on society. If peer review is epistemically suboptimal – because it is costly, discourages innovation, or fails to fund the best research – this inevitably has an ethical opportunity cost as well, namely, the impact that science could have had on society but did not because societal funds were wasted.

# Improving Peer Review

A list of changes and modifications have been suggested and tested to deal with the aforementioned problems of peer review (for an overview, cf. NIH 2008), with varying degrees of success.

## Solving inconsistencies

First of all, reviewer training in rating and weighing proposals’ various aspects has been suggested to increase inter-rater reliability (Sattler et al. 2015). Similarly, training has been suggested to better detect flaws and weaknesses in applications (Schroter et al. 2004). However, despite reviewers’ enthusiasm to receive training, its effects are limited (Pier et al. 2018) and short-lived (Schroter et al. 2004). One might assume that reviewer *experience* may improve peer review. Indeed, experienced reviewers can extract more information from an application (Brezis 2007), but this also increases the chances that they discover weaknesses and possible flaws they subsequently tend to weigh heavier than possible strengths (Boudreau et al. 2016).

Having each proposal reviewed by more reviewers would increase the reliability of the average scores and rankings, but as discussed before this would substantially increase the necessary resources and achieving the precision to reliably rank projects requires an unrealistically large pool of reviewers (Kaplan, Lacetera, and Kaplan 2008; Mayo et al. 2006).

To avoid a single bad score ruining an applicant’s chances, Daniels (2015) suggested to remove the lowest scores from review panels. This would also even the odds for more daring proposals that cannot convince every single reviewer. Relatedly, Kaplan, Lacetera, and Kaplan (2008) and Linton (2016) suggested to use differences in reviewer scores to detect innovative or high-risk/high-return projects. However, to date only a single study tested this claim: Barnett, Glisson, and Gallo (2018) calculated the relative citation ratio of peer-reviewed publications associated with 227 applications funded by the American Institute of Biological Sciences and investigated whether it was associated with greater reviewer disagreement (standard deviation and range or scores). Surprisingly, they found no association. Given that this is the first study and it only included projects that received funding (11% of 2063 applications), the authors indicate that more research is needed to draw firm conclusions.

Holliday and Robotin (2010) even suggest to implement a reverse strategy: instead of selecting the best applications, they suggest to remove the weakest projects, resulting in the “survival” of only the very best projects after several rounds.

An interesting, although for the time being theoretical, proposal from Bedessem (2020) is to let reviewers select the projects they want to see funded out of a pool of applications and to fund applications that are unanimously selected. Bedessem also suggests expanding reviewer panels to include the target audience: e.g. patients, politicians, farmers,… to make scores on “societal relevance” more tangible (see also Fleurence et al. [2014], Holbrook and Frodeman [2011], and Martin [2000]). However, this would obviously increase the cost of the review process.

## Reducing the cost/burden

Shorter applications may alleviate some of the burden of proposal writing, but applicants may invest just as much time in the shorter applications (Barnett et al. 2015) – trying to “just get it right” (Shepherd et al. 2018). A two-step review process, inviting full proposals only after screening brief initial applications is used by e.g. the European Research Council (ERC) and Cancer Research UK (CRUK). In a study evaluating UK’s National Institutes for Health Research’s Research for Patient Benefit (RfPB) Programme, a two-step process was shown to be 30% cheaper and more efficient. Moreover, applicants who were not selected received the decision sooner in the process – although the final decisions about the full proposals were delayed in time (Morgan et al. 2020).

Online reviewer panels instead of on-site meetings reduce the burden on reviewers, increase efficiency, and save substantial time and travel costs (Shepherd et al. 2018). Considering that panel discussions do not improve the reliability of grant evaluations (Fogelholm et al. 2012), dropping them may lead to even larger savings.3

# Introducing Organized Randomness

In sum, grant peer review suffers from important shortcomings and suggested solutions have small, if any, and often short-lived effects (Fang and Casadevall 2009) – as Roumbanis (2020) puts it: “some of the dilemmas inherent in peer review are almost impossible to neutralize” (p. S130). Hence, although peer review may be perceived as the best system in use, this does not mean it necessarily outperforms all alternatives. In fact, it is time for an open discussion about alternative allocation mechanisms and we could start by admitting that there is little evidence that the current system is the best (Guthrie, Ghiga, and Wooding 2018).

Already in 1998, Greenberg proposed to formalize the “chance” aspect that is inherent to peer review by allocating research funding *randomly*, i.e. using a lottery. He proposed to investigate the validity of a lottery in allocating research funding by slicing off “some respectable percentage of the research funds—say, 15–20% over 5 years—and set them aside. These funds would be awarded by lottery to applicant scientists whose qualifications and projects have been certified as respectable, ratings easily determined at a small fraction of the cost of peer review” (p. 686).

Brezis (2007), starting from the assumption that reviewers are limited in the amount of information they can distill from grant applications, especially innovative or groundbreaking applications, suggested something she termed *focal randomization*. In her view, projects that are ranked at the top by all referees should be accepted, projects unanimously ranked at the bottom should be rejected, whereas projects for which reviewers do not agree should be selected by a lottery – because the latter may be truly innovative projects with a possible high return.

Recently, based on their research of the productivity and return of NIH funded projects (e.g. Fang, Bowen, and Casadevall 2016; Fang and Casadevall 2009), Fang and Casadevall (2016a) have plead for NIH to implement this kind of *modified lottery*. It would include an initial *triage* phase to exclude researchers with insufficient competence to perform the research (Gillies 2014; Greenberg 1998) – which could be “fairly routine matter” (Gillies 2014, p.6) – and to remove proposals with obvious shortcomings (Fang and Casadevall 2016b; Liu et al. 2020). Subsequently, a rudimental review of proposals allows outstanding proposals to bypass the lottery – and proposals unanimously ranked at the bottom to be rejected (Brezis 2007). In the middle tier of proposals that are difficult to discriminate (Graves, Barnett, and Clarke 2011) or for which there is disagreement between reviewers (Brezis 2007) resources are assigned randomly. If, however, budgets are so tight that there are more outstanding proposals than the payline allows, Fang, Bowen, and Casadevall (2016) suggest to organize a lottery in the top tier nevertheless.

Boyle (1998) proposed to use a *graduated lottery*: after a rudimental ranking of proposals, for example 50% of the proposals in the lowest quartile of admissible proposals is randomly selected. These selected proposals are added to the second-lowest quartile and again 50% of the proposals from this new pool is selected. These are added to the second-highest quartile, etc. This way, proposals with a higher ranking would have an increasing chance of being funded without relying heavily on review scores.

Gross and Bergstrom (2019) suggest this could be doneusing *shortened* and/or *simplified* proposals: it reduces the writing effort (Herbert et al. 2013), whereas review panels would still have the opportunity to reward excellence, which obviously resonates with what Brezis (2007) proposed.

## Real-life case studies and researchers’ attitudes towards random funding

Together with his proposal to experiment with random allocation of research funding, Greenberg (1998, p. 686) proposed: “After a few years, let’s look back and evaluate the science that came out of this system”, something Gillies (2014) more recently subscribed to, suggesting a lottery should be experimented with to evaluate the research that comes out of it.

However, for the time being, only a few funders have implemented randomness: the Health Research Council of New Zealand with its Explorer Grant funds6 and the New Zealand’s government’s Science for Technological Innovation National Science Challenge (SfTI); the Swiss National Science Foundation (SNSF) postdoctoral fellowships for early-career scientists (Adam 2019); and the Volkswagen Foundation’s Experiment! Grants7. It is the explicit aim of the latter to compare the lottery to the more traditional selection process that runs in parallel, (finally) answering to Greenberg’s (1998) call to test random allocation of funding empirically. In this respect, the study to further evaluate the return on investment of different funding mechanisms of Barnett et al. (2015) is important and necessary.

A recent survey study showed that New Zealand’s researchers generally evaluate the random allocation of Explorer Grant funds positively, although predominantly funded researchers were enthusiastic: 78% thought random allocation of funding is acceptable, compared with 44% for declined applicants (Liu et al. 2020). In general, 63% of those surveyed said that random allocation of funding is acceptable for Explorer Grant funds, but only 40% favored the idea for other grant types (Liu et al. 2020).

Philipps (2020) concluded from his semi-structured interviews with 32 researchers in the field of physical and life sciences – some of which were awarded an Experiment! Grant by lottery – that researchers would be willing to give random grant allocation a try. However, they felt that at least a minimal evaluation mechanism should be used to ascertain the quality control that is perceived as a crucial aspect of peer review – which is fully consistent with the idea of a modified lottery.

Interestingly, Herbert et al. (2013) assessed researchers’ expectations of peer-review reliability with a hypothetical scenario: suppose two different panels of 10 experts would select 20 proposals for funding out of a pool of 100 applications, what is the acceptable difference between the two selections (i.e. how many *different* proposals would be acceptable)? The majority of respondents indicated to be willing to accept two to five different proposals – and the most frequently selected response was five, which corresponds to a 25% disagreement in the funding decision. This seems to imply that researchers are already aware of, and willing to accept, the “chance” aspect that is inherent to peer review.

## Mathematical models

A number of scholars have modelled the scientific and economic return of research funding, comparing peer review with a modified lottery. Brezis (2007) included numerical examples to show how her system of focal randomization creates a larger economic return than that of aggregated reviewer scores (see also Linton [2016]).

Additionally, although the agent-based mathematical model of Avin (2015) inevitably represents highly idealized versions of reality, it showed that funding based on initial triage (separating outstanding from good proposals) and subsequently allocating funding randomly in the latter group *outperforms* peer review. The crucial differences between both procedures are that random allocation is cheaper (Gillies 2014); and more fair because proposals that cannot be statistically differentiated from one another are being treated as equal.

Building on Avin’s model, Harnagel (2019) created a mid-level model between “theoretical” and “empirical” by integrating real-world publication and citation counts from Web of Science from 2006 to 2016 and showed that peer review was *not* the best model to generate significant science. Instead, randomness would benefit scientific creativity.

Gross and Bergstrom (2019) likewise showed that randomly allocating funding to proposals that pass a minimum quality threshold would decrease the process’ costs. Because applicants would cease to overly invest in their attempts to write the “best” application, they would also sacrifice less of their valuable and costly research time. The model showed that a lottery in which 45% of applicants qualify is as efficient as peer review selecting the 45% “best” proposals (independent of the chance of getting funded in the lottery). Furthermore, with the current emphasis on individual achievements for evaluation and promotion some researchers may increasingly apply for funding *even though* *this hampers* their scientific productivity (cf. our discussion of research integrity above), further reducing the efficiency of the peer review system. Although Gross and Bergstrom admit that their model did not (yet) include the possibility to resubmit partial revisions after first rejections, they are resolute: the smaller the success rate, the larger the benefits of a lottery.

With a similar model, Pluchino, Biondo, and Rapisarda (2018) and Pluchino et al. (2019) showed that although a certain amount of talent and skill is *necessary*, it is not a *sufficient* condition for success. Contrary to common belief, it also takes luck to be successful5. In fact, moderately talented individuals have a better chance to “make it”: because there are more moderately talented researchers than super talented, the former’s chances to be lucky are higher. These findings, importantly, also call into question the meritocratic model and the metrics that are used to evaluate applicants’ track record (Osterloh and Frey 2020) – and drive the Matthew effect.

## The case for a modified lottery

Considering these findings, a modified lottery may be a viable alternative to the current peer review system to allocate research funding. Various reasons stand out.

First, a modified lottery could save applicants, reviewers and funders considerable time they would otherwise devote to write, re-write, read, evaluate, and select proposals (Herbert et al. 2013; Gillies 2014; Greenberg 1998). A system that uses simplified, brief applications can relieve some of the hyper competition (Roumbanis 2019); knowing the selection is based on a lottery can also to some extent restore the balance between the time spent writing grant proposals and doing research (Gillies 2014; Gross and Bergstrom 2019; Herbert et al. 2013). The time saved could be devoted to actual science, the money saved could be used to fund research: It would sharply increase the process’ cost-efficiency.

Evidently, modified lotteries also require substantial resources to write, read, evaluate, and rank the applications and whether they will actually reduce the time applicants actually put in their applications has to be investigated (Philipps 2020). One way to minimize the costs of a modified lottery is reduce the triage stage to a formal check that only removes applications that do not meet a list of easily checkable criteria (Gillies 2014). This reduces costs on the funders' side, and removes the incentive for applicants to put a lot of time in their short applications. The downside of this solution is that there is less quality control and excellence is not rewarded. However, given the potential gains in efficiency and thin evidence that reviewers can actually identify the best proposals (Fang et al. 2016), this may well be a viable and cost-effective solution. In general, any modified lottery has to find a balance between the cost of peer review and the ability to reward excellence. Should future evidence indicate that (only) peer review can select excellent research, more peer review-based quality control could be included; inversely, the role of peer review in lotteries could be reduced if future research suggests that peer review does not effectively identify excellent research after all.

Second, modified lotteries would reduce bias. As Stone (2009) argued, because random allocation avoids decisions being based on reason(s), it side-lines *bad* reasons (i.e., bias). Thus, a modified lottery could overcome the conservative bias (Gillies 2014) and drive innovation in science by encouraging novelty (Brezis 2007; Avin 2019b). Similarly, a modified lottery would probably reduce other biases of the peer review system as well (Fang and Casadevall 2016a). Because of this, a lottery would make the process of research funding more divers, fair and impartial and might even make science itself, as an institution, fairer (Gildenhuys 2020, Roumbanis 2019). Of course, because lotteries also preclude *good* (i.e., relevant) reasons from guiding funding decisions, their use must be carefully considered.

A modified lottery further allows to “tweak” some of the selection criteria – levelling the playing field for minority groups; or counteracting reviewer bias without imposing explicit quota (Adam 2019). Furthermore, specific tracks could be created for specific groups. For example, the NIH has funding streams for early career scientists4 (Daniels 2015). Importantly, by defining those selection criteria, they become explicit, instead of being intertwined with others and obscured in (sub)scores. The most important advantage of this approach is, no doubt, that relevant aspects can be accounted for without pretending to have accurate estimates.

Third, a modified lottery would create a more realistic image of the merit of achieving funding (Gross and Bergstrom 2019) and prevent others from experiencing a rejection as a personal failure (Osterloh and Frey 2020). It would create a “substantiated meritocracy” and reduce competition – which would promote scientific integrity and counteract the Matthew effect.

Finally, a lottery could increase the visibility of the shrinking success rates and the vast amount of potentially productive and innovative research that is currently *not* able to secure funding (Fang and Casadevall 2016a).

Importantly, as Greenberg (1998) already stated: funding by lottery doesn’t necessarily need to *outperform* peer review in terms of productivity of the research it selects. Because of its supposed benefits, it should get a fair chance even if it *does not perform worse*. If it does get a chance, implementing it comes with a range of operational questions that are outside the scope of this paper. Should eligible but unsuccessful applications be automatically added to the next round (and for how many rounds; Barnett et al. 2014; Fang and Casadevall 2016a), or should they be resubmitted, immediately or after a waiting period? Should the number of proposals per applicant be limited (Fang and Casadevall 2016a)? Should there be a cooling-off period after several unsuccessful applications (Graves, Barnett, and Clarke 2011; Barnett et al. 2014)?

The list of unanswered questions is long (but Sloman [2014] gives a detailed example of how time, received funding and researcher output can be used to determine the lottery’s parameters). However, these same questions have to be answered when setting up grant peer review. It seems it is only fair to conclude that, regardless of the practical details, a modified lottery is more fair, closer to the reality of the allocation process, and potentially cheaper than peer review.

# Conclusion

This may be the time to admit that the current grant allocation system may have been performant when it was installed, but it doesn’t fit the current highly competitive research arena. We need to be prepared to consider alternatives, *even though they are not perfect* (Guthrie, Ghiga, and Wooding 2018).

Introducing “organized randomness” into the allocation of research funds could be a way to overcome some of the problems of the current grant peer review system. Importantly, it would not mean we do not want to thoroughly evaluate the research we are financing or give into despair about the current system (Reinhart and Schendzielorz 2020). Instead, it would demonstrate we are committed to admitting and tackling the shortcomings and limits of the current system (Barnett 2016; Gillies 2014).

Organized randomness could come with reduced costs, and even if the initial triage phase and subsequent lotteries (and the administration of resubmissions etc.) would not reduce the costs and funder resources, it could overcome some of the bias that is inherent to peer review (cf. Bedessem 2020, but see also Barnett et al. [2017]; Bollen et al. 2014).

Still, many questions remain and this paper is not intended as a plea to allocate all research funds using lotteries without further research (Gillies 2014). The trade-off between the cost of peer review and its potential to select excellent research requires further investigation. Some research fields can only thrive with long-term funding, for example when large or expensive equipment is necessary (Avin 2019; Stone 2009; see also Roumbanis [2019]). Needless to say also modified lotteries have loopholes and may be subject to bias. But many of the shortcomings of modified lotteries are part of the peer review system as well, so it wouldn’t be fair to use the argument to dismiss only modified lotteries – which would represent precisely the bias against novelty (or resistance against paradigm shift) formal randomness could help overcome (Avin 2019b; Gillies 2014). Modified lotteries are part of the solution, not *the* solution (Roumbanis 2019). As Greenberg (1998, p. 686) put it: “A lottery might turn out to be the worst possible system, except for all others.”

NOTES

1. Some researchers seem to benefit from an initial setback in their career, working even harder and becoming more successful than researchers who received funding early in their career, but that is a small minority (Wang, Jones, and Wang 2019).

2. Even the Office of Research Integrity offers advice on its website: <https://ori.hhs.gov/education/products/wsu/writing_gra.html>

3. Other alternative systems of funding research have been proposed, such as egalitarian distribution of funding (Ioannidis 2011), setting up a system in which funding is distributed “bottom-up” by researchers (Bollen et al. 2014), or financing researchers instead of projects (Ioannidis 2011). The latter has been implemented by the Howard Hughes Medical Institute (HHMI – <https://www.hhmi.org/programs/biomedical-research/investigator-program>) awarding great freedom to experiment, being failure-tolerant, and rewarding long-term success. As a result, HHMI funded researchers produce more high-impact publications than a group of similarly accomplished researchers receiving NIH funding (Azoulay, Zivin, and Manso 2011), although they also produce a larger number of “flops”.

4. New Innovator Awards (DP2) for exceptionally creative early stage investigators, the Early Independence Awards (DP5) for young scientists to pursue independent research immediately after a terminal degree, and the Pathway to Independence Awards (K99/R00), which combine a mentored research phase with later, independent research support.

5. Janosov et al. (2020) use a similar model to show that the role of luck in science is no different from other “creative” domains such as music, literature, and film.

6. <http://www.hrc.govt.nz/funding-opportunities/researcher-initiated-proposal/explorer-grants>

7. <https://www.volkswagenstiftung.de/en/funding/our-funding-portfolio-at-a-glance/experiment>
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