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**Abstract**

It is often claimed that only experiments can support strong causal inferences and therefore they should be privileged in the behavioral sciences. We disagree. Overvaluing experiments results in their overuse both by researchers and decision-makers, and in an underappreciation of their shortcomings. Neglecting other methods often follows. Experiments can suggest whether X causes Y in a specific experimental setting; however, they often fail to elucidate either the mechanisms responsible for an effect, or the strength of an effect in everyday natural settings. In this paper, we consider two overarching issues. First, experiments have important limitations. We highlight problems with: external, construct, statistical conclusion, and internal validity; replicability; and with conceptual issues associated with simple X-causes-Y thinking. Second, quasi-experimental and non-experimental methods are absolutely essential. As well as themselves estimating causal effects, these other methods can provide information and understanding that goes beyond that provided by experiments. A research program progresses best when experiments are not treated as privileged but instead are combined with these other methods.

**Beyond Experiments**

Experiments can be defined as studies in which a researcher manipulates a treatment condition (putative causal factor) and compares the dependent variable scores with those from another manipulated treatment condition, often a ‘no treatment’ control. Assignment of people or units to treatment conditions is random and often there are attempts to control other relevant factors. Quasi-experiments manipulate the treatment condition and contain some features of experiments, but do not include randomization. The strength of experiments is that they address some threats to internal validity (see below), leading to the claim that only experiments can rule out both known and unknown confounding factors. The weakness of experiments is that they do not address other forms of validity (statistical conclusion validity, construct validity, and external validity), and indeed can make addressing them harder. We suggest that experiments are overused and overvalued in the behavioral sciences, to the detriment of scientific progress.

This view may seem heretical because experiments are often held in the highest esteem. For example, Imbens (2010) writes that “Randomized experiments enjoy a special place in the hierarchy of evidence, namely at the very top” (p. 407).Many agree, but we do not. An overemphasis on experiments can blind researchers to their many shortcomings, and to the absolute necessity of incorporating other methods.

Some scholars have begun to question the strong emphasis on experiments, and there has been a reaction against inflexible hierarchies of evidence that promote experiments as a unique gold standard, superior to other methods always and everywhere. In medicine, Jadad and Enkin (2007), in a revision of their volume on randomized controlled trials, present a greatly enhanced discussion of the biases in experiments. In economics, Nobel prize winner Deaton (2010) writes that “experiments have no special ability to produce more credible knowledge than other methods, and … actual experiments are frequently subject to practical problems that undermine any claim to statistical or epistemic superiority” (p. 424). In epidemiology, Hernán (2018) and Hernán and Robins (2020) argue that the results from randomized experiments cannot be given a “free pass,” immune from the scrutiny given to other methods. In psychology, Cook (2018) identifies 26 assumptions that a randomized experiment must satisfy to merit gold standard status; few, if any, experiments satisfy most of them. The trend in recent philosophy of science and economics is towards a more balanced view, namely that experiments have strengths but also substantial weaknesses, both in practice and in theory (Clarke, et al. 2014; Deaton & Cartwright, 2018; Hernán, Hernández-Díaz, & Robins, 2013; Krauss, 2018; Imai, King, & Stuart, 2008; Little, 2019; Worrall, 2007; Young, 2019).

Despite this, we still find areas within psychology wedded to the old thinking. Laboratory-based experiments with questionable manipulations are used to justify grand claims about real-world phenomena. But optimal scientific progress, in psychology as elsewhere, requires the intelligent use of the full range of methods, the exact mixture varying case by case and purpose by purpose.

Non-experimental and quasi-experimental methods permit causal inference—experiments have no monopoly on that. They are also essential for discovering the mechanisms that underlie causal connections. In addition, they are usually superior for examining a large number of causes in unison and estimating their relative effects and interactions (Deaton, 2010; Heckman & Smith, 1995; Hernán & Robins, 2020). And for many phenomena in the human sciences, a complex interplay of multiple influences operates in a dynamic system. The simplifications required for experiments cannot do such phenomena justice.

To be clear: we agree that experiments have an important role to play in psychology. But their proper use is as part of a cumulative research program that combines them with other methods, including real-world observations, and that does not treat them as essential or even privileged. “Science benefits from an accumulation of results across a variety of studies. Results accumulate best when the methods used to create knowledge are varied and complementary in their strengths and weaknesses …” (Reichardt, 2019, p. 5; see also Rosenbaum, 2015).

In what follows, first we describe the limitations of experiments, including various types of validity issues, problems with replication, and conceptual issues. Next, we explain the strengths of alternative methods, arguing that alternative methods are virtually always needed. Finally, we discuss when experiments are most and least helpful, answer possible objections, and present recommendations for future research.

**Limitations of Experiments**

Sometimes experiments cannot be conducted for ethical or practical reasons. They can be expensive and time-consuming, volunteers can be difficult to recruit, and many important behavioral phenomena simply cannot be studied by them (Cronbach, 1957). As an example, in basic research, mild emotions can be induced in experiments, but not extreme passions such as falling in love, rage, or panic—much less their consequences. In applied research, experiments cannot study the long-term effects of child abuse. In research addressing important structural or policy issues, “participants may not want to be randomized, randomization may not be feasible or not accepted in the research context, or only atypical participants may be willing to be randomized” (West et al., 2008, p. 1359). Consider the dual difficulties of (a) convincing participants to allow themselves to be randomly assigned to a religious faith-based substance abuse treatment group or a cognitive-behavioral therapy comparison group, and (b) convincing faith-based providers to withhold their faith-based treatment from participants assigned to the secular therapy comparison condition. Given these and other difficulties discussed below, alternatives to experiments are often required.

**Types of Validity**

Shadish, Cook, and Campbell (2002) defined four types of validity:

1. *External validity* has two sub-forms. In basic research, can a causal effect be generalized *across* the populations, settings, and times of interest? In applied research, can a causal effect be generalized *to* the population, settings, and times of interest? For example, basic research ideally finds causal effects that hold across contexts and research participants (e.g., males and females, cultures, and settings such as home, school, and business). In contrast, applied research often addresses whether a specific treatment program delivered in a specific context (e.g., classrooms) led to specific outcomes (e.g., reduction in cigarette smoking) in a specific population (e.g., high school students; see Evans et al., 1978).

2. *Construct validity* combines two questions. Does the manipulation affect the theoretical construct of interest or some other construct? And does the dependent measure assess the theoretical outcome of interest or something else?

3*. Statistical conclusion validity*. Does an association exist, and what is the strength of the association between two (or more) variables?

4. *Internal validity*. Can we attribute differences in the dependent variable (*Y*) to differences in the independent variable (*X*)? Does *X* cause *Y*?

Although there can be some overlap between them, it is useful to consider these types separately. We will discuss each of them in turn.

**Problems of External Validity**

The results of a recent experiment by Yeh et al. (2018) were unexpected: “Parachute use did not reduce death or major traumatic injury when jumping from aircraft in the first randomized evaluation of this intervention.” What a remarkable finding! The authors continue: “… the trial was only able to enroll participants on small stationary aircraft on the ground, suggesting cautious extrapolation to high altitude jumps.” (p. 1). The study is both silly and insightful. Obviously, people survived skydiving without a parachute only because the airplane was parked on the ground. The findings were completely dependent on this context; crucially, this context has no overlap with the context of higher-altitude jumps, normally the target of generalization for a study about parachutes. The issue here applies to many experiments in the behavioral sciences. Yet the potential dependence of results on context often goes unrecognized.

Similar issues arise when generalizing results to new populations (Yarkoni, 2020). Although psychologists have long noted the danger of generalizing from undergraduates to other populations (Sears, 1986; Henry, 2008), the practice is still widespread. The National Institutes of Health has over the past two decades increasingly emphasized the use of samples that are diverse with respect to race, ethnicity, and gender. Cultural psychologists have questioned the generalization of human research in psychology that uses WEIRD participants—Western, Educated, Industrialized, Rich, and Democratic (Henrich, Heine, & Norenzayan, 2010). Despite this, most psychological research on humans has utilized convenience samples (often undergraduates) with little concern for whether these samples represent the target population of interest. Syed (2021) argues that in social psychology an overreliance on experiments serves to restrict participant diversity.

Consider next the cautionary tale of the Women’s Health Initiative (WHI), an influential randomized controlled trial on hormone replacement therapy (HRT; Cagnacci & Venier, 2019). Previous very large observational studies suggested benefits of HRT. So, a large randomized experiment – the WHI – was run. It indicated that HRT risks outweigh their benefits, a result that received broad media attention and led to the marked decline of HRT. The WHI trial has been interpreted as showing the dangers of observational studies. However, subsequent research indicated that the results of the WHI experiment did not generalize to women of all ages, to all types and administrations of HRT, and so forth. For example, (Hernán, et al., 2008) reanalyzed a large, long-term observational study that had collected data on HRT, the Nurses Health Study. They found that when they estimated the same causal effect as in the WHI, the intention-to-treat effect, and compared the effects of HRT on women 10-20 years post-menopause, the results of the observational study and the WHI randomized trial were very similar. How so? The majority of women who volunteered for the WHI trial were many years post-menopausal (average age 63), and the conclusions of the trial turned out to be largely because of this (Lobo, 2017). For younger women, HRT actually reduced all-cause mortality, and had other benefits such as increased bone density. A meta-analysis of HRT showed that it substantially reduces all-cause mortality for women under 60 (Salpeter et al., 2004). Failure to appreciate issues of external validity in this case could have, and may continue, to cost a large number of lives.

Perhaps because experiments are so highly valued as engines for causal inference, the importance of context-dependence, population-dependence, and time-dependence is often neglected (Yarkoni, 2020). We advise researchers in their own work to assess whether: the airplane is in the air; postmenopausal women are not representing those women currently experiencing menopause; and appropriate time has elapsed between treatment and assessment. Psychologists cannot ignore the external validity issue, but must examine it for the *specific* contexts and populations to which an experimental finding is meant to generalize.

*Deeper Understanding of Context*. We will consider context in some depth because its role in generalization has received the least attention from psychologists. A study’s context may include factors that are material (e.g., a study’s environment), national or cultural (e.g., USA), institutional or rule-based (e.g., how participants should behave in an academic organization), and sometimes identity-based (e.g., participants respond based on their identity as a student). The aspects of a study’s context that matter in a particular case are whatever aspects influence whether the causal effect(s) in an experiment apply in the relevant target situations (Cook, 2003).

In all sciences, a configuration of background and enabling conditions provide necessary scaffolding for causal connections to occur (Mackie, 1980). In human sciences, causal connections are often highly sensitive to changes in this scaffolding, as evidenced by failed educational and public-health interventions based on previous randomized clinical trials (Cartwright & Hardie, 2012). In basic research and applied trials studying treatment efficacy, experiments in psychology are typically designed to hold constant or ‘control’ contextual factors. This limits the ability to test for contextual moderators. The price is little insight yielded into which background conditions are needed for causal effects to occur. Because of the presumption of control and the insensitivity of results to context, researchers rarely offer the kind of rich situational descriptions that would be required to evaluate external validity. Researchers thereby also miss the opportunity to develop deeper scientific understanding. This problem is widespread, from medicine to psychology and beyond (Rothwell, 2005).

The problem may be put more formally. General considerations of evidence dictate that a claim of external validity requires a three-part justification (Cartwright and Hardie, 2012). We need good reason to believe: (1) that the relevant causal connection was operative in the old context, i.e., in the experiment; (2) that it will be operative in the new context, i.e., in the context of application; and (3) that the relevant support factors will also be present in the new context. If we lack good reason to believe even one of these conditions, the justification for external validity fails. Crucially, the rigor of an experiment’s design speaks only to the first of these conditions. The latter two conditions can be justified only by knowledge of the new context, which goes beyond what a given experiment and its associated write-up provide. Therefore, it is impossible for an experiment alone to justify a claim of external validity.

For this reason, it is no surprise that extrapolating the results of social and behavioral science experiments is notoriously unreliable (Levitt & List, 2007; Möllenkamp et al, 2019; Reiss, 2008). To believe that an experiment’s findings are externally valid requires accepting that they are transferable or exportable to target situations. This is made more challenging by experiments’ often contrived contexts and manipulations (see section on construct validity below). The problem of external validity will often be more pronounced for laboratory experiments than for field studies: recall that the agricultural experiments championed by Fisher used an open system randomization model in which such contextual factors as rainfall and hours of sunlight were *not* controlled. But external validity can be a challenge even for field studies, especially when additional controls are implemented. Insights about external validity usually come from wider knowledge, garnered from other methods and sources of expertise that are contextually sensitive (Deaton & Cartwright, 2018). Studies can be made more relevant to real-world contexts through their design as well as through description in write-ups, but experiments typically lack these.

A laboratory experiment allows causal inference without the apparent need to attend to context, which is meant to be one of its advantages. However, this feature becomes a *dis*advantage when trying to extrapolate an experiment’s results to a new environment, because without any properties of typical real-world situations the decontextualized study has no clear link to a real-world situation.

Some areas of basic research in traditional experimental psychology, which have placed minimal emphasis on external validity (Mook, 1983), have limited their scientific progress because of a lack of attention to context. A substantial body of research on verbal learning and memory was conducted using nonsense syllables (Hall, 1971); many of these findings were discarded in light of newer research in the area of cognitive psychology (Neisser, 1967; 1976), which observed the original findings did not generalize to the learning and memory of meaningful stimuli (e.g., words) that characterize human learning in everyday life. Gibson (1950) decried earlier research in perception, particularly work on perceptual illusions, in which the person (or animal) was constrained by making only highly controlled, limited information available. Gibson (1966) instead emphasized the far greater information available when the person was actively moving in or interacting with the environment, as occurs in everyday life (Carello & Turvey, 2017). McBeath et al. (1995) demonstrated the additional critical perceptual information available to baseball outfielders who are running to locate and catch fly balls. Finally, current fMRI studies permit the observation of neural activity in tightly controlled experimental conditions. However, those conditions have caused a variety of serious problems, including the erroneous inference that legitimate cortical activity is ‘noise’ by failing to appreciate brain-wide representations of behavior-environment interactions (see Stringer et al., 2019). They have also led researchers to fail to measure ongoing ‘twitches, blinks, and fidgets’ that explain a surprising amount of the variation in fMRI results (see Drew et al., 2019). Thus, due to the contrived and constrained nature of the experimental context, the applicability of the experimental results to field contexts may be undercut *by design*.

Is there a statistical short-cut to ensure external validity? Some statistical techniques track how the treatment effect within a trial varies with particular combinations of causes. The motivation is that this knowledge can shed light on external validity. In a series of papers, Pearl and Bareinboim give formal, generalized versions of this procedure (e.g., Bareinboim & Pearl 2013; Pearl & Bareinboim 2014), applying methods from causal graph theory and structural causal modelling. Their work describes what information is inferable about new populations from trial results, given certain assumptions about causation. It confirms that such inferences require extensive knowledge of probabilistic and causal dependencies in both the study’s original population and in the new populations to which the results might be applied. Similarly, sophisticated econometric techniques can track interacting variables present in both original and target environments, in order to estimate outcomes in the target environment from differences in the distributions of these interacting variables between the two environments (Crump, Holtz, Imbens, & Mitnik, 2008; Muller, 2015). Effectiveness experiments in which treatments are tested in a heterogeneous or modal sample of the contexts of interest (Shadish et al., 2002), under less controlled conditions, offer a stronger basis from which to generalize. But to secure external validity, all of these techniques require extensive knowledge of the target environment (Khosrowi, 2019). There is no short-cut.

*Individual and Population Differences*. Individuals differ, sometimes strongly. In psychology, based on our statistical models (e.g., analysis of variance), historically we assumed that treatments had a constant effect, affecting all participants to the same degree. More recently, we have recognized that experiments attempt only to estimate average causal effects (Imbens & Rubin, 2015; West & Thoemmes, 2010), and that causal effects for individuals are distributed around that average. Such average effects cannot be particularized to specific individuals (Molenaar, 2004; West & Thoemmes, 2010). Many or even most participants might not be affected by a treatment; some may experience effects of opposite sign to the population average. Bespoke knowledge of individual causal effects may often be more important epistemically than a statistical average causal effect. But identifying the characteristics of the individuals who are more or less responsive to a treatment can rarely be done by the experimental method alone.

*Timing of Measurement.* A final concern is the time-course of the effects of an intervention. Reichardt (2019; Reichardt & Gollub, 1987) emphasizes the sensitivity of observed treatment effects to the lag between treatment and measurement of the dependent variable. Experiments are expensive, which often limits their duration, meaning we cannot know whether and to what extent an intervention is useful in the long run. Consider the effects of corporal punishment. There is mixed evidence about whether physical punishment reduces anti-social behavior in the short run, with some studies indicating that it does. Yet, extensive research also indicates that in the long run anti-social behavior is consistently increased by it (Heilmann et al., 2021; Smith, 2006). Treatment effects can systematically increase or decrease over time, or even reverse direction entirely.

Participants can age, and important changes in context occur (e.g., transition from childhood to adolescence). When measurements are made can make a crucial difference. This might seem obvious, but it can influence external validity in profound ways by making findings justified only for the timeframe covered by a study’s design. Unfortunately, psychologists often collect data over short time periods and then assume that the treatment effect generalizes over time, without knowing whether it actually does. Supplementing experimental results with those of observational studies that can model both short-run and long-run effects separately, addresses this issue (Zyphur et al., 2020; Shamsollahi, Zyphur, & Ozkok, in press). Given that multi-billion-dollar interventions can hinge on long-run effects, the typical experimental design of short-run interventions and assessments is sorely lacking.

External validity is an issue facing all research designs, but it is especially acute with experiments. Experimental contexts are often unrepresentative of target contexts. Participants in an experiment are rarely sampled from a population of interest. Further, participation in an experiment may require high levels of commitment and motivation, and volunteers are often more conscientious and educated than non-volunteers. Although non-experimental designs may also be demanding of participants, many experiments require greater commitment. And the duration of an experiment may be limited, so that the temporal course of treatment effects is unknown. Quasi-experiments and observational studies conducted in situare often *much* *better* for matching the context, participants, and time course with the targets of generalization.

**Problems of Construct Validity**

*For in psychology, there are experimental methods and conceptual confusion. The existence of the experimental method makes us think that we have the means of solving the problems which trouble us; though problem and method pass one another by*. – Wittgenstein (1958), p. 232

Carefully conducted experiments that satisfy the design’s underlying assumptions are high in internal validity. They license a specific causal conclusion: something about the manipulation caused the observed changes in the outcome. Yet, there is a danger that experiments in themselves do not directly address. The constructs that comprise our theoretical independent variables in psychology typically have no single definitive way of being operationalized. And the constructs that comprise our theoretical dependent variables also typically have no single definitive way of being operationalized. This creates a potential gap. On one side, there is the hypothesized relationship between the theoretical constructs (the causal process being tested), and on the other side, there is the way those constructs are operationalized by an experiment’s intervention and measurement activities.

Modern experimental methods based on randomization were developed and popularized initially in agriculture (Fisher, 1935), and later in medicine. In these domains, often the key question is: does a particular concrete treatment have a specific beneficial effect? Does a fertilizer increase the crop yields of barley, for example, or does a medication reduce the probability of death in covid-19 patients? The manipulated treatment variable closely mirrors the real-world intervention that the experiment is designed to test, and the dependent variable is the specific outcome of interest. But matters are different in most psychological research. Consider, for example, whether frustration causes aggression. In an experiment, what is tested is whether making people experience frustration in a particular way (e.g., a specific insult) leads them to give aggressive responses of a specific type (e.g., delivery of electric shocks). Although the experiment might justify inferring a causal connection between these particular operationalizations, it still leaves uncertain whether there is a causal connection between the more abstract concepts of frustration and aggression—which is the true question of interest.

A community of researchers must decide whether a particular operationalization really does exemplify the target theoretical construct. Contrast this to the agricultural experiment with fertilizers. Experiments as they historically developed in agriculture and medicine were *not* designed for the study of abstract constructs in the way that psychologists typically use them.

In work with abstract concepts, it is helpful to have other validated measures of the theoretical independent and theoretical dependent variables, to provide evidence that these variables are indeed assessing the target construct (convergent validity). Checks on the manipulation provide this evidence for theoretical independent variables; alternative assessments of the construct provide this validity evidence for the dependent variables. This allows research to support a causal sequence that runs from the manipulation through the conceptual independent variable, to the conceptual dependent variable, to the operational dependent measure. Fiedler, McCaughey, and Prager (2021) offer an impassioned cry for checks on the manipulation in both experimental and quasi-experimental research. They find that in five excellent journals, even in the best studies only 50 percent included checks on the manipulation.

Researchers also need to assess possible third variables affected by the manipulation of an independent variable. For example, an insult used to manipulate the conceptual independent variable of frustration might also lead to enhanced physiological arousal, facilitating more extreme responses in general, including more extreme aggressive responses (see West, Kwok, & Liu, 2014). In their review, Fiedler et al. (2021) found that virtually no studies checked for such possible confounding. They argue that such checks are key for theory building: they can be leveraged in a mediational model that probes the relative effect of a treatment through each mediator to a dependent variable (MacKinnon, 2008; Vanderweele, 2015; West & Aiken, 1997). Fiedler et al. argue that such mediational analysis is crucial, suggesting that “no manipulation can be expected to affect only a single [theoretical] IV” (2021, p. 3). They suggest that manipulation checks should be included in all research. Without checks on the manipulation, as well as on other potential confounding variables, it is not possible to know what it is about a manipulation that produced the effect.

In reality, it is often impossible to manipulate an abstract psychological construct and change nothing else, so experiments are vulnerable to possible third-variable explanations. Experimental treatments are usually not toggle-switch activities in which the intended variable is turned on or not and nothing else is manipulated, as with fertilizers. Suppose that participants watch a movie, for example. This can induce a mood change, but it can also induce thoughts about sociability, create arousal, or affect the dependent variable in other ways. It may be these unintended effects that are causing the observed outcome. Just as non-experiments do, experiments should present evidence that unintended effects of any manipulations are not a problem—but we do not see much of this in psychology. Because of their perceived strength, experiments are often given a ‘free pass’, with little scrutiny for potential confounders.

Chester and Lasko (2020) provide an informative review of manipulations in social psychology. Examining 348 experimental manipulations in the *Journal of Personality and Social Psychology*, they found that very few were checked for validity. Most were created ‘on-the-fly’ without a history of use and without validation studies such as pilot testing. Chester and Lasko recommend that experimenters use validated and standardized manipulation protocols, study the effects and duration of the manipulation, and estimate the manipulation’s effects on multiple possible constructs within the target theory. They found that these recommendations are rarely if ever comprehensively followed.

Manipulation checks in mood experiments cast doubt on whether the intended moods were actually induced. For example, Diener, Oishi, and Cha (2021; see also Joseph et al., 2020) found that people in negative mood experimental conditions were actually in positive moods after the induction, albeit less positive than before the manipulation and more negative than in positive mood experimental conditions, but nonetheless still in a positive mood. Thus, what is learned from so-called negative mood inductions is often actually about milder positive moods. The construct validity is dubious.

Finally, experiments may also induce suspicion of experimenters’ intent, or induce other motivations such as attempting to provide the experimenter with the desired results (for a review see Kruglanski, 1975). Experiments are arguably especially vulnerable to this problem. They require high levels of motivation and co-operation from participants, and they often intervene in participants’ lives more substantially than other methods do.

In sum, because of the gap between experimental operations and the concepts they are meant to represent, imputing causality to a particular concept is usually less valid than assumed. Yet, some researchers do not spot the problem. They believe their own conceptual labels, and do not look at the many other factors that their experimental treatment may also be affecting.

**Problems of Statistical Conclusion Validity and Replication**

Shadish et al. (2002, p. 45) detail the many ways in which the detection of causal associations can be impeded. One of the most important is low statistical power, in other words a low probability that a study will detect an effect of a specified size even though the effect, in fact, exists. Rossi (2013) documented the low statistical power of studies in leading psychology journals; only recently has a priori calculation of statistical power been emphasized as a standard in psychology (Appelbaum et al., 2018). It is often difficult for experiments to achieve the sample sizes necessary for satisfactory levels of statistical power, because it can be difficult to recruit participants who will agree to all aspects of the treatment, will participate in the (perhaps inconvenient laboratory or clinic) controlled setting established by the experimenter, and will commit to completing all of the assessments. In contrast, quasi-experimental and non-experimental designs can sometimes achieve much larger samples. For example, children in school systems throughout a state may be assigned (or not) to a school-based lunch program based on family income, and their (anonymized) standardized tests of achievement and school grades used as the dependent variables.

The so-called replication crisis in psychology also highlights problems of statistical conclusion validity that impact experiments in particular: for experiments may be less replicable than non-experiments. Nosek and colleagues (Open Science Collaboration, 2015) attempted close replications of 100 published psychological studies. In many cases, they used the original study materials and consulted with the original authors to get the procedures correct. The studies were from across psychology, published in three highly prestigious journals. But in only 39% of the cases was the major finding of the original study replicated—far less than half.

We classified each of the studies from the Open Science project as experimental or non-experimental, so as to investigate replicability as a function of study design. We found that only 27% of the 66 experimental studies replicated, whereas 71% of the 17 non-experimental studies did. These results preliminarily suggest that non-experimental findings are more replicable. We invite others to repeat this exercise more formally, both with the Open Science studies and with other studies of replication of psychological research.

For some of Nosek et al’s studies, the original authors expressed concern that the replication attempt lacked statistical power or that it did not closely reproduce the original study’s protocol. Ebersole and colleagues (2020) re-replicated these studies in particular. They instituted stringent standards for their study protocol, such as obtaining feedback on the methods from the original authors, and having reviewers approve the replication methods. They conducted each re-replication in an average of 6.5 laboratories, and used large sample sizes to ensure statistical power. Nine of the studies were experiments, and six of these yielded relatively clear findings. Of these six, five failed to replicate, thus speaking strongly against alternative explanations for the non-replications by Nosek and others.

These are striking and alarming results. In articles chosen from some of the most selective journals in psychology, and therefore presumably judged to be rigorous by some of the field’s top reviewers and editors, barely more than 25% of experimental studies replicated! Non-experiments did much better. Although the selection of studies by the Open Science project was not random, the roughly 17% success rate of very close replications of experiments by Ebersole and colleagues (2020) raises serious concerns. If our goal is to be able to generalize the results of experiments to other populations and settings, then getting similar results in close replications should be a low bar. The onus is on researchers to demonstrate that their experiments are replicable before their findings can be taken seriously.

One potential solution is greater use of conceptual replications after an effect has been established (presumably by preliminary close replications), with new participant populations, new manipulations of the independent variable, new measures of the dependent variable, and new settings. These conceptual replications should limit the number of features of the original experiment that are altered, facilitating interpretable results. Such conceptual replications can check on context effects and generalizability. Unfortunately, they are rare.

Shadish et al. (2002) have argued for the primacy of literature reviews of multiple studies using multiple methods. Supporting this, recent work in bioinformatics and epidemiology shows that replicability is increased by combining many ‘messy’ or ‘dirty’ datasets for meta-analysis (Cahan & Khatri, 2020; Haynes, Tomczak, & Khatri, 2018; Vallania, et al., 2018; Sweeney, et al. 2017). A plausible message here is that reliable causal and other signals that facilitate external validity are more likely to come from noisy data that closely reflect the natural world, rather than from controlled experiments.

What is not mentioned in many current discussions is that failures to replicate may simply reflect the nature of the world. Psychological phenomena may just be very sensitive to small differences in the timing of measurements, specifics of a manipulation, participant selection, or other contextual factors (McShane et al., 2019). If so, problems of external validity will inevitably be endemic (Northcott, in press; Stroebe and Strack, 2014). They will be worse in experiments, if attempting to minimize noise through experimental controls makes it more likely that observed effects do not replicate. Issues of statistical inference also arise given that different criteria are used to infer replication, and given that effect sizes are rarely known a priori, leading to underpowered studies (Anderson, Kelley, & Maxwell, 2017; Anderson & Maxwell, 2016). Steiner et al. (2019) present a causal analysis, and Brandt et al. (2014) present a substantive analysis, of features that may differ between original and replication studies. These differences influence the judgments of peer researchers who adjudicate on whether something counts as a replication or not (Brandt et al., 2014).

Even if high levels of external validity are not always achievable, they are still desirable. Similarly, although quantitative average treatment effects are likely to vary by context—no matter what methods are used (McShane et al., 2019)—it is still desirable to pursue external validity from the perspective of the direction of an effect (Shadish, Cook, & Campbell, 2002; West & Thoemmes, 2010). Researchers should use whatever methods offer the best chance of estimating not only the mean but also the heterogeneity of treatment effects. That means moving beyond mere controlled experiments. In particular, external validity is improved by gathering and capitalizing on rich contextual knowledge, and this requires observational designs that by definition can, and likely will, involve ‘messy’ or ‘dirty’ datasets (McShane et al., 2019).

The non-replication of experiments has profound implications for the human sciences. First, no experimental should be considered of wide interest until it has been replicated, preferably across different laboratories, manipulations, measures, populations, and contexts. As is true for observational studies (Zyphur et al., 2020), experiments should be considered interesting leads, not definitive confirmation of causal effects (Deaton & Cartwright, 2018). Second, if other methods better enable a study or research program to attain a researcher’s validity priorities in a given context, and can produce more replicable results, then appeals for funding or publication—as well as reviewers or editors who might recommend experiments—should be required to justify why experimental evidence is particularly useful.

Over the years we have periodically witnessed suggestions by reviewers that a contrived laboratory experiment might be more informative than observational studies. Could the findings of these studies, some of which have had millions of participants in real-world contexts across many years, really be better confirmed or disconfirmed by subjecting 30 undergraduate psychology students to a simulated manipulation of phenomena that had already been studied in their actual form in the real world? Experiments should not automatically be given preference or made a requirement for publication.

**Problems of Internal Validity**

The randomized experiment is in principle the strongest design for internal validity – but only if several assumptions are satisfied (Imbens & Rubin, 2015; Shadish, Cook, & Campbell, 2002). The first is that randomization has been properly carried out. A number of so-called experiments claim to use randomization, but actually use other methods of assigning participants to treatment conditions (Shadish, 2002). Second, participants must receive the full treatment to which they were assigned (i.e., full treatment adherence), and cannot switch to another condition or find the treatment outside of the experiment (Sagarin et al., 2014). Third, there cannot be missing data on the dependent variable[[1]](#footnote-1). Fourth, there cannot be unmodeled variation in the treatment (e.g., variations in treatment implementation across sites, experimenters, or over time). Fifth, participants’ (potential) outcomes cannot be affected by the treatment another participant has received (i.e., the stable unit treatment value assumption, Imbens & Rubin, 2015). For example, the outcomes of participants in a therapy group should not be affected by an aggressive group member, and the outcomes of participants in a laboratory experiment cannot be influenced by disclosures from a previous participant (e.g., a dormmate). Sixth, randomization is assumed to have an effect only indirectly through the active mechanism of treatment and not through any other effect (e.g., placebo effect; Hawthorne effect; see Angrist & Pischke, 2009). And seventh, the confounders that treatment and control groups experience after randomization may differ systematically. Cook and Campbell (1979) detail some of these validity issues such as experimenter bias, resentful demoralization, and compensatory equalization of treatments that may arise from participant or intervener communication; changes in the community context (e.g., introduction of an attractive new treatment program; local increases in cigarette taxes) can confound randomized experiments in clinical, educational, and health psychology interventions if treatment and control participants are differentially exposed. Being mindful of these other sources of confounders and controlling for them requires subject- and context-specific knowledge; it cannot be done by typical experimental design alone. Even masking the treatment condition fully from participants and interveners (often not achievable in psychological research) can help minimize only some, but not all of these problems.

If any of these assumptions are violated, the experiment will not produce an unbiased estimate of the causal effect. Indeed, under some violated conditions, the direction of an estimated average causal effect can even be reversed! These problems are not marginal or rare. They arise in the ten most cited randomized clinical trials in the world (Krauss 2018), and are also frequent in prestigious economic experiments (Young, 2019). Remedies exist, but they often involve additional assumptions that are hard to satisfy—if they are recognized at all.

**Complexity and Non-Linear Dynamic Systems**

Psychologists are aware of how ‘the questions shape the answers’ with surveys and similar research tools (Schwarz, 1999). What is less recognized is how larger categories of research tools also ‘shape the answers’ (Hacking, 2002). In particular, experiments commit us to a simplified conception of what exists in the world, i.e., to a simplified ontology. By sticking only to experiments, we limit ourselves.

As an analogy for the relationship in philosophy of science between method and ontology, consider a camera with a set of lenses (Morgan, 2006). One lens is transparent but the others are yellow, cyan, and magenta—the subtractive colors. Apply any one of these lenses, or different combinations of them, and the world appears to be fundamentally different. Just as different lenses lead to different images of the world, so too do different scientific methods, enabling and constraining scientists both materially and conceptually (Knorr-Cetina, 2009).

Experiments are one such method (Hacking, 1992a, 1992b). If one asks why they are an optimal research method, the answer given is that only experiments can license causal inferences by eliminating potential confounders. This answer is rather tautological because this way of reasoning about causality and threats to inference is how experiments are defined. The price of it is commitment to an ontology in which the world is simplified into discrete groups (e.g., treatment versus control), causal effects are defined by average group differences, and no serious attention is given to the dynamic evolution of everyday complex systems.

Experiments are best suited to assessing single factors with simple and separable effects. They are based on the implicit assumption that a treatment simply has an effect or not, and the purpose of an experiment is just to find out which. They are far less suited to multi-factor problems that require tracking many complex interactions, feedback loops, and highly correlated processes and outcomes simultaneously. Yet many problems of great importance are like this, such as increasing life expectancy, educating children, improving social policy, and improving public health. What gets lost is the richness of real-world dynamics of biological, emotional, social, and political systems, which evolve in ways that may be non-linear and even chaotic, with causal effects that change over time (Thelen & Smith, 2007). These dynamic systems cannot be expected to be influenced by an intervention in a simple yes/no fashion. Instead, they typically produce unexpected effects and require ongoing longitudinal, observational analysis. Addressing this type of dynamic process requires a fundamentally different ontological orientation, wherein non-linear dynamic systems are the expectation rather than the exception. For example, Voelkle et al. (2018) contrast the very different answers provided by the results of a randomized clinical trial and a dynamic system analysis in the treatment of anxiety.

To illustrate, consider an example of non-experimental causal inference. Recent work in *Science*, *Nature*,and elsewhere examines how to distinguish correlation from causation in non-linear dynamic systems by using ‘convergent cross mapping’ (Clark et al., 2015; Sugihara et al., 2012). This method is derived from non-linear dynamic systems theory, which has shown that reconstructing the behavior of a complex system and inferring causal effects requires only lags of longitudinal variables, because the behavior of the entire system is contained in the historical record of a subset of observed variables (Deyle & Sugihara, 2011). One key implication is that standard experiments go astray. They assume that the role of variables in a dynamic system can be observed by decomposition into independent components. But such a separability assumption is problematic because, when system components are deterministically linked, attempting to ‘control’ for relevant factors eliminates dynamics that are crucial for understanding the system as a whole (Sugihara et al., 2012). The result is simplistic ways of conceptualizing and studying phenomena that are followed only for the sake of applying experimental methods, wherein causality is inferred from average group differences. Known causal mechanisms may be either ignored or grossly simplified. Instead, researchers should embrace complexity and use methods that capture how a dynamic system actually functions.

Unlike traditional experiments, non-linear dynamic systems methods can reveal causal effects when observed variables are uncorrelated over time and appear to be entirely random. These methods can even be used to recover the causal effects produced in experiments (Ye et al., 2015). The importance of non-linear dynamics for understanding real-world phenomena is regularly overlooked by proponents of experiments, but these more sophisticated methods have revealed important effects (or lack thereof) in cases where experiments are impossible. Examples include: causal feedback between greenhouse gases and global temperatures in Earth’s history, with dire long-term predictions for a warming planet (Van Nes et al., 2015), while ruling out the (rather absurd) possible confounder of ‘galactic cosmic rays’ (Tsonis, Hernandez, Basu, & Sugihara, 2015); the effects of the environment on biodiversity, ecological stability, and relationships between different species (Chang, et al., 2020; Ushio, et al., 2018; Ye et al., 2015); the non-linear effects of temperature and humidity on influenza infections (Deyle, et al., 2016); and the effect of temperature on crime (Li et al., 2021). Based on this work, interventions can be planned that account for non-linear dynamics and changing causal effects (Deyle, et al. 2016).

Experimental methods are useful in their traditional domains of application, but they are often extended to dynamic systems for which they are less well suited. A variety of important phenomena simply do not fit the typical experimental ontology of average group differences and time-invariant causal effects. In such cases, the experimentalist can either ignore non-linear dynamics and the complex systems that produce them, or else try to shoehorn a complex non-linear world into what are typically simplistic linear experiments. A key purpose of the experimental method is to constrain and eliminate complexity, as if it were a confound rather than a fundamental and important property of natural systems.

Dynamic systems approaches are still being developed and bring with them their own assumptions, but these assumptions are milder than those of most experiments, and some of the dynamic systems approaches now have user-friendly implementations in Stata and R (Li et al., 2021; Ye et al., 2020). By treating experiments as the gold standard, proponents lose the motivation to seek out these alternatives.

**The Need for Other Methods**

McGrath (1981; see also Shadish et al., 2002) argued that any methodological approach brings with it an inherent trade-off: the better it attains one desideratum, the worse it may attain others. For a research program to maximize its cumulative contribution, it must vary its methods (Cook, 1985; Reichardt, 2019).

**Fuller Understanding**

Non-experimental methods are desirable because they help avoid many of the above validity problems, practical limitations, and conceptual oversimplifications. They also offer key positive advantages. In our introduction, we quoted Imbens’ (2010) claim that experiments are at the top of an evidence hierarchy. But, depending on the goals of the research, the same might be said for ethnographic research, time-sampling studies, large-scale surveys, longitudinal data, machine learning applied to social media, or other methods. Each offers insights that the others do not.

The histories of many sciences point to the importance of non-experimental methods (see Daston, 2000; Daston & Galison, 2007). Galileo’s simple observation and description of the Jovian moons revolutionized our conception of the universe. Darwin’s far-ranging observations of life led to the theory of evolution largely without input from experiments. Many famous medical breakthroughs were not made with randomized controlled trials, and in some cases they could not have been: most surgical procedures, antibiotics, aspirin, anesthesia, immobilizing broken bones, and discovering that smoking causes cancer. The major public health approaches that have reduced smoking, such as cigarette taxes, were all evaluated using quasi-experimental or non-experimental methods. Chomsky’s observations about language and Goodall’s description of chimpanzee behavior were not based on experiments, and neither were other key findings in the behavioral sciences. Astronomy, climatology, geology, and anthropology were built without experiments. The successes of these disciplines indicate that non-experimental methods are not second-class citizens.

Detailing the strengths of these other methods is beyond the scope of our paper, but for illustration we briefly mention some advantages of longitudinal observational research. Long-term longitudinal studies of personality and health may span decades; short-term longitudinal studies of respiration, heart rate, and motor behavior may span only minutes or hours. Longitudinal studies using experience sampling methods can indicate how variables move together within a person, and what changes precede other changes. These studies offer insights into natural behavior that illuminate causal sequences and processes. Researchers can observe phenomena as they unfold across stages of life. It is hard to imagine how experiments could replace this knowledge, yet in some parts of the behavioral sciences longitudinal studies are virtually never used.

**Mechanisms and Structures**

We do not only want to know what causes what; we also want to know why. Mechanisms and causal structures speak to the “why.” We must understand the mechanisms at work within a system and how they relate to one another (Clarke et al., 2014). It is knowledge of mechanisms that guides why, and thus when, a causal connection holds. Without this, we can be lost, not knowing when an intervention will be effective.

Of course, mechanisms may sometimes be tested by manipulating mediators in controlled experimental settings (Spencer et al., 2005), but such ‘double randomization’ is done very rarely (MacKinnon et al., 2007), and furthermore the technique is likely to be inapplicable except in special cases. More generally, it is true that experiments do not as a matter of necessity inhibit the study of process. However, in many experiments, researchers theorize a process but then use a manipulation and measure an outcome without directly observing the process. In part, the issue here is that a process by definition is something that happens over time, involving a dynamic relationship among (changing levels of) predictors and outcomes. But most experiments are not designed to evaluate such dynamics. Instead, participants are randomly assigned to conditions and a few ‘snapshots’ of relevant variables are observed over what is typically a very limited timeframe. Again, while this is not necessarily the case for experiments, it is the norm—perhaps because experimental designs lull researchers into a false sense of the validity of their research design and resulting inferences. To study process, the dynamical properties of predictors and outcomes must be evaluated together, within whatever timeframe is relevant for a given application of the research findings. Overall, therefore, although mechanisms *can* be explored by experiments, in practice they often either are not directly considered or are explored over a very limited time period. Other methods are likely to be more (if not much more) effective and efficient in this regard (e.g., Li et al., 2021).

While the effects of a known cause can be probed with experiments, the search for an unknown cause reverses the process and searches backwards from observed effects (Holland & Rubin, 1988; Pearl, 2009). In such cases, methods other than experiments come into play. Discovering mechanisms in dynamic systems requires the investigative strategies of decomposition and localization (Bechtel & Richardson, 2010). Decomposition attempts to explain a system’s behavior functionally, in terms of interactions between independent sub-units. Localization then attempts to physically locate these sub-units. For example, to understand language processing we might distinguish between semantic and syntactic processing, and between speech comprehension and speech production, and then attempt to identify which parts of the brain are responsible for these functions. The approach is heuristic and iterative. Often, as in the language example, even though initial guesses are too simple, they serve to direct more fruitful follow-up work. The approach may also be extended to more integrated systems, in which sub-units are less functionally independent. All of this requires scientists to ‘drill down’. The goal is not to establish an average treatment effect, but rather to tease out a mechanism’s structure: its parts, locations, and how they interact. Simple randomized trials are ill-suited to this task.

There are other important causal structures besides mechanisms. One is the *pathway*, when it useful to see a target system as analogous to our ordinary conception of roadways, highways, and city streets (Ross, 2021). Unlike with mechanisms, the emphasis is on some entity’s route and flow. An example is anatomic pathways that capture physical routes, which in turn outline causal routes such as lymphatic pathways, blood vessels, and nerve tracts. Another example is metabolic pathways that capture a sequence of steps in the conversion of some initial metabolic substrate into a final downstream product. One common pathway model in developmental psychology is the *cascade*, wherein one step triggers the next step in a sequential fashion, constrained and stimulated in such a way as to achieve a certain overall effect or function. To discover these structures, we need deep programmatic research that includes many methods, not simply a never-ending series of experimental studies.

**Inferring Causality with Non-experimental Methods**

In psychology, there is often a taboo against the view that non-experimental results inform us about causality (Grosz, Rohrer, & Thoemmes, 2020. But they do. When longitudinal research, for example, repeatedly supports directional associations, and known third-variable explanations are controlled for, the causal implications should be taken seriously.

Across the sciences, many different methods besides experiments are used for causal inference: causal inference from observational statistics; qualitative methods such as interviews and ethnographic observation; questionnaires; small-*N* causal inference such as qualitative comparative analysis; causal process tracing; machine learning from big data; natural and quasi-experiments; as well as the methods applied to non-linear dynamic systems already mentioned. Just like experiments, each of these methods has its own strengths and weaknesses, each has a community of practitioners, and each has a developed and rigorous methodological literature. It would be insular, to say the least, to reject all of them out of hand.

Pearl (2009; Pearl, Glymour, & Jewell, 2016) has developed a powerful graph-theoretic approach, which, given certain assumptions, offers a formal calculus for causal inference from statistics. Other research methods that were developed originally in other disciplines have also been, or are now being, incorporated into psychology. These include instrumental variable methods (Angrist & Pischke, 2009; Maydeu-Olivares, Shi, & Fairchild, 2020), difference-in-difference designs (Wing et al., 2018), and cross-lagged approaches that rely on various types of predictive or ‘Granger’ causality (see Zyphur et al., 2020). Even for the narrow purpose of estimating the effects of interventions, observational studies may perform as well or better than experimental studies (Benson & Hartz, 2000; Concato, Shaw, & Horwitz, 2000). In an extensive series of studies, Cook and his associates (e.g., Cook et al., 2020; St. Clair et al., 2016) compared the results of quasi-experiments and randomized experiments using an identical intervention, and showed that the estimates of treatment effects do not differ if similar quality standards are met (Thoemmes, West, & Hill, 2015). In some of these studies, participants were even randomly assigned to quasi-experimental versus randomized experimental designs. The prejudice that observational studies can shed no light on causality is outmoded.

**Uses of Experiments**

This leads us to the positive side of our story. Experiments should be profitably combined with other methods, as part of a cumulative program. For example, Bartels, Hastie, and Urminsky (2018) discuss the subtleties of integrating laboratory and field research with reference to one area, namely judgment and decision-making. Some laboratory findings turn out to have substantial external validity, whereas others do not. A range of factors interact to determine optimal methodology: the details of different study designs; how wide a range of external validity is desired; the nature of the trade-offs between internal, statistical conclusion, construct, and external validity; and how much it is desirable or possible to integrate a study with wider findings and theory. The exact role of experiments varies accordingly, case by case.

Experiments can be useful even in the absence of external validity (Mook, 1983). They can confirm or disconfirm, in their specific context and population, the claims of a wider theory. When successful, experiments give a proof of concept: they show that there is at least one context, population, treatment, and dependent measure for which a claimed causal relation holds.

The contributions by experiments to the wider scientific project are visible only from a broader, theory-integrationist perspective (Deaton and Cartwright, 2018). In return, wider inputs can help with the much narrower goals that typically define experiments. For example, observational studies are often essential for assessing long-term effects and side-effects, and also for suggesting promising hypotheses to be tested by experiments in the first place.

For the simple case of confirming the effectiveness of an intervention, an experiment alone may be enough – assuming that the context and sample are representative enough of the target of generalization. But we hasten to emphasize that such simple cases are rare. More commonly, experiments provide their maximum value only when combined with other methods.

**Objections**

One objection to our arguments is: “nothing new here.” It might be asserted that psychologists already know the limitations of experiments and the importance of other methods, and already admit there is often a leap of faith when applying laboratory findings to the field. But even if psychologists know these things, many do not follow them in practice (for insights see Cesario, 2021; Rozin, 2001). It can easily go unnoticed that a research program contains only experiments, with no other methods. A field can build a huge literature based solely on experiments about one causal factor, without exploring much how this factor interacts with others. Of course, some fields are better than others, and many researchers do use a variety of methods. So, our critique is not equally applicable to all areas of psychology or to all psychologists. Nonetheless, in our view, many times the value of non-experimental methods is acknowledged only in lip service, while studies, grants, and publications tell a different story in practice.

Psychology students learn the mantra that correlation does not prove causation. They do not learn the mantra that all methods are based on assumptions and that no method can lead to firm conclusions unless those assumptions are satisfied. A critique can often be heard after colloquia that a speaker “only presented observational and correlational data.” But, although often applicable, one rarely hears the critique “they only presented experimental data.”

Some readers might still be skeptical, insisting that psychologists know what we are advocating, and already do it. We invite readers to examine the situation and literature in their own fields. If experiments are not overvalued, that should be visible in readers’ own research (see Cook et al., 2020), as well as in evidence that their fields are using a balanced variety of methods. But consider, for example, social psychology: experiments have somewhat of a stranglehold, even though many of them are contrived and decontextualized.

Another objection is that it is not just experiments that have limitations; other methods do as well. Of course they do. But because of the widespread presumption that experiments are valid, researchers are more optimistic and less critical about them than they should be. Experiments should not be given a ‘pass.’ Certain shortcomings are more common with them, especially failures of external validity and construct validity, and ill-suitedness to investigating complex dynamic systems. Furthermore, our argument is not that other methods are always superior to experiments, only that they are required in addition to them. Every method has its strengths and weaknesses; different methods can be complementary.

A last objection is that division of labor in science is good: some researchers should specialize in experiments, and others in alternative methods. In principle, perhaps. The concern, however, is whether experimentalists will uphold their end of the bargain: how will a program started by an experimenter react to complementary and possibly contradictory results from quasi-experimental and non-experimental studies? The huge number of published experiments greatly outstrips attempts to replicate them, or to understand the mechanisms behind them, or to study their target phenomena in complex natural settings. Specialization can be helpful, but only if there are ways to ensure an overall balance. If most or virtually all researchers in an area specialize in experiments, then something has gone wrong.

**Moving Forward**

To demonstrate and understand a causal connection is not a discrete yes-no event. It is instead a process of accumulating various types of evidence that complement one another. To this end, we have nine recommendations:

Wording matters. In most instances, researchers should not state without qualification that “X causes Y” or “X is *the* cause of Y” based on the results of an experiment. This wording suggests more than is, in most cases, justified by the limited evidence. First, causal conclusions are based on satisfying each of the assumptions of the design; experimenters rarely probe the extent to which this was done. Second, there are always many causes of Y, not one. Third, experiments usually show only that X *can* cause Y, not that in natural settings it is a major cause or even a cause at all. Finally, in most experiments the treatment produces only an average causal effect; the individual causal effect for a particular participant may be positive, zero, or even negative. Descriptions of experimental outcomes should be worded carefully with the qualifications clearly stated.

1. All methods are based on assumptions. For the conclusions of a research project to be accepted, those assumptions must be identified, clarified, and probed to the extent possible. When assumptions cannot be tested explicitly, that must be acknowledged, and ideally sensitivity analyses should be conducted
2. Research programs in the human sciences must use multiple methods, not just in principle but in practice. Usually, it will not be optimal if most studies are experiments. A variety of methods is essential, and reviewers and editors should be more open to these and less prone to asking authors to conduct an experiment.
3. Researchers must see experiments as only one method of causal inference among many. Diverse methods have been developed for inferring causality from non-experimental and quasi-experimental studies, and researchers should become familiar with them (e.g., Hernán & Robins, 2020; Li et al., 2021; Pearl et al., 2016; Sugihara et al., 2012).
4. External validity and construct validity should be considered from the start. An experiment alone provides at best weak evidence for these forms of validity; further evidence is required. Replication is an absolutely essential step, but only one step. The relevance of an experiment to real-world settings cannot be accepted at face value without corroborating research.
5. Experimental manipulations need to be validated to establish construct validity **(**Fiedler, McCaughey, & Prager, 2021). Do our manipulations in fact manipulate the theoretical construct of interest? Do they not affect other constructs that may be potential confounders? Measures of the target construct and other constructs need to be entered into a statistical mediational analysis to probe the role of each intervening construct in producing the obtained outcome.
6. Where possible, researchers should conduct conceptual replications in which the putative theoretical independent variable is manipulated in several different ways and the theoretical dependent variable is measured in several different ways. Such conceptual replications reduce the chance that a finding is due to an unintended third-variable effect.
7. To discover underlying mechanisms and structures, usually non-experimental methods will be helpful and superior to experiments.

If funding and prestige are directed primarily to areas in which experiments can be conducted easily, the inevitable result will be a biased agenda, unhealthily distorting what kind of science is done (Grossman & Mackenzie, 2005). This can be pernicious. For example, it might be difficult to set up an experiment to test a nutrition program. This program might therefore be denied funding, even if potentially it could have more impact on public health than many randomized drug trials combined. To avoid such situations, we are calling for a comprehensive and diverse approach to research in the human sciences, one that is patient and that does not seek answers from experiments alone. Incentives for publications and grant awards should support the necessary variety of methods. This is the best way forward—for experimenters and non-experimenters alike.
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