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Abstract 

 

According to the semantic view of computation, computations cannot be individuated without 

invoking semantic properties. A traditional argument for the semantic view is what we shall 

refer to as the argument from the cognitive science practice. In its general form, this argument 

rests on the idea that, since cognitive scientists describe computations (in explanations and 

theories) in semantic terms, computations are individuated semantically. Although commonly 

invoked in the computational literature, the argument from the cognitive science practice has 

never been discussed in detail. In this paper, we shall provide a critical reconstruction of this 

argument and an extensive analysis of its prospects, taking into account some ways of defend-

ing it that have never been explored so far. We shall argue that explanatory considerations 

support at best a weak version of the argument from the cognitive science practice, according 

to which semantic properties concur with formal syntactic properties in individuating compu-

tations in cognitive science, but not a strong version, according to which computation individ-

uation in cognitive science is semantic as opposed to formal syntactic.  

 

Keywords: Compuation, Individuation, Cognitive Science, Semantics, Formal syntactic, Neu-

ral Computation. 

 

 

Today computational explanations are ubiquitous across various disciplines, such as cog-

nitive science, neuroscience, and biology. Nevertheless, the issue of how computation is 

individuated is far from being solved. The traditional view regards computations as iden-

tified only by their formal syntactic properties (formal syntactic view). According to an 

alternative view, computations cannot be individuated without invoking semantic prop-

erties (semantic view). Over the years, the semantic view of computation has been de-

fended on multiple grounds (see Piccinini 2015, pp. 36-44). For instance, it has been said 

that, since computational devices are individuated by the function they compute, and 

since functions are individuated in semantic terms (by the ordered couple <domain ele-

ment, range element>), computational devices are also individuated in semantic terms 

(e.g., Dietrich 1989; Shagrir 1999). Similarly, it has been argued that a physical device 

can implement several different automata at the same time, and the contents of the de-

vice’s states individuate (at least in part) which automaton is relevant for computational 

individuation. Therefore, computation individuation is (at least) partly semantic. This 

“master argument” (see Shagrir 2020), which was originally proposed by Oron Shagrir 

(2001), has provoked a lively debate in recent years (see Piccinini 2008, 2015; Sprevak 

2010; Rescorla 2013; Dewhurst 2018; Lee 2018; Cohelo Mollo 2020; Shagrir 2020). 
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Another traditional argument for the semantic view is what we shall refer to as the 

argument from the cognitive science practice. In its general form, this argument rests on 

the idea that, since cognitive scientists describe computations (in explanations and theo-

ries) in semantic terms, computations are individuated semantically. The emergence of 

this view between the 1980s (e.g., Burge 1986) and the 1990s (e.g., Peacocke 1994) gave 

rise to a vibrant debate concerning both a descriptive issue (what cognitive scientists ac-

tually do in their research practice) and a normative issue (what cognitive scientists 

should do), where David Marr’s theory of vision was taken as a paradigmatic case-study 

(e.g., Burge 1986; Davies 1991; Egan 1992, Shapiro 1997). This debate has recently seen 

a revival, in connection with a renewed discussion on the explanatory practices in cogni-

tive science (e.g., Chalmers 2012; Rescorla 2015a, 2017b). According to Michael 

Rescorla, for instance, cognitive science explains mental abilities under semantic as op-

posed to formal syntactic description. For instance, Bayesian cognitive psychology de-

scribes the perceptual systems or the motor system as performing probabilistic computa-

tions on semantically individuated “hypotheses”. In light of this, assuming a “semanti-

cally-permeated” notion of computation is explanatorily indispensable since formal syn-

tactic computational descriptions are not relevant to explain core cognitive phenomena. 

Although commonly invoked in the computational literature, the argument from the 

cognitive science practice has never been discussed in detail. In this paper, we shall pro-

vide a critical reconstruction of this argument and an extensive analysis of its prospects, 

taking into account some ways of defending it that have never been explored so far.  

We will proceed as follows. After having introduced the debate between the formal 

syntacticist and the semanticist accounts of computation (§1), we shall discuss what has 

been taken to be the main objection to the argument from the cognitive science practice, 

which we shall refer to as the metaphysical objection. This is the idea that, since compu-

tation individuation is a metaphysical issue concerning the essential properties of compu-

tation, it is not affected by explanatory considerations (§2). We shall argue that this ob-

jection can be disputed. One might argue that the debate about the individuation of com-

putation ultimately concerns the proper format of computational explanation in cognitive 

science (§3). If we accept such a view, the argument from the cognitive science practice 

becomes more credible, and certainly support some formulations of the semantic view 

according to which semantic properties concur with other non-semantic properties, most 

notably formal syntactic properties, in individuating cognitive computations. Neverthe-

less, in our opinion, a careful analysis of the cognitive science practices does not support 

the stronger claim that semantic properties have explanatory priority over formal syntac-

tic properties, i.e., that cognitive science largely describes (and individuate) cognitive 

computations in semantic as opposed to formal syntactic terms.  

 

 

1. Computation in Cognitive Science  
 
 

Arguably the central tenet of classical cognitive science is the idea that cognitive tasks 

and abilities, such as perception, reasoning, and action programming, are and have to be 

modeled as computational processes. This is traditionally framed as the idea that mental 

processes are similar in relevant respect to Turing computations. Scholars who hold clas-

sical computationalism have standardly assumed a formal syntactic conception of cogni-

tive computations (e.g., Fodor 1981, Stich 1983, Haugeland 1985, Gallistel and King 
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2009, Egan 2010). This conception is supposed to account for the fact that brains are not 

“semantic machines”, since all they can do is react differentially to detected (internal) 

electrochemical differences (Dennett 1981). The brain knows nothing about, say, books 

or tables; it just processes electrochemical signals. This formal syntactic view is some-

times expressed by saying that one does not need to worry about semantics because, pro-

vided that syntax works properly, semantics takes care of itself. The syntactic nature of 

cognitive computations was somehow taken for granted, basing on the standard method 

of describing the computational behavior of Turing machines. A Turing machine does, in 

fact, manipulate a finite set of symbols in accordance with specific rules, and it manipu-

lates them in virtue of their formal syntactic properties rather than their semantic ones. 

What are formal syntactic properties? As noted by Rescorla (2014b), «[a]t present, 

we lack a widely accepted analysis of formal mental syntax» (p. 68). In the computational 

literature, “formal syntactic” can be intended in two different senses, which are rarely 

distinguished explicitly. According to the narrow sense, ‘formal syntactic’ has its stand-

ard meaning: formal syntactic processes are driven only by rules specifying how complex 

linguistic structures are constructed by more simple structures. According to the broad 

sense, which we shall follow in the present paper, “formal syntactic” means merely non-

semantic (e.g., Fodor 1978; Rescorla 2017b). The assumption here is that cognitive pro-

cesses do not “see” the meaning or content of symbols – they do not have access to what 

symbols stand for. They are only sensitive to formal properties of such symbols. 

As Rescorla (2017b) correctly points out, “formal syntactic” in this broad sense also 

hints to the non-neural character of the relevant properties: they are multiple realizable in 

Putnam’s (1967) sense: «physical systems with widely heterogeneous physical properties 

may satisfy a given syntactic description. Because syntactic description is multiple real-

izable, it is much more abstract than hardware description» (p. 10). Contemporary de-

fenders of the formal syntactic view, such as Chalmers (2012), tend to agree that cognitive 

syntax is both non-semantic and multiple realizable.3 Chalmers glosses syntax in func-

tionalist terms and introduces the concept of causal topology and organizational invari-

ance to this aim. Causal topology is «the pattern of interaction among parts of the system, 

abstracted away from the make-up of individual parts and from the way the causal con-

nections are implemented» (2012, p. 337). A property P is organizationally invariant in 

Chalmers’ sense in case «any change to the system that preserves the causal topology 

preserves P» (2012, p. 337). Accordingly, in its broad sense, 

 
[t]he syntactic conception […] eschews representation in favour of characterising computa-

tion in terms of the abstract functional organisation of the physical system in which it is 

implemented (O’Brien 2011, p. 387). 

  

 
3 Note that Rescorla’s two conditions for formal syntactic processes (non-semantic and not tied to a partic-

ular neural realization) can also be easily satisfied by non-classical and not language-like computational 

systems such as connectionist or Bayesian models. Therefore, the term “formal syntactic” in this broad 

sense is supposed to be applicable also to such systems (e.g., Rescorla 2017b; see §4). As observed by an 

anonymous reviewer, however, one might object that this broad application is unjustified since there is no 

clear sense in which connectionist or Bayesian models have a syntax (although these systems can indeed 

be formal). Other terms (e.g., “abstract causal”, see §4) might be preferable in this context. Although we              

agree with this observation, we prefer to keep the “formal syntactic” terminology in order to avoid confu-

sion and preserve consistency with previous literature (especially with Rescorla’s writings, which represent 

the main polemical target of the last sections of the present articles; see §4-5). 
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Nevertheless, so the story goes, more or less since the mid-1980s (e.g., Burge 1986) 

some authors started to question this formal syntactic view. Christopher Peacocke (1994; 

see also 1999), for instance, claimed that computation should have been “content-involv-

ing”, that is, computational states and algorithms have to be individuated and described 

in semantic rather than syntactic terms. This is essentially for the reason that, since com-

mon-sense mental states are the explananda for subpersonal psychology (which is the 

core of cognitive science), the latter must reflect the (semantic) way intentional psychol-

ogy individuates mental states. For instance, visual abilities are typically characterized by 

means of an intentional vocabulary: vision scientists do generally want to account for 

how our visual system recognizes distal properties (Peacocke 1994). Similarly, behaviors 

are characterized relationally, in terms of the intentions involved and the relevant portion 

of the world (see Peacocke 1994, p. 307). If one does not assume content-involving com-

putations, she would have a hard time capturing the explananda of scientific psychology:  

 
[c]ontent-involving computation is peculiarly suited to answering how-questions about con-

tent. How does the visual system come to deliver a percept which represents a perceived 

object as being a certain distance ahead of the perceiving subject? A computational explana-

tion which describes the computation of depth from, say, information about retinal disparity 

is capable of answering such a how-question. But this too is ruled out by the non-semantic 

conception of computation, according to which the explaining conditions are also non-se-

mantic. On that conception, the internally individuated explaining conditions cannot magic 

into existence the complex of non-syntactic relations required for an intentional state to have 

a certain content (Peacocke 1994, p. 304).  

 

During the 1990s, Marr’s theory of vision was used as the main battleground be-

tween syntacticists and semanticists. Defenders of the semantic view of cognitive com-

putations, such as Kitcher (1988), Davies (1991), and Shapiro (1993, 1997), all agreed 

with the early and influential interpretation provided by Burge (1986), according to which 

visual computations are individuated in Marr’s theory by reference to their contents, 

hence the theory is semantic, or intentional. In Burge’s (1986) view, the primary evidence 

for the semantic character of Marr’s theory was the fact that «the top levels of the theory 

are explicitly formulated in intentional terms» (p. 31). Furthermore, the «intentional prim-

itives of the theory», such as representations of edges, «are individuated by reference to 

contingently existing physical items or conditions by which they are normally caused and 

to which they normally apply» (p. 32). According to the then mainstream interpretation 

(e.g., Shapiro 1993), the attribution of contents in Marr’s theory starts at level 1 (the com-

putational level), where inputs and outputs of the relevant tasks are formulated in a se-

mantic vocabulary, which mentions distal properties – as is showed by claims such as 

“the shape of an object is computed from its surface’s texture”. Computational states and 

processes at level 2 (the algorithmic level) inherit such contents quite naturally.  

Opponents of the semantic view, most notably Egan (1992, 1995, 1999), did not 

negate that, in the informal exposition of the theory, Marr tends to describe visual com-

putations semantically, in terms of features of the distal environment. They also agreed 

that Marr ascribes environment-specific contents to the computational primitives of the 

theory where possible. However, according to them, one should not read too much into 

this fact. First, some of the primitives postulated by Marr correlate only with disjunctive 

distal properties: «[t]he structures that Marr calls edges sometimes correlate with changes 

in surface orientation, sometimes with changes in depth, illumination or reflectance» 

(Egan 1995, p. 195). Other primitives, such as individual zero-crossing, did not correlate 

with any easily characterized distal properties. More importantly, semantic content does 
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not play any role for the problem of how to individuate computation. At level 1 of Marr’s 

theory, computational individuation is mathematical, or function-theoretic, rather than 

semantic: «[t]he task of a computational mechanism is to compute a certain mathematical 

function; the initial visual filter, for example, computes the Laplacean convolved with a 

Gaussian» (Egan 1999, p. 192). Computational states and processes at level 2 might re-

ceive semantic content, but this content is not essential (more on this later). 

In recent years, Marr’s symbolic approach has ceased to be the dominant paradigm 

in the computational science of vision, being in the company with neural networks and 

Bayesian models (see Chirimuuta 2018). However, the controversy about the role of con-

tent in Marr’s theory has continued (e.g., Egan 2005, 2019; Shagrir 2010; Ritchie 2018). 

The custom of appealing to the explanatory practice of cognitive science to support the 

semantic view of computation has continued too. For instance, in Origins of Objectivity 

Burge (2010) has defended the semantic view of computation again by claiming that cur-

rent cognitive science is semantic in nature. According to him, «there is no explanatory 

level in the actual science at which any states are described as purely or primitively syn-

tactical, or purely or primitively formal. One will search textbooks and articles in percep-

tual psychology in vain to find mention of purely syntactical structures. No explanatory 

work is given to them» (2010, p. 96). The question of how our visual system recognizes 

objects, for instance, could not be answered within a computational theory that mentions 

only formal syntactic properties: «[t]he idea that the visual system is analogous to a purely 

formal, content-free proof theory does not square with the science» (p. 99). To this ex-

planatory end, so it is claimed, we need content-involving cognitive computations:  

 
[t]here is no getting around the fact that the laws determining the formation of perceptual 

states are laws that determine formation of states with representational content. The basic 

kinds, both explananda and explanans, in perceptual psychology are representational (p.99). 

 

Rescorla has recently reiterated the semantic point with an emphasis on Bayesian 

models of cognition (e.g., Rescorla 2012, 2015a, 2016, 2017b). In recent years, Bayesian 

models have been successfully applied to explain several perceptual phenomena, such as 

color constancy, perceptual illusions, and cue combination, and has been extended to 

cover sensorimotor processes (see Rescorla 2015a, 2016). The critical point here is that, 

according to Rescorla, Bayesian cognitive science makes an unavoidable use of semantic 

vocabulary when characterizing subpersonal computations, thus providing strong support 

for the semantic view of computation. This is because Bayesian computations typically 

operate on “hypotheses” that are individuated in representational terms: 

 
Bayesian models individuate both explananda and explanantia in representational terms. The 

science explains perceptual states under representational descriptions, and it does so by citing 

other perceptual states under representational descriptions. For instance, Bayesian models of 

shape from shading assume prior probabilities over hypotheses about specific distal shapes 

and about specific lighting directions. The models articulate generalizations describing how 

retinal input, combined with these priors, causes a revised probability assignment to hypoth-

eses about specific distal shapes, subsequently inducing a unique estimate of a specific distal 

shape. The generalizations type-identify perceptual states as estimates of specific distal 

shapes. Similarly, Bayesian models of surface colour perception type-identify perceptual 

states as estimates of specific surface reflectances. Thus, the science assigns representation a 

central role within its explanatory generalizations (Rescorla 2015a, p. 702). 

 



 

6 
 

According to Rescorla, this fact provides reasonable grounds to claim that compu-

tational states and processes in Bayesian psychology are specified in terms of their se-

mantic properties. Critically, Rescorla’s points are not limited to Bayesian psychology 

but are directed towards cognitive neuroscience more in general: 

 
[t]he critique is not just that representation plays an important role in cognitive science. Fodor 

and many other formal syntactic computationalists would happily acknowledge that much. 

The critique is that cognitive science explanation in many areas (including deduction and 

perception) hinges upon representational content as opposed to formal syntax. Scientific 

practice provides no evidence that the relevant mental processes manipulate formal syntactic 

items, let alone that the processes are sensitive solely to syntax rather than semantics (2014b, 

p. 69). 

 

In light of this fact, the kind of formal syntactic computationalism traditionally proposed 

by Jerry Fodor (1975, 1981), and reiterated by scholars such as Stich (1983), Field (2001), 

and Chalmers (2012), should be abandoned in favor of content-involving computational-

ism (see Rescorla 2017a, 2017b). According to content-involving computationalism, cog-

nitive (Turing-style) computations would operate over “semantically permeated” mental 

symbols, in the sense that the type-identity of those symbols would depend on their con-

tents, and hence, so it is claimed, these computations have to be considered content-in-

volving – as Rescorla says, “semantically permeated” (2017a). In Rescorla’s view, se-

mantically permeated mental symbols are the natural “ontological” correlates of our pre-

theoretical taxonomic scheme for mental entities, which type-identifies mental states, 

events, or processes partly through their semantic properties (Rescorla 2017a). 

 

 

2. The Metaphysical Objection 
 
 

As we have seen, starting from the mid-1990s, several scholars have defended the 

semantic view of computation, pointing to cognitive science's explanatory practice. In 

many cases, these scholars’ considerations look more like a gesture than a well-defined 

argument. Despite some differences in their views, we assume that Peacocke, Burge, 

Rescorla, and the other semanticists would all be disposed to accept this general and 

straightforward version of the argument from the cognitive science practice: 

 
Argument from the cognitive science practice 

(P) Computational descriptions (in explanations and theories) in cognitive science are semantic.   

(C) Computations are individuated in semantic terms. 

 

Premise (P) amounts to the claim that, in describing what a given (cognitive) com-

putation does, cognitive scientists make use of a vocabulary that mentions what Rescorla 

(2017c) calls veridicality-conditions. This is an umbrella term designed to cover truth-

conditions, accuracy-conditions, fulfillment-conditions, and similar semantic properties. 

The general idea among semanticists is that semantic description characterizes not just 

inputs-outputs of computations (lev. 1) but also internal algorithmic states (lev. 2). De-

spite being apparently framed in a purely descriptive form, premise (P) has both a de-

scriptive and a normative reading, as the pushmi-pullyu representations introduced by 

Ruth Millikan (1995). In the descriptive reading, the claim is equivalent to an empirical 

generalization over cognitive scientists’ explanatory practices – a generalization that 
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starts from the observation of some representative cases, like Marr’s theory or Bayesian 

psychology. Like any empirical generalization, it allows for exceptions: «[t]here might 

be some areas where cognitive science offers syntactic explanations. For example, certain 

computational models of low-level insect navigation look both non-neural and non-rep-

resentational» (Rescorla 2017b, p. 17). The key point is that, by and large, cognitive sci-

entists make reference to semantic properties in characterizing cognitive computations.  

Premise (P) in its descriptive reading is hardly questionable. Even the fiercest op-

ponents of the semantic view of computation, such as Egan, explicitly recognize that cog-

nitive scientists and neuroscientists make extensive use of representational talks in devel-

oping their computational theories and explanations (e.g., Egan 2014, 2019). However, 

from this fact alone, it does not seem possible to derive a substantial conclusion about 

computation individuation. What seems to be necessary for establishing the conclusion 

(C) is, at the very least, an argument for the idea that reference to semantic properties in 

computational descriptions is justified and not merely a matter of common practice.4  

The normative reading of (P) gives rise to a more convincing argument but is more 

controversial. Here the claim is that cognitive scientists should refer to semantic proper-

ties in computational descriptions if they want to provide adequate theories and explana-

tions. Semantic individuation of computation is supposed to follow from this.  

 
Argument from the cognitive science practice 

(P) Computational descriptions (in explanations and theories) in cognitive science should be semantic.   

(C) Computations are individuated in semantic terms. 

 

How can the normative reading be defended? As we have seen, a common assump-

tion is that most of the cognitive science’s explananda are characterized semantically, 

either at the pre-theoretical level –that is, at the level of our folk psychological taxonomic 

scheme (e.g., Rescorla 2017a)– or at a deeper, metaphysical level (e.g., Burge 2010). So, 

it is claimed, the explanantia of cognitive science, i.e., subpersonal cognitive computa-

tions, must also be characterized semantically (e.g., Peacocke 1994; Burge 2010; 

Rescorla 2017). In other words, sub-personal computational psychology, be it in Marrian 

or Bayesian form, not only is semantic but also must be so. As observed by Egan (1995), 

behind the normative reading of (P) is the intuition that scientific explanations should 

“match” their explananda, an assumption that has been criticized by several scholars. For 

instance, Piccinini has argued that the notion that explanantia must be individuated by the 

same properties that individuate their explananda is at odds with our explanatory prac-

tices: «the individuation of explanantia independently of their explananda is an aspect of 

our explanatory practices. There is no reason to believe that this should fail to obtain in 

the case of explanations of mental states and processes» (2015, p. 37). The normative 

reading of (P) is also at odds with a traditional idea that, at least prima facie, can be 

 
4 As noted by Coelho Mollo, who takes up a point made by Ramsey (2007), «talk of representation in the 

cognitive sciences, though widespread, may be largely empty, and we must examine in each case whether 

it is playing its proper explanatory role» (2020, p. 107). The defenders of the semantic view of computation 

might object that, without a strong reason to the contrary, we should not assume that scientists are confused 

or otherwise misguided. Rather, we should take the actual practice in cognitive science as a guide of ex-

planatory success (see Rescorla 2012). However, it is clear that premise (P) in its descriptive reading does 

not provide strong support for conclusion (C). 
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attributed to Dennett, which Peacocke has dubbed the independence claim. This is the 

idea that  

 
[…] states involved in subpersonal computations do not have contents that are of the same 

kind as the contents of personal-level states, nor can they be ascribed contents whose attrib-

ution is justified by their power to explain facts about the contents of personal level states 

(Peacocke 1994, p. 329).  
 

According to Peacocke (1994, pp. 329-33), Dennett’s writings contain several ar-

guments in favor of the independence claim. Despite these criticisms, we believe that 

premise (P) in its normative form remains quite solid. Many scholars have insisted on the 

indispensability of invoking semantic locutions at the sub-personal level, including schol-

ars that definitely do not belong to the semanticist camp. For instance, Egan has argued 

that semantic description represents an indispensable “connective tissue” that links the 

pre-theoretical explanandum and the computational explanans offered in cognitive psy-

chology: «information contained in two-dimensional images», for instance, «is forthcom-

ing only when the states characterized in formal terms by the theory are construed as 

representations of distal properties» (1995, p. 190). Dennett – one of the most authorita-

tive defenders of the “brain as a syntactic machine” analogy – also agrees on this point. 

He has certainly argued that the illata (i.e., posited theoretical entities) of adequate sub-

personal psychology will be very different from the kind of personal intentional states 

posited by folk psychology. This does not mean, however, that these illata will not be 

characterized using intentional labels – that is, as events with content: 

 
[i]n order to give the illata these labels, in order to maintain any intentional interpretation of their 

operation at all, the theorist must always keep glancing outside the system, to see what normally 

produces the configuration he is describing, what effects the system's responses normally have 

on the environment, and what benefit normally accrues to the whole system from this activity. 

In other words the cognitive psychologist cannot ignore the fact that it is the realization of an 

intentional system he is studying on pain of abandoning semantic interpretation and hence psy-

chology. […] The alternative of ignoring the external world and its relations to the internal ma-

chinery […] is not really psychology at all, but just at best abstract neurophysiology – pure in-

ternal syntax with no hope of a semantic interpretation (Dennett 1981, pp. 56-57).  

 

One might argue that the main weakness of the argument from cognitive science 

lies in the attempt to turn a common explanatory practice in cognitive science, however 

justified and unavoidable, into a metaphysical doctrine. The current debate on the nature 

of computation is, in fact, framed on a metaphysical sense of “individuation” (see Lowe 

2003), according to which what individuates an entity, such a computation, is a property 

or combinations of properties that that entity possesses essentially (e.g., Egan 1995; Pic-

cinini 2015; Lee 2018; Shagrir 2020). It is from this perspective, for instance, that Pic-

cinini argues that «semantic accounts of computation hold that computations are individ-

uated in an essential way by their semantic properties» (p. 33). What counts as an essential 

property? The issue is rarely discussed in the computational literature. In metaphysics, 

however, there are two standard answers. According to the modal account (e.g., Kripke 

1980), an essential property F is a property that an entity x possesses always, or neces-

sarily; in other words, x could not exist if it lacks F. According to the definitional account 

(Fine 1994), an essential property F of an entity x is a property that is part of “what x is”, 

as elucidated in the definition of x. Both definitions of essentiality are (at least tacitly) 
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assumed in the computational literature. The semantic view so intended is thus the thesis 

that computation necessarily and/or by definition involves semantic content. 

Contra Burge, Peacocke, and Rescorla, explanatory considerations from cognitive 

science, be them in descriptive or normative forms, seem inadequate to support such a 

metaphysical version of the semantic view of computation. Even if computational de-

scriptions usually operate on entities characterized by means of an intentional, content-

involving vocabulary, or even if computational description should be content-involving, 

this does not mean that semantics is essential for computation. This latter claim is a modal 

and/or conceptual thesis that has to be independently motivated. Thus, even if we accept 

premise (P) in its strong, normative reading, conclusion (C) does not follow immediately 

 
Argument from the cognitive science practice 

(P) Computational descriptions (in explanations and theories) in cognitive science should be semantic.   

(C) Computations are essentially individuated in semantic terms. 

 

It seems that there are strong independent modal and conceptual reasons to suppose 

that semantic properties do not essentially individuate computation. Let us start with 

modal considerations. As Egan has repeatedly observed in more or less recent years (e.g., 

Egan 1995, 2010, 2014), one and the same computation can be used to describe different 

cognitive phenomena in different contexts. Take the computation that is used by Marr to 

explain the extraction of the primal sketch from the retinal input, i.e., the algorithm that 

computes the Laplacian of the image convolved with a Gaussian. In Marr’s theory, this 

is a visual computation that takes as input changes of intensity at points (x,y) in the retina. 

In principle, however, the same computation can be used to explain some features of the 

auditory system, such as the construction of a representation of certain sonic properties 

from the auditory input. Since, in a different explanatory context, the inputs and outputs 

(and possibly the computational states) would receive a different semantic interpretation, 

it can be argued that computations do not necessarily involve representational content. In 

principle, we can indefinitely vary the context and the semantics while keeping compu-

tation (as mathematically described) fixed.5 Thus, according to Egan (1995),  

 
[o]nly the mathematical characterization picks out an essential property of a computational 

mechanism. The intentional characterization is not essential, since in some possible circum-

stances it would not apply (p. 189)
 6

  

 
5 It is important to stress that these considerations are not meant to challenge the premise (P) in its normative 

force but rather the passage from (P) to the conclusion (C). As we have seen, Egan is explicit in arguing 

that semantic content is a critical and perhaps necessary component of computational explanations in psy-

chology. She denies, however, the implication that goes from explanatory to metaphysical/individuative 

considerations. She claims, for instance: «[b]ecause the ascription of distal contents is necessary to explain 

how a computational process constitutes the exercise of a cognitive capacity in a particular context, I shall 

call the interpretation that enables the assignment of such distal contents the cognitive interpretation. The 

cognitive interpretation is to be sharply distinguished from the mathematical interpretation […]. Only the 

latter plays an individuative role» (2012, p. 266). Similarly, she claims that «[r]epresentational content does 

not play an indivituative role in cognitive theories; but it does play an important explanatory role» (2010, 

p. 255; see also Egan 1992, 1995, 2014). Of course, this does not mean that, according to Egan, only se-

mantic properties have explanatory relevance in cognitive science. In her view, also formal syntactic prop-

erties have a critical explanatory role in addition to their individuative role (e.g.,1992, 1995 2014).   

6 Note that these modal considerations seem to hold also in the opposite direction. Consider again the La-

placian example. Assume that another visual system performs edge-detection not by computing the Lapla-

cian (and zero-crossings), but by computing the extreme points of first derivatives (differentiation). In the 
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Note also that conclusion (C) implies the strong claim that computation individua-

tion is semantic not only in the context of cognitive science but in any field in which 

computations are invoked, such as artificial computing or robotics. This is because, in the 

modal reading, «essential means always, where “always” refers to any computation, 

whether actual or possible» (Shagrir 2020, p. 4085). Critically, semantic notions should 

also be encoded in the definitions of the abstract notions of standard computability theory. 

This claim appears very controversial Take, for instance, the notion of Turing machine. 

Turing’s computability theory is deeply rooted in the formalist-syntacticist program pro-

posed by Hilbert in the early part of the 20th Century (see O’ Brien 2012). As observed 

by David Chalmers, «[t]he original account of Turing machines by Turing (1936) cer-

tainly had no semantic constraints built in. A Turing machine is defined purely in terms 

of the mechanisms involved, that is, in terms of syntactic patterns and the way they are 

transformed» (2012, p. 336). Note that the same considerations can be extended to prob-

ability theory, which is rooted in Kolmogorov’s (1950) formalistic axiomatization, and 

the Bayesian formalism. As noted by Egan (2020), «[u]nder a natural interpretation, in-

ternal structures [of Bayesian models] represent probability distributions. In any event, 

Bayesian models […] give what I have called a function-theoretic characterization; they 

specify the function, in the mathematical sense, computed by the mechanism. The func-

tion is specified intensionally by Bayes’ theorem» (pp. 49-50). In this sense, as Rescorla 

admits (2012), semantic interpretation is not essential for Bayesian models. 

 

 

3. A Reply (and a Strong Version of the Argument) 
 
 

As we argued, the main problem of the argument from the cognitive science prac-

tice seems to lie in the passage from the premise (P) to the conclusion (C). The problem 

is that, according to many, the facts that concern computational individuation appear to 

be largely different and independent from the facts that concern their explanatory role in 

cognitive science.7 Importantly, there seem to be independent modal and conceptual rea-

sons to conclude that the notion of computation is non-semantic in its essence, or defini-

tion. Granted, these conclusions can be resisted. For instance, it has been said that at least 

certain computations operate on computational states with intrinsic meaning, so the modal 

argument, or “argument from reinterpretation”, does not work in those cases (Rescorla 

2017a, pp. 281-288). Furthermore, it has been said that some abstract computational mod-

els are better defined in semantic terms (Rescorla 2012), and that even the Turing Ma-

chine formalism is not intrinsically syntactic (Rescorla 2017a, pp. 288-291). This is be-

cause such formalism is neutral as to regard the identity of the symbols it operates upon. 

Therefore, it can also operate on semantically permeated symbols. The debate on such 

issues is undoubtedly open. The critical point here is that these replies generally do not 

 
two cases, the inputs and outputs would receive the same semantic interpretation, whilst the computation 

(as mathematically described) would be different. Again, this suggests that semantic content is not among 

the essential properties of computations (we thank an anonymous reviewer for raising this point).  

7 The neat independence between explanatory and metaphysical/individuative considerations seems to be 

professed not only by defenders of the formal syntactic view of computation, such as Egan, but even by 

some defenders of the semantic view. For instance, Shagrir (2020) has explicitly argued that the semantic 

view of computation individuation, being a matter of essential properties, is independent of whether and 

how semantic properties are used in explanation and theories (e.g., Shagrir 2020, p. 4088). 
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proceed from explanatory considerations in cognitive science. For this reason, they can-

not be easily considered as part of the argument from cognitive science practice. 

In this paper, we want to explore a different way in which the argument from cog-

nitive science practice can be defended. First, one might significantly weaken the argu-

ment by restricting the scope of its conclusion to individuation within the context of cog-

nitive science (and not to computational individuation in general). Second, one might 

challenge the assumption of neat independence between explanatory and metaphysi-

cal/individuative considerations. After all, this assumption is certainly disputable, espe-

cially in a debate that belongs to the philosophy of computing and cognitive sciences, and 

so is primarily motivated by explanatory considerations. This assumption appears to be 

disputed by some proponents of the semantic view of computation, most notably 

Rescorla, according to whom «individuation serves explanation» (2017a, p. 286). Ac-

cording to Rescorla, the independence thesis certainly does not apply to the individuation 

of the cognitive science’s explananda, i.e., mental states and processes: 

 
[w]hen we debate the proper individuation of Mentalese symbols, we are ultimately debating 

the proper format for psychological explanation. The central issue here is not ontological but 

explanatory. How do our best psychological explanations type-identify mental states, events, 

and processes? Should we employ a taxonomic scheme that cites representational properties 

of mental states? Or should we employ a taxonomic scheme that leaves representational prop-

erties underdetermined? (Rescorla 2017a, p. 286).  

 

The critical point here is that, if we accept such conception, the argument from cognitive 

science practice certainly becomes more credible. According to such conception, individ-

uative considerations are strictly dependent on explanatory issues. As a consequence, the 

debate about the individuation of computation ultimately concerns the proper format of 

computational explanation in cognitive science (or in neuroscience, biology, or any other 

science that invokes computations). It might be said that, since semantic properties appear 

in any good computational explanation of cognitive phenomena, as we have seen, they 

belong to the individuative apparatus of computation. Thus, at least in the context of cog-

nitive science, the argument goes, computation individuation is semantic. 

 
Argument from the cognitive science practice 

(P) Computational descriptions (in explanations and theories) in cognitive science should be semantic.   

(C) Computations in cognitive science are individuated in semantic terms.8 

 

 
8 One could argue that conclusion (C) in this form cannot be considered a proper formulation of the semantic 

view of computation. For it leaves open the possibility that computations in other domains (e.g., artificial 

computing) are non-semantically individuated. Shagrir (2020) calls “neither semantic nor non-semantic 

(NSNNS)” the view according to which «computational individuation takes into account semantic proper-

ties in some cases but not in others» (p. 4086). Some scholars might dispute this claim.  Rescorla, for 

instance, although initially in line with this characterization (2013), has recently explicitly argued that 

«[c]ontent-involving computationalists need not say that all computational description is intentional […] 

They claim only that some important computational descriptions are content-involving» (2020). For the 

sake of argument, we are disposed to assume that it is possible to relativize considerations about computa-

tion individuation to specific classes of computational systems (e.g., brains) and to specific scientific fields 

(e.g., cognitive science). In the context of cognitive science, for instance, the semantic view is the thesis 

that cognitive computations are (or should be) individuated in contentful terms. As we will see, we are 

interested in ruling out an extreme version of this view, i.e., the idea that semantic as opposed to formal 

syntactic properties should be invoked by computation individuation in cognitive science.  
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It is critical to observe that that conclusion (C) in itself is still compatible with the 

idea that other properties are also explanatory relevant in cognitive science on a par with 

semantic properties, and hence that computation individuation in cognitive science is 

partly non semantic. This is because it is generally believed that individuative practices 

in a given scientific domain are not monolithic but depend on multiple factors and serve 

multiple explanatory functions (e.g., Pemberton 2018). To be sure, this might not be a 

problem for the defender of the semantic view. According to several formulations of the 

semantic view, computation individuation takes into account semantic properties; it does 

not take into account only semantic properties. Mark Sprevak (2010), for instance, ex-

plicitly argues that «even on [the semantic view], representation would still only be one 

condition on computational implementation: there are further conditions that a physical 

computation should satisfy, and additional properties that differentiate physical compu-

tations» (p. 112). What kind of non-semantic properties are involved here? Although the 

issue is rarely discussed in the literature, semanticists usually accept that non-represe-

national neurophysiological properties are also invoked by computation individuation in 

cognitive science. As noted by Rescorla (2012), the real controversy is whether compu-

tational cognitive science needs «an additional level that taxonomizes mental states in 

formal syntactic terms, without regard to neural or representational properties» (p. 19):  

 
Everyone agrees that a complete scientific psychology will assign prime importance to neu-

rophysiological description. However, neurophysiological description is distinct from formal 

syntactic description, because formal syntactic description is supposed to be multiply realiz-

able in the neurophysiological. The issue here is whether scientific psychology should sup-

plement intentional descriptions and neurophysiological descriptions with multiply realiza-

ble, non-intentional formal syntactic descriptions (Rescorla 2020). 

 

Critically, conclusion (C) of the argument expressed above –and the argument 

more generally– is still compatible with a semantic conception of computational individ-

uation in which formal syntactic properties have a prominent explanatory (and thus indi-

viduative) role in cognitive science alongside semantic properties. One might say that 

these two kinds of description occupy distinct levels of explanation. Peacocke seems to 

endorse such a view (1994; see Rescorla 2014b, 2020). In this sense, we might construe 

what might be called a weak version of the argument from the cognitive science practice:  

 
Weak argument from the cognitive science practice 

(P) Computational descriptions in cognitive science should be semantic in addition to formal syntactic   

(C) Cognitive computations are individuated in semantic terms in addition to formal syntactic terms 

 

A few philosophers, however, most notably Burge and Rescorla, seem to endorse 

a significantly stronger conclusion, which prioritizes semantic description and greatly 

downgrades the explanatory relevance of formal syntactic description.9 Such scholars 

 
9 For instance, as we have seen, Burge explicitly argues that no explanatory work is given to formal syn-

tactic properties in actual cognitive science (2010; see §1). In a recent review article, Rescorla describes 

his own position in a similarly strong form: «Formal syntactic computationalism and content-involving 

computationalism are compatible […] However, many content-involving computationalists reject formal 

syntactic computationalism. Tyler Burge and Michael Rescorla question whether formal syntactic descrip-

tion adds any explanatory value to content-involving description. They question whether we can “hive off” 

a mental state’s representational properties to obtain a psychologically significant formal syntactic bearer 

of those properties» (2014b, p. 69). Similarly strong formulations can be found in several other Rescorla’s 

articles (e.g., 2015a, 2015b, 2016, 2017a, 2017b, 2020). Admittedly, Rescorla sometimes recognizes that 
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«claim that representational content rather than formal syntax is explanatorily central to 

numerous core areas, such as the study of perception and deductive reasoning. The basic 

goal is to delineate computational models that likewise assign explanatory priority to rep-

resentational content rather than formal syntax» (Rescorla 2014b, p. 1). According to ex-

treme formulations of such view, formal syntactic description has little or no explanatory 

value in most core areas of cognitive science. Rescorla argues, for instance, that «we can 

model the mind as a computational system while eschewing any appeal to formal mental 

syntax. On this view, computational models of the mind can individuate mental states 

through their representational properties rather than through any alleged formal syntactic 

properties» (2016, p. 27).10 Therefore, Rescorla seems to endorse what might be called a 

strong version of the argument from the cognitive science practice:   

 
Strong argument from the cognitive science practice 

(P) Computational descriptions in cognitive science should be semantic as opposed to formal syntactic.   

(C) Cognitive computations are individuated in semantic as opposed to formal syntactic terms. 

 

Clearly, in order to evaluate the cogency of this version of the argument, we need to 

examine the explanatory status of formal syntactic description in cognitive science. In the 

remainder of this section, we shall reconstruct Rescorla’s reasoning in support of premise 

(P) and conclusion (C) of the “strong” argument, while in the next section, we shall ex-

plain why, according to us, such reasoning is not convincing and should be rejected.  

As we have seen, form-syntax (in its broad sense; see §1) is standardly character-

ized in non-semantic and multiple realizable terms. Rescorla is willing to admit that for-

mal syntactic description with these two properties figures prominently in the practice of 

artificial computing alongside with semantic description.11 According to Rescorla, in 

computer science, formal syntactic description is not only standard but also has a pivotal 

role in the practical purpose of designing and building computer machines. Semantic de-

scription of a given function does not specify how to build a machine that computes such 

function. Syntactic description does it, especially if it is framed in low-level artificial 

languages (e.g., logic gates or machine descriptions). For «[i]n principle, we know how 

to build a machine that executes iterated elementary syntactic operations over syntactic 

items» (2017b, p. 11). Besides, formal syntactic description in artificial computing is 

 
there may be some areas in cognitive science in which the formal syntactic scheme is used (e.g., 2017b, p. 

17; see §1). Nevertheless, by and large, «current cognitive science does not support any such formal syn-

tactic taxonomic scheme […]. The proposed scheme plays no role within current scientific theories of per-

ception, motor control, mammalian navigation, or numerous other core mental processes. Researchers de-

scribe these processes in representational terms» (2021, p. 172).  

10 Note that, in such a view, «there is no rigid demarcation between computational and intentional descrip-

tion. In particular, certain scientifically valuable descriptions of mental activity are both computational and 

intentional» (Rescorla 2020). Indeed, this does not mean that computationalism adds nothing to represen-

tationalism. Instead, it means that computational description (in explanations and theories) of cognitive 

phenomena are always semantically characterized; in cognitive science, there is no such a thing as seman-

tically indeterminate, multiple realizable computational description (see later).  

11 Granted, Rescorla does not argue that computational individuation in artificial computing is purely formal 

syntactic. According to him, semantic notions have an important explicatory and individuative role in many 

areas of artificial computing, such as computer science and probabilistic robotics (2017b, pp. 8-9). As we 

will see, Rescorla’s claim is that, differently from cognitive science, artificial computing does assign an 

important role to formal syntactic description alongside semantic description.    
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more economical than semantic description since it does not need to specify the «complex 

causal interactions between the computing machine and its surrounding environment»:  

 

[b]y focusing solely on “intrinsic” aspects of computation, without seeking to ensure that 

computational states bear appropriate relations to represented entities, syntactic description 

carries us much closer to a workable blueprint for a physical system (2017b, p. 12). 

 

Formal syntactic description in artificial computing is also more economical in an-

other sense. According to Rescorla, «[w]hen designing or modifying a computing ma-

chine, we often do not care about the exact physical substrate that implements, say, 

memory registers. We would like a workable blueprint that prescinds from irrelevant 

hardware details» (2017b, p. 12). Formal syntactic description satisfies this desideratum. 

Compared to hardware description, therefore, formal syntactic description has the ad-

vantage of suppressing low-level implementation (i.e., physical) properties of computa-

tion that are not significant for many purposes. In this sense, formal syntactic description 

in artificial computing 

 
[h]elps us to manage the enormous complexity of typical computing systems. Designing and 

modifying complex systems is much easier when we ignore details that do not bear upon our 

current design goals (Rescorla 2017b, p. 12). 

 

What is true for the practice of computer science does not apply to the study of 

natural computing systems, such as human minds. According to Rescorla, as we have 

seen, actual cognitive science, in most areas, does not assign a significant explanatory 

role to formal syntactic description. For instance, Bayesian models do not cite formal 

syntactic properties devoid of semantic import. Rescorla (see 2012, 2015a, 2016) noted 

that it is perfectly possible to imagine a non-semantic Bayesian computational theory in 

which subjective probabilities are assigned to formal syntactic items rather than semanti-

cally individuated hypothesis. Hartry Field (2001, pp. 72, 82, 153-156) has proposed a 

version of the Bayesian approach along these lines, suggesting that this framework can 

preserve the semantic approach's explanatory benefits. Nevertheless, the explanatory 

power of such syntactic version of Bayesian cognitive science is far from being granted:  

 
[w]e have no reason to believe this conjecture, absent detailed confirmation. Generally speak-

ing, we cannot radically alter how a science individuates its subject matter while preserving 

the science’s explanatory shape. We should not expect that we can transfigure the taxonomic 

scheme employed by current Bayesian models while retaining the explanatory benefits pro-

vided by those models» (Rescorla 2015a, p. 709). 

 

More generally, according to Rescorla, it is always possible to supplement a satis-

fying semantic and/or neuropsychological theory with a formal syntactic, multiple real-

izable description. The critical question if we gain any explanatory advantages from this 

theoretical move. Critics of the semantic view of computation sometimes rely on the su-

perior generality of formal syntactic description of mental phenomena over semantic de-

scription (e.g., Chalmers 2012). A formal syntactic description of a given computation 

has the potential to be applied in other actual and hypothetical situations beyond the spe-

cific situation under investigation. In this sense, syntactic description is scope general. 

Nevertheless, according to Rescorla, it is an error to suppose that increased generality is 

always an explanatory desideratum. First, one can overgeneralize by producing disjunc-

tive or gerrymandered descriptions that add no explanatory import. As Potochnik notes, 
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«[g]enerality may be of explanatory worth, but explanations can be too general or general 

in the wrong way» (2010, p. 66). Second, generality does not increase confirmation. For 

instance, the fact that the Lotka-Volterra equations can model many disparate phenomena 

other than ecological one does not improve their confirmation value:  

 
[w]e do not improve ecological explanation by noting that [the Lotka-Volterra equations de-

scribe some chemical or economic system when x and y [in these equations] are interpreted 

as chemical or economic variable […]. What matters for ecological explanation are the eco-

logical interactions described by [the Lotka-Volterra equations], not the causal topology ob-

tained by suppressing ecological variables (2017b, p. 18).   
 

One might ask the reason behind the sharp distinction between artificial computa-

tional systems and natural computational systems such as the human mind. Why is formal 

syntactic description so much more relevant for computer science than cognitive science? 

According to Rescorla (2017b), this is because the practical advantages of syntactic de-

scription are almost entirely irrelevant in cognitive science: «[s]yntactic description ena-

bles pragmatically fruitful suppression of representational and hardware properties. No 

such rationale applies to the scientific study of mental computation. Psychology is not a 

practical enterprise. Cognitive scientists are not trying to build a computing system. In-

stead, they seek to explain activity in pre-given computing systems. Constructing an arti-

ficial computing system is a very different enterprise than understanding a pre-given com-

putational system» (p. 22). This is why syntactic description has a critical role in the study 

of artificial computing systems but not for the study of human minds. In light of this fact, 

the kind of formal syntactic computationalism traditionally proposed by Fodor and reit-

erated by Chalmers (among other scholars) is on the wrong track: 

 
I think that these authors distort explanatory practice within actual cognitive science, which 

evinces no tendency to ground representational description in syntactic description. They also 

neglect the essentially pragmatic nature of the advantages that syntactic description affords. 

By heeding the notable differences between artificial and natural computing systems, we may 

yet articulate more compelling computational theories of mind (Rescorla 2017b, p. 25). 

 

 

4. The Explanatory Value of Formal syntactic Description 
 
 

To sum up, we have seen that the argument from cognitive science practice takes 

on a new light if we restrict the scope of its conclusion and deny the neat independence 

between metaphysical and explanatory considerations. It might be said that since seman-

tic description of mental computations plays a critical explanatory role in cognitive sci-

ence, computation in cognitive science should be at least partly individuated in semantic 

terms. This is certainly plausible. As we argued, the use of semantic vocabulary at the 

computational level (and possibly at the algorithmic level, too) appears to be necessary 

to connect a computational theory with its pre-theoretic explananda. The semantic inter-

pretation of cognitive computation also has additional theoretical and explanatory ad-

vantages. For instance, it helps the researcher grasp the cognitive system under analysis 

better and synthetically describe the computation performed by such a system (see, e.g., 

Egan 2014). We have seen that this version of the argument from cognitive science prac-

tice has two possible readings. In its weak reading, the argument is in principle compatible 

with the idea that formal syntactic description has also a critical role in cognitive science 
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alongside semantic description. In its strong reading, the argument claims that, since for-

mal syntactic description is explanatory marginal in many core areas of cognitive science, 

computation individuation in cognitive science is semantic as opposed to formal syntac-

tic. Prima facie, Rescorla’s considerations against the explanatory value of formal syn-

tactic description in cognitive science might appear convincing. For instance, Rescorla is 

probably correct in pointing out that scope generality is not always explanatorily valuable 

in cognitive science (but see later). However, we believe that these considerations ulti-

mately downplay important aspects of the explanatory practices in cognitive science. 

Thus, the argument from the cognitive science practice is not justified in its “strong” form. 

First, Rescorla fails to observe that formal syntactic description (in its broad sense) 

appears to play an important role in many areas of actual cognitive science, such as com-

putational cognitive neuroscience. In this field, the case of canonical neural computations 

(CNCs) has recently aroused considerable interest (see Carandini & Heeger 2012; Ca-

randini 2012; Chirimuuta 2014; Kaplan 2018). These are defined as «standard computa-

tional modules that apply the same fundamental operations in a variety of contexts» (Ca-

randini 2012, p. 5), that is, across different brain areas, different sensory modalities, and 

even across different species. A prominent example of CNC is divisive normalization, a 

non-linear operation in which neural responses to external stimuli (e.g., bars in different 

orientations, or gratings of different contrasts) are «divided by a common factor that typ-

ically includes the summed activity of a pool of neurons» (see Carandini & Heeger 2012, 

p. 51). Originally developed to explain some visual responses in the primary visual cortex, 

the computational normalization model has been subsequently applied to an impressively 

wide range of neural phenomena, such as the olfactory system, the high-level visual cor-

tex, the auditory system, or the visual-control system. Other prominent examples of CNCs 

are linear filtering, recurrent amplification, associative learning, and exponentiation. 

CNCs are presented as a «toolbox of computational operations that the brain applies 

in a number of different sensory modalities and anatomical regions, and which can be 

described at a higher level of abstraction from their biophysical implementations» (Chi-

rimuuta 2014, p. 58). The exact epistemological status of CNCs and their assimilation to 

the mechanistic framework have been the subject of intense debate (e.g., Chirimuuta 

2014, 2019; Kaplan 2018). The critical point here is that the computational description of 

cognitive phenomena based on CNCs fits well with the two criteria for syntactic descrip-

tion as individuated by Rescorla. For instance, the normalization model is standardly 

specified in non-semantic terms, that is, in terms of an equation whose variables can in-

variably range over a variety of different input profiles (for example, visual stimuli or 

auditory stimuli). Furthermore, this computational model, as well as many other models 

involving CNCs, is not supposed to be tied to any particular neural realization: 

 
[c]rucially, research in neural computation does not need to rest on an understanding of the 

underlying biophysics. Some computations, such as thresholding, are closely related to un-

derlying biophysical mechanisms. Others, however, such as divisive normalization, are less 

likely to map one-to-one onto a biophysical circuit. These computations depend on multiple 

circuits and mechanisms acting in combination, which may vary from region to region and 

species to species. In this respect, they resemble a set of instructions in a computer language, 

which does not map uniquely onto a specific set of transistors or serve uniquely the needs of 

a specific software application (Carandini 2012, p. 507).  

 

According to some scholars, the formal characterization of CNCs does not prevent 

such computations from having a significant explanatory value in cognitive science. Chi-

rimuuta (2014), for instance, has argued that CNCs are explanatory in that they account 
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for certain optimality considerations: they explain why a particular cognitive/neural sys-

tem exhibits a characteristic behavior by appealing to functional utility. Consider the di-

visive normalization example. The problem, in this case, is to explain why specific neural 

systems (within the visual cortex, for instance, or the auditory cortex) show non-linear 

responses to external stimuli. The formal syntactic description of the normalization com-

putation helps in explaining that the non-linear responses enable such systems to transmit 

more information. In Chirimuuta’s view, CNCs explanations are instances of “effective 

coding explanations”, that is, explanations that «ignore biophysical specifics in order to 

describe the information-processing capacity of a neuron or neuronal population» (2017, 

p. 851). Critically, such explanations are successful partly because they apply to classes 

to cognitive structures, explaining why such cognitive structures are widespread in the 

brain. For instance, «[normalization is so widespread] because for many instances of neu-

ral processing individual neurons are able to transmit more information if their firing rate 

is suppressed by the population average firing rate» (Chirimuuta 2014, p. 143). 

The case of CNCs is certainly not unique in cognitive neuroscience. Interestingly, 

contra Rescorla, a “formality intuition” appears to have played a role in promoting the 

so-called Bayesian Coding Hypothesis, namely the idea that the «brain represents infor-

mation probabilistically, by coding and computing with probability density functions or 

approximations to probability density functions» (Knill & Pouget 2004, p. 713). It is often 

said that one of the main virtues of this hypothesis is its unifying power (see Colombo & 

Hartman 2015 for discussion), that is, the fact that it is very general and can be applied to 

many different cognitive tasks and explanatory contexts (e.g., Frinston 2009, 2010; 

Hohwy 2013). In the neuroscience literature, the Bayesian Coding Hypothesis is often 

introduced in non-semantic and multiple realizable terms, namely as the hypothesis that 

a single generic computation is implemented by the brain across a variety of inputs and 

independently to the biophysical realization (e.g., Ma et al. 2008). As noted by Colombo 

and Hartman (2015), in the perspective of the Bayesian Coding Hypothesis  

 
[t]he same type of [probabilistic] relationship can hold not only for visual and tactile infor-

mation, but for any piece of information associated with a random variable whose distribution 

has certain mathematical properties. Drawing on this type of relationship, we can derive de-

scriptions of a wide variety of phenomena, regardless of the details of the particular mecha-

nism producing the phenomenon (p. 13). 

 

In this sense, Bayesian computational models can be said to be “abstract causal” 

representations in Pincock’s (2013) taxonomy, namely mathematical, probabilistic repre-

sentations that abstract away from semantic and causal/physical details (Colombo & Hart-

man 2015, p. 13). The formality intuition seems to influence Bayesian models not only at 

computational level, but also at the algorithmic level. As noted by Zednik (2016), defend-

ers of the Bayesian perspective in cognitive neuroscience often invoke a unification heu-

ristic, which «highlights those algorithmic-level hypotheses that seem most likely to com-

plement not only the ideal observer model for a single behavioural of cognitive phenom-

enon, but also the ideal observer models for other phenomena» (p. 21).  

Granted, a defender of the semantic view of computation might accept that formal 

syntactic description is common in cognitive science but still insist, following Rescorla, 

that formal-syntax is not explanatorily relevant in cognitive neuroscience in spite of its 

generality and unifying power. Nevertheless, we believe that this theoretical move is an 

uphill struggle. First off, according to unificationist accounts of explanation, wide scope 

is a reliable indicator of explanatory depth (e.g., Kitcher 1989). Notably, even scholars 
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that do not belong to this paradigm have argued that generality/unification might increase 

confirmation (see Colombo & Hartman 2015, pp. 33-35). For instance, Myrvold (2003) 

has claimed that, on a Bayesian account, the generality of an explanation contributes to 

its evidential support for it renders a set of disparate phenomena relevant to each other. 

This point has been reinforced by the technical discussion provided by Colombo and 

Hartman (2015, appendix), showing that, in a Bayesian framework, coherence with a 

more general, unified account is a reason to prefer a mechanistic model M1 over a model 

M2. In a similar vein, Pincock (2012) has argued that, in the case of extremely general 

representations such as abstract, mathematical models, unification increases confirmation 

because the evidential support can be transferred from one family of models to another.  

If the connection between syntactic description and increased confirmation can still 

be objected, as Rescorla does, the connection between syntax and fruitfulness is compli-

cated to deny. Fruitfulness is a diachronic epistemic virtue that is supposed to be linked 

to explanatory value (see Keas 2018). A theory or explanation is fruitful if it suggests 

further research that can furnish theoretical insights and new empirical findings. Syntactic 

description fulfils this desideratum. When specified in non-semantic terms and at a higher 

level of abstraction from neural implementation, a computational model (e.g., normaliza-

tion) has the potential to be applied in a variety of cognitive/neural domains, thus stimu-

lating new research questions and new discoveries. Syntactic description can promote 

what Schurz (2017) calls analogical abduction, that is, a type of conceptual abstraction 

based on an isomorphic or homomorphic mapping between sets of phenomena that were 

previously considered as unrelated. According to Schurz, «finding an abductive analogy 

consists in finding the theoretically essential features of the source structure that can be 

generalized to other domains, and this goes hand-in-hand with forming the corresponding 

conceptual abstraction» (p. 265). In the computational case, it might be said that syntax 

provides what is needed to foster analogical extension to multiple cognitive domains. 

One might still object that the main advantages of formal syntactic description are 

not explanatory but pragmatic, and pragmatic considerations have no place in cognitive 

science. As Rescorla observes, cognitive science is not engineering. This again can be 

disputed. According to many scholars, engineering reasoning lies at the heart of both 

classical (see Dennett 1996) and Bayesian cognitive science (see Zednik 2016). As noted 

by Zednik (2016), «reverse engineering strategies begin by developing computational-

level models of the phenomena being explained, and then proceed to infer the likely or-

ganization of the cognitive system at the algorithmic and implementation levels» (p.18). 

In Bayesian terms, the first step amounts to provide an ideal observer model of the phe-

nomena to be explained, whilst the second step involves the selection of one algorithm 

from a space of possible algorithms for computing the ideal observer’s behavior. What is 

critical here is that, as in forward engineering, design and optimality considerations guide 

the construction of neuro-cognitive theories at these explanatory levels. According to us, 

the indisputable complexity of the brain and mind makes it pragmatically useful to pos-

sess a catalog of abstract, formally-characterized computations and algorithms –like 

CNCs– that can be used to explain different cognitive phenomena in different contexts. 

Based on these considerations, it is clear that formal syntactic description is explan-

atorily relevant in computational cognitive science, contrary to what Rescorla assumes. 

Thus, the strong version of the argument from cognitive science practice ultimately fails. 

Should we conclude that cognitive phenomena are always best studied in formal syntactic 

terms, following Chalmers, and, consequently, that computational individuation is pri-

marily formal syntactic? In our opinion, the answer to this question is negative. As we 
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argued, a weak semantic view in which representational and formal syntactic description 

concur in individuating cognitive computation is preferable. Sometimes cognitive neuro-

scientists are interested in semantic description, sometimes formal syntactic description 

is more appropriate, and each choice is guided by explanatory considerations. To the ex-

tent that the role of the semantic and the formal syntactic component is balanced in this 

account, it can also be called a hybrid or pluralistic. Nevertheless, this perspective should 

be distinguished from computational pluralism recently defended by Jonny Lee (2018). 

For this latter view applies to computation in general rather than being restricted to indi-

viduation in cognitive science. This perspective, however, is consistent with explanatory 

practices in many domains, where processes are commonly characterized by a rich range 

of different criteria and types of descriptions (Pemberton 2018).  

 

 

5. Conclusions 
 
 

In this paper, we have provided the first critical reconstruction of the argument from 

the cognitive science practice and the first complete analysis of its prospects. The argu-

ment rests on the idea that, since cognitive scientists describe computations (in explana-

tions and theories) in semantic terms, computations are individuated semantically. As we 

have seen, many scholars believe that explanatory considerations are largely irrelevant to 

support metaphysical/individuative conclusions about computation in general. According 

to these scholars, there are independent modal and conceptual reasons to conclude that 

the notion of computation is non-semantic in its metaphysical essence. As we argued, one 

might refuse the neat independence of explanatory and metaphysical considerations, and 

insist that the debate on computation individuation ultimately concerns the proper format 

of explanation in cognitive science. Even if we accept such a view, we have argued, the 

prospects of the argument from cognitive science practice ultimately depend on how 

strong such argument is formulated. In our opinion, at the present state of knowledge, 

explanatory considerations support at best a weak version of the argument, according to 

which semantic properties concur with formal syntactic properties in individuating com-

putations in cognitive science, but not a strong version, according to which computation 

individuation in cognitive science is semantic as opposed to formal syntactic. Needless 

to say, it was not our aim to develop such weak version of the argument from cognitive 

science practice in full detail. What we aimed to show was just that a careful analysis of 

the explanatory practice in cognitive science does not license the conclusion that formal 

syntactic description has little or no explanatory role in actual cognitive science.  
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