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Abstract 

Abduction is considered the most powerful, but also the most controversially discussed type of 
inference. Based on an analysis of Peirce’s retroduction, Lipton’s Inference to the Best Explanation and 
other theories, a new theory of abduction is proposed. It considers abduction not as intrinsically 
explanatory but as intrinsically conditional: for a given fact, abduction allows one to infer a fact that 
implies it. There are three types of abduction: Selective abduction selects an already known conditional 
whose consequent is the given fact and infers that its antecedent is true. Conditional-creative abduction 
creates a new conditional in which the given fact is the consequent and a defined fact is the antecedent 
that implies the given fact. Propositional-conditional-creative abduction assumes that the given fact is 
implied by a hitherto undefined fact and thus creates a new conditional with a new proposition as 
antecedent. The execution of abductive inferences is specified by theory-specific patterns. Each pattern 
consists of a set of rules for both generating and justifying abductive conclusions and covers the 
complete inference process. Consequently, abductive inferences can be formalised iff the whole pattern 
can be formalised. The empirical consistency of the proposed theory is demonstrated by a case study of 
Semmelweis' research on puerperal fever. 
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1 Introduction 

Abduction is often described as an inference that allows one to infer a potential explanation for a given 
fact. However, there is no commonly accepted definition of abduction: It is the least theoretically 
understood type of inference and the “status of abduction is very controversial. When dealing with 
abductive reasoning misinterpretations and equivocations are common” (Magnani 2015, p. 313). 

One reason for this is that the term ‘abduction’ is used by many, quite different theories: Peirce (1958; 
1998) introduced the term and developed two different concepts. Harman (1965) links Peirce’s 
abduction with his own theory of ‘Inference to the Best Explanation’ (IBE), which was thoroughly 
revised by Lipton (2004). IBE is often also called abduction (Campos 2011, pp. 419f), although many 
consider this to be highly misleading (cf. Park 2015, pp. 228–234; Mcauliffe 2015). Moreover, 
ambiguity arises as some theories interpret abduction as a logical syllogism, while others view it 
primarily as a computational method or as a process of epistemic change (Beirlaen and Aliseda 2014, p. 
3749). 

Regardless of the differences, many theories regard abduction as a cornerstone of scientific methodology 
(cf. Douven 2017a, sect. 1.2). It is considered the most insecure but also the most insightful kind of 
inference since “all the ideas of science come to it by the way of Abduction” (Peirce 1958, CP 5.145). 
It is the only kind of inference that allows introducing new kinds of concepts, which is also seen as the 
essential difference to inductive inferences (e.g. Campos 2011, p. 428; Psillos 2002, pp. 610f). For 
example, Psillos (2009, pp. 122, 144f) states that “no new ideas are generated by induction” since “[t]he 
extra content generated by induction is simply a generalisation of the content of the premises. Hence, 
with enumerative induction, although we may arguably gain knowledge of hitherto unobserved 
correlations between instances of the attributes involved, we cannot gain ‘novel’ knowledge, i.e., 
knowledge of entities and causes that operate behind the phenomena” (cf. Peirce 1958, CP 5.145, 6.475, 
7.202; Minnameier 2004, pp. 78f). 

In contrast, at least some kinds of abductive inferences allow for the introduction of new types of 
concepts. For example, Schurz (2008, p. 201) uses the common distinction between selective abductions 
and creative abductions, where the former ones “choose the best candidate among a given multitude of 
possible explanations” and the latter ones “introduce new theoretical models or theories”. 

When examining inferences, it is common to distinguish between the context of discovery and the 
context of justification. The context of discovery concerns the generation of a new hypothesis, whereas 
the context of justification concerns its quality. Even though the distinction is often attributed to 
Reichenbach, it can be found earlier in Popper, the Wiener Kreis, Husserl, Whewell, and Herschel; some 
trace it further back to Kant or even to Aristotle and Euclid (Hoyningen-Huene 1987, pp. 502f). 

The distinction allows one to analyse the execution of inferences: The context of discovery examines 
how one creates a particular hypothesis. The context of justification examines conditions under which 
an inference is good, but it does not provide guidance on how to generate specific hypotheses. 
Nevertheless, although the distinction is helpful, it is arbitrary: The discovery of a new hypothesis is 
already influenced by justificatory considerations; otherwise, it would be very unlikely to generate a 
promising hypothesis by only a few trials (Peirce 1958, CP 7.220). 

Many controversies in the 20th century regarding the philosophy of discovery revolved around the 
disagreement whether the generation of hypotheses is part of the scientific process or not (Schickore 
2018, sect. 3). Some, e.g. Popper (1959, pp. 30–32) and Hempel (1966, p. 15), argue that unlike the 
justification of hypotheses, their generation is completely illogical and therefore not part of the scientific 
process. In opposition, others developed different accounts to capture the generation of hypotheses. 
Some accounts see discovery as a logical process, whilst others claim that it is not logical but follows 
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analysable patterns, is governed by a methodology, or is at least amenable to philosophical analysis (cf. 
Schickore 2018, sect. 6–9; Paavola 2006a, ch. 3). 

Consequently, some theories see abduction as a process of generating hypotheses, while others see it as 
a process of evaluation or as a combination of both (cf. Beirlaen and Aliseda 2014, p. 3734; Paavola 
2006b, p. 93). Still other theories leave the generation and selection of hypotheses open due to the 
numerous unanswered questions and focus on other aspects of abduction (cf. Woods 2011, pp. 242f). 

In conclusion, although the discussion to which extent abductive inferences can be formalised is 
considered important (cf. Psillos 2009, p. 148), there is as yet no consensus. As Schurz (2016, p. 496) 
states, the major challenge is therefore to find out whether there are formally explicable rules and 
strategies that allow the execution of abductive inferences. 

This article intends to address this challenge. The aim is to lay the foundation for a theory of abduction 
that overcomes the limitations of current ones and covers both the context of discovery and the context 
of justification. If possible, the theory should allow to formalise the process of abduction, which would 
allow its application in the field of computer science and artificial intelligence as well as its practical 
validation. 

In order to achieve this goal, the article presents an approach of abduction that is based not on 
explanations but on conditionals. The article is divided into seven sections. Section 2 examines various 
important properties of abduction based on an analysis of Peirce’s retroduction and Inference to the Best 
Explanation. Section 3 offers a discussion of conditionals and, in particular, inferentialism. Building on 
all this, a definition of abductive inferences founded on conditionals is given in Section 4. The different 
types of abductive inferences are discussed in Section 5, in which moreover the use of analogies in 
patterns is explored. Section 6 examines the conditions under which abductive inferences can be 
formalised, and finally a conclusion is drawn in section 7. 

2 Properties of abductive inferences 

2.1 Introduction of new concepts 

In his later works, Peirce (1958, CP 5.189; 1998, EP2 p. 231) introduces his revised concept of 
abduction, often referred to as retroduction1, for which he provides the following definition: 

The surprising fact, C, is observed; 
But, if A were true, C would be a matter of course. 
Hence, there is reason to suspect that A is true. 

Peirce (1958, CP 5.188) regards abduction as an inference that allows new concepts to be introduced. 
This seems to contradict the definition above, since the concept ‘A’ derived by the conclusion is already 
given by the second premise and is therefore not new. However, as Anderson (1987, p. 25) explicates, 
the premise is not to be understood in the sense that it actually already contains the new concept ‘A’ but 
“in the sense that there is a logical relation between premises and conclusion”. The definition only 
specifies the logical order, but not the temporal order. Consequently, the concept ‘A’ can be newly 
introduced in both the premise and the conclusion at the same time (p. 35). 

 
1 Peirce uses the terms ‘abduction’, ‘hypothesis’, and ‘retroduction’. While ‘hypothesis’ is often associated with 
his earlier concept of abduction, ‘retroduction’ is more often used to name his later concept; yet, he uses all three 
terms in his later works as well (Paavola 2006a, pp. 40f). 
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The introduction of the new concept ‘A’ is achieved through a creative act, which Peirce (1998, EP2 p. 
227) describes as follows: “The abductive suggestion comes to us like a flash. It is an act of insight, 
although of extremely fallible insight. It is true that the different elements of the hypothesis were in our 
minds before; but it is the idea of putting together what we had never before dreamed of putting together 
which flashes the new suggestion before our contemplation.”  

The origin of all abductive insights lies in perception, which is the basis of all knowledge (Rosenthal 
2004, p. 193). Perception leads to perceptual judgements that are formed into abductive conjectures 
(Campos 2011, p. 428). However, there is no clear distinction between perceptual judgments and 
abductive conjectures; rather, the “abductive inference shades into perceptual judgment without any 
sharp line of demarcation between them; or in other words our first premises, the perceptual judgments, 
are to be regarded as an extreme case of abductive inferences, from which they differ in being absolutely 
beyond criticism” (Peirce 1998, EP2 p. 227). 

Closely related to perception is imagination. Both have signs as semiotic outcomes and complement 
each other. As Campos (2011, p. 429) states: “When a perceptual judgment disrupts our expectations 
and presents us with a problem, the imagination works to form schemata or diagrams of the situation, 
searching for explanations. In the case of abduction, explanatory hypotheses are signs – diagrams that 
rearrange the relations among facts so as to explain them. Sometimes new elements (explanatory facts) 
are introduced into the diagrammatic hypothesis to explain the perceived, unexpected facts. ‘Diagrams’ 
or explanatory schemata may include formalized theories, equations, statistical models, figures, 
representations of atomic or molecular structures, and so on. The abductive insight consists in 
associating or relating explanatory and perceived facts in a novel way.” 

The capacity for abductive insight is an instinctive endowment of humans that enables them to find a 
correct hypothesis within a small number of guesses, despite the myriads of possible hypotheses (Peirce 
1958, CP 7.220). 

In summary, the creative act leading to an insight which introduces the new concept ‘A’ is an immanent 
part of abduction. For this reason, Peirce describes abduction as both an insight and a logical inference. 
He explicates “that abduction, although it is very little hampered by logical rules, nevertheless is logical 
inference, asserting its conclusion only problematically or conjecturally, [...] but nevertheless having a 
perfectly definite logical form”.  

Since Peirce’s definition describes creative insights as instinctive, it does not allow for a fully formal 
account of abductive inferences (cf. Tschaepe 2014, pp. 121–124). In comparison, Schurz (2016, p. 494) 
provides the following formal structure of abductive inferences: 

Premise 1: A (singular or general) fact E that is in need of explanation. 
‘Premise’ 2: A background knowledge K, which implies for a hypothesis H that H is a 

possible and sufficiently plausible explanation for E. 
============================================================== 
Abductive conjecture: H is true. 

Similar to Peirce’s account, the hypothesis ‘H’ of the conclusion is already referred to in the second 
premise. However, the background knowledge only supports the hypothesis ‘H’ but does not necessarily 
contain it itself. Besides that, unlike Peirce, Schurz does not presuppose a creative act of insight. Instead, 
the background knowledge ‘K’ can imply in a purely formal way that a hypothesis ‘H’ is a possible and 
sufficiently plausible explanation for the fact ‘E’. 

Consequently, Schurz’s account allows for fully formalised abductive inferences that introduce new 
concepts in the conclusion that are not part of the premises. Nevertheless, non-formalisable abductive 
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inferences can also be represented: this through the background knowledge representing a non-formal 
process such as Peirce’s intuitive creative act. 

2.2 Surprisingness and observability 

Peirce requires the fact ‘C’ to be surprising. The characteristic of surprise can trigger an abductive 
inference: Since surprising facts do not match our expectations, they can lead to promising new insights 
(Paavola 2004, p. 274). However, for the inference itself, the surprisingness of the fact does not matter, 
as it does not influence the generation or justification of the hypothesis. In addition, there are also many 
non-surprising circumstances in which abduction can be insightful, e.g. when results of a scientific 
experiment are to be further investigated. Therefore, even if surprisingness can be an indicator for 
promising investigations, its necessity should be dismissed. 

Schurz (2008, p. 216; 2016, p. 495) requires for all kinds of creative abduction that the facts are 
observable.2 However, abductive reasoning is desirable and used for unobservable facts, e.g. for the 
structure of molecules or radiation. Schurz (2008, p. 206; 2016, p. 499) also requires for all kinds of 
hypothetical cause abduction that the inferred hypothesis is unobservable. Yet, abduction is used for 
observable causes as well; for instance, one concludes that some birds fly away because a predator is 
approaching. It seems that the (non-)observability of a fact is relevant for the subsequent examination 
of a hypothesis, but not for the inference itself. 

Additionally, the meaning of the fact ‘C’ should be understood in a broad sense. It could not only be a 
fact that is known to be true, but also, for example, a hypothesis of another inference or an assumption 
of a thought experiment. 

2.3 Process of abduction 

A full theory of abduction must provide a precise and complete description of how abductive inferences 
are performed. This is true for both the context of discovery, i.e. how a specific hypothesis is generated, 
and the context of justification, i.e. how the quality of a hypothesis is evaluated. In the following, I will 
focus mainly on Peirce’s retroduction and on Inference to the Best Explanation (IBE), which are 
considered the most popular theories of abduction. 

IBE’s basic idea is that "explanatory considerations contribute to making some hypotheses more 
credible, and others less so" (Douven 2017a, sect. 4). Thus, given a multitude of abductive hypotheses, 
IBE allows one to determine which is the best hypothesis, i.e., the one most likely to be true. Different 
accounts of IBE suggest varying explanatory virtues that make a hypothesis preferable (cf. Cabrera 
2017, pp. 1248–1250). It is still under discussion, which explanatory virtues should be considered. 

In addition, it is unclear why explanatory virtues are an indicator of truth (Cabrera 2017, sect. 3). At 
least some of the suggested virtues, e.g. precision and scope, are non-confirmatory and only 
informational virtues: they do not indicate which hypotheses are true but rather which provide greater 
informational content and meet the goals of science (Cabrera 2017, sect. 3.3, 5.1). Hence, some (e.g.: 
Dawes 2013; Cabrera 2017; Jones 2018) suggest that IBE is not about justification but pursuit, that is, 
identifying hypotheses worthy of further investigation. 

This view is also supported by practice: Darwin’s hypothesis of heredity, pangenesis, fulfilled 
explanatory virtues but was rejected by the biological community because of missing empirical 
evidence. Similarly, the chromosome theory offered overwhelming explanatory power, but could not 

 
2 Likewise, Peirce speaks of the fact ‘C’ to be “observed”. However, in his time the term had a much broader 
meaning. Therefore, I am uncertain whether he requires the fact ‘C’ to be tangible or not. 
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gain acceptance until both the existence and the causal power of chromosomes were demonstrated in 
subsequent experiments (Novick and Scholl 2020, sect. 3, 5). 

Furthermore, if one considers explanatory virtues not as an indicator of truth but of informational 
content, one can explain why scientists accept3 contradictory hypotheses and theories. For example, 
quantum mechanics and general relativity are incompatible, but both have great explanatory power (and 
are empirically successful). Many scientists do not believe them to be true, but accept them because both 
provide a solid basis for further reasoning (cf. Dawes 2013, sect. 1.3). 

Peirce proposes several virtues that abductive inferences should fulfil: They should be simple, natural 
and plausible to us (Peirce 1958, CP 6.447) and should cost us as little effort as possible (CP. 5600, 
7.220). They should explain all relevant facts (CP 7.235), have a unifying power (CP 7.221, 7.410), be 
licenced by existing background beliefs (Psillos 2009, p. 136) and their plausibility should be 
discriminated from their antecedent likelihoods (Peirce 1958, CP 5.599). Finally, hypotheses should be 
experimentally testable by entailing deductive and inductive predictions (CP 7.220). 

Peirce argues that science is severely limited by economical constraints: “the process of verification [...] 
is so very costly in time, energy, and money” (CP 5.602). The suggested virtues allow one to determine 
which hypothesis can be tested most efficiently and should therefore be investigated further first (Peirce 
1958, CP 7.220, 5.602; McKaughan 2008, pp. 452–458). As Peirce (1958, CP 1.120) states, “[t]he best 
hypothesis [...] is the one which can be the most readily refuted if it is false. This far outweighs the 
trifling merit of being likely”. Thus, his proposed virtues are not about justification, but about pursuit 
worthiness. 

To justify an inferred hypothesis, Peirce advocates determining by deduction necessary consequences 
that follow from it. Their truth can be tested experimentally and, by induction4, it can be concluded that 
if the consequences of the hypothesis are true, then the hypothesis itself is true (Peirce 1958, CP 7.203, 
7.206). However, besides that, Peirce remains rather general and does not provide specific methods or 
concrete conditions under which a hypothesis is considered justified. One reason for this is that Peirce 
(1958, CP 7.679f, 5.173, 2.753; 1998, EP2 pp. 443f) considers the human instinct to have an innate 
tendency “to conjecture rightly”.5 Thus, the justification is already provided by the human endowment 
and the correct hypothesis can be found within a few trials through experimentation. Overall, many 
regard Peirce's theory as one of discovery rather than justification (e.g. Minnameier 2004; Campos 2011; 
Douven 2017a, Supplement: Peirce on Abduction). 

As far as the context of discovery is concerned, Peirce’s considerations are quite detailed (cf. sect. 1.1). 
Yet, since the "abductive suggestion comes to us like a flash [and] is an act of insight", our explanatory 
suggestions "are not subject to rational self-control" (Peirce 1998, EP2 p. 227). Only once they have 
been created can we access them logically. Peirce thus describes the process of discovery in great detail, 
but he does not provide a method – indeed he rejects its possibility – by which one can deliberately 

 
3 A hypothesis or a theory is considered acceptable here in case it is worthy of commitment as a research program 
(cf. Cabrera 2017, pp. 1267–1270). 
4 An analysis of Peirce's understanding of induction, which includes three different types, is provided by Fann 
(1970, pp. 32f). 
5 Peirce (1958, CP 5.173) states “that man has a certain Insight, not strong enough to be oftener right than wrong, 
but strong enough not to be overwhelmingly more often wrong than right”. This seems to contradict some of his 
other statements where he argues that “proposals for hypotheses inundate us in an overwhelming flood” (Peirce 
1958, CP 5.602). In my opinion, the contradiction can be resolved by considering both aspects as two successive 
steps of the hypothesis generation process. When one experiences a surprising fact, there are an infinite number 
of possible explanations. But out of these myriads of possible hypotheses, the human instinct intuitively considers 
only a few promising ones, of which one becomes aware. 
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create abductive hypotheses. Instead, we must rely on our instinctual human endowment (Peirce 1958, 
CP 7.220). 

IBE is primarily viewed as a theory of justification, where candidate hypotheses are usually already 
given (cf. Douven 2017a, Introduction; Lange 2020, p. 4). Nevertheless, there are at least some 
approaches that address the context of discovery. For instance, Lipton (2004, p. 59, 149–151) proposes 
IBE as a two-filter approach: The first filter generates a set of promising hypotheses by contrastive 
analysis and consideration of background knowledge. The second filter, based on explanatory virtues, 
selects then the best hypothesis among the generated ones. Lipton illustrates this approach with the 
research of Semmelweis, who investigated why cases of puerperal fever were much higher in one clinic 
of the Vienna maternity hospital than in the other.6 

According to Lipton (2004, p. 83), the generation of new hypotheses begins with a contrastive analysis: 
For the fact to be explained, one needs a foil with a similar history, because "this sharply constrains the 
class of hypotheses that are worth testing". For example, Semmelweis was able to compare the 
conditions of the two clinics with each other as well as with those of women who had street births on 
the way to hospital (Semmelweis 1861, pp. 2–4, 43–46; Shorter 1984, p. 49). 

As Lipton (2004, p. 149) notes, contrastive cases will never have just one difference, but many. To 
further reduce the number of possible hypotheses based on these differences Lipton suggests relying on 
background knowledge (pp. 139, 149–151). It allows considering already known explanations, 
determining the unificatory virtues of the hypotheses, and providing explanatory standards. For instance, 
Semmelweis (1861, pp. 4–10; Shorter 1984, p. 51; Scholl 2013, pp. 67–72) rejected epidemic factors 
and focused on endemic ones, as only the latter could explain why only one but not both clinics had 
high mortality rates. Moreover, Semmelweis (1861, pp. 32f) rejected the hypothesis that puerperal fever 
could be caused by fear of death, as this was not compatible with his background knowledge: he could 
not imagine how a mental state could lead to the strong physical manifestations of puerperal fever. 

But even if one can further narrow down the number of potentially interesting differences, e.g. to 
endemic factors, there is still an infinite number left that needs to be considered. Semmelweis (1861, 
pp. 4–39, 51f, Shorter 1984, p. 52) considered delivery positions, exposure to a priest giving the last 
rites, rough examinations as well as many other differences. But despite his detailed investigation, still 
many more possible explanations would remain that fit well with the background knowledge: such as 
poisonous air from a nearby factory, inadequate cleaning of the place, or dangerous behaviour by non-
examining staff. Hence, taking background knowledge into account may increase the chances of finding 
important differences more quickly, but it does not solve the problem of multiple differences as Lipton 
(2004, p. 128) intends. 

Moreover, the method is highly dependent on the availability of suitable contrastive cases. Semmelweis 
was in the fortunate position of being able to compare two very similar clinics from the same hospital; 
had there been only one clinic, it would have been much more difficult to find a promising contrastive 
case. For other cases, e.g. the discovery of gravity or the explanation of heredity, it is not clear how to 
find suitable contrastive cases at all. 

After many unsuccessful attempts, Semmelweis finally succeeded in identifying the cause of the 
increased rate of puerperal fever in one of the clinics: There, medical staff regularly performed autopsies 
before examining women in labour. In doing so, they transferred ‘cadaverous particles’7 that infected 

 
6 Since Semmelweis’ investigation is a popular case study within the philosophy of science, I will not present it 
here in its entirety. The original German text of Semmelweis (1861) is available online, a short excerpt of important 
passages in English is provided by Shorter (1984). 
7 More precisely, puerperal fever is not caused by cadaveric matter but by bacteria living on it. 



Final Draft 

   8 

the women and caused the fever. However, Semmelweis did not reach the conclusion by comparing 
differences between the two clinics and identifying the performance of autopsies as a relevant one. 

Instead, one of his colleagues was pricked with a knife while performing an autopsy and developed all 
the symptoms of puerperal fever before eventually dying. Semmelweis (1861, pp. 52–55; Shorter 1984, 
p. 52) was certain that the cause for his death was the autopsy knife that contaminated him with 
cadaverous particles. By analogy, Semmelweis concluded that the particles were also transmitted to the 
women in labour, via the hands of the medical staff. 

Similarly, a while later there was another accumulation of cases of puerperal fever. From this, 
Semmelweis (1861, pp. 59f; Shorter 1984, p. 54) concluded that puerperal fever "is caused not only by 
cadaverous particles adhering to hands but also by ichor from living organisms". Again, the conclusion 
was reached by analogy and not by a contrastive analysis that reveals relevant differences.8 

Lipton’s two-filter approach suggests that once several potential explanations have been generated, one 
uses the second filter, based on the explanatory virtues, to determine the best, i.e. the actual explanation. 
Lipton (2004, p. 89f) argues: "When Semmelweis inferred the cadaveric hypothesis, it was not simply 
that what turned out to be the likeliest hypothesis also seemed the best explanation: Semmelweis judged 
that the likeliest cause of most of the cases of childbed fever in his hospital was infection by cadaveric 
matter because this was the best explanation of his evidence." 

However, this description is not accurate: Semmelweis did not develop a range of possible explanations, 
evaluate their explanatory power, and take the best one. Instead, Semmelweis developed and tested one 
hypothesis after another over three years until he found one that could be experimentally verified. It was 
thus not an inference to the best explanation, but to the only one (Paavola 2006b, p. 106). 

Lipton (2004, pp. 90, 149) is mindful of this discrepancy and argues that Semmelweis was in a fortunate 
position, but typically several candidate explanations remain and then explanatory virtues come into 
play. Nevertheless, Lipton is also aware of the role of experimentation and the elimination of hypotheses 
until only one remains. The importance of experimentation is also evident in Semmelweis’ case: 
Semmelweis, as well as others in the scientific community, did not accept his hypothesis until he could 
experimentally support it in clinical interventions and in several animal experiments (Semmelweis 1861, 
pp. 55–58, 76–80; Scholl 2013, pp. 72–75). Other practical examples, such as the discovery of AIDS 
(Bird 2010, pp. 349f) or the heredity theory already mentioned (Novick and Scholl 2020), provide 
further support for the preference for this type of justification: In both cases, explanations were accepted 
not by their explanatory virtues, but by empirical verification and the elimination of all other available 
hypotheses. 

In conclusion, both Peirce’s retroduction and IBE fall short of providing a precise and complete 
description of how abductive inferences are performed. Peirce’s retroduction does not concern the 
justification but only the generation of hypotheses and although the discovery is described in great detail, 
it remains inaccessible as it is considered as an instinctual human endowment. IBE offers methods for 
both generating and justifying hypotheses, but they fall short from both a theoretical and a practical 
perspective. 

 
8 Precisely, Semmelweis found differences with regard to the cause of childbed fever. For example, he observed 
that in the clinic with the higher infection rates, neighbouring patients frequently fell ill together, while in the other 
clinic patients fell ill in a scattered manner. However, Semmelweis was not able to use this difference to find the 
cause; in fact, it led him away from the correct solution: From the scattered distribution Semmelweis (1861, pp. 
47f; Shorter 1984, p. 50) concluded “that puerperal fever was not a contagious disease and that the disease was 
not spread from bed to bed by pathogens”. 
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2.4 Explanatoriness 

Peirce, Lipton and many others state that the main purpose of abduction is to provide an explanation for 
a given fact. So far, however, there is no generally accepted theory of explanation. Proponents of IBE 
do not consider this as problematic: IBE and other abductive theories do not presuppose any particular 
explanatory theory, but are compatible with at least most of them (Lipton 2004, p. 2; Cabrera 2017, pp. 
1250f). 

However, the underlying explanatory theory does significant conceptual and justificatory work; if it is 
not specified, the central element of IBE is missing (Cabrera 2020, pp. 731f). For example, as long as 
the explanatory theory is not specified, it is not clear which hypotheses qualify as explanations and 
therefore, among which hypotheses the best explanation should be chosen (cf. Klärner 2003, pp. 57–
61).  

In addition, explanatory theories influence the coverage of IBE: For example, Lipton’s (2004, pp. 30–
33) theory of explanation allows only causal explanations, although non-causal explanations also exist, 
e.g. in mathematics, philosophy and physics. This not only makes it impossible to provide explanations 
for non-causal circumstances (cf. Klärner 2003, pp. 202–204), but also calls into question the 
applicability of IBE in general: It may be that even if causal explanations are possible, the best 
explanation is a non-causal one. Thus, if the set of available explanations contains only causal 
explanations, the best explanation may not be considered and another, wrong explanation may be chosen 
instead. 

Moreover, many explanatory theories, such as the presently discussed counterfactual theory of 
explanation (Reutlinger 2018, pp. 78–81), do not provide any explanatory virtues. Yet, these virtues are 
required by IBE to determine which is the best explanation amongst the possible ones. IBE requires 
furthermore that the explanatory virtues enable comparative evaluation and, if there are several, that 
they can be rated against each other (cf. Klärner 2003, pp. 61–64, 117–121, 207–211). 

To avoid the problem of not having a suitable explanatory theory, Cabrera (2020, pp. 744–746) suggests 
that IBE should not rely on a theory of explanation, but only on explanatory virtues themselves, since 
they do the intended justificatory work. Others question the claim that abduction is intrinsically 
explanatory at all, i.e. that abductive hypotheses have to be explanations. For instance, Park (2015, pp. 
220–222) considers the requirement to be ill-founded and based not on theoretical but only on practical 
motivations, such as providing useful constraints. 

Furthermore, not all types of abductively derived conclusions seem to be explanatory. Schurz (2008, pp. 
230f) as well as Gabbay and Woods (2005, pp. 122f) remark that at least some kinds of abductions are 
implausible and purely instrumental, i.e. they provide true predictions but are unlikely to be true 
themselves. For instance, the action-at-a-distance equation “serves Newton’s theory in a wholly 
instrumental sense. It allows the gravitational theory to predict observations that it would not otherwise 
be able to predict” (Magnani 2009, p. 77). Such purely instrumental abductions not only contradict IBE’s 
pursuit of truth, they are also incapable of explanation as they are false. Yet, instrumental abductions 
are of scientific interest because they provide otherwise unobtainable predictions. 

A similar kind of inference can be found in mathematics. In general, there, one reasons deductively from 
some given axioms to some target theorems. However, it is also possible to infer from given theorems 
to axioms (Easwaran 2008, pp. 383–385; cf. Niiniluoto 2018, ch. 2). As Baker (2020, sect. 2.2.2) notes, 
"the propositions of elementary arithmetic – ‘2 + 2 = 4’, ‘7 is prime’, etc. – are much more self-evident 
than the axioms of whatever logical or set-theoretic system one might come up with to ground them. 
[...] Deriving ‘2 + 2 = 4’ from our set-theoretic axioms does not increase our confidence in the truth of 
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‘2 + 2 = 4’, but the fact that we can derive this antecedently known fact (and not derive other propositions 
which we know to be false) does increase our confidence in the truth of the axioms". 

The derivation of axioms from given theorems does not aim at explanatory results (Magnani 2009, pp. 
72, 122, cf. 119–139). Rather, it should make it possible to discover suitable axioms for mathematics 
(Magnani 2009, p. 72), to systematise uncontroversial facts, to prove further theorems (Easwaran 2008, 
p. 383), and to discover new theorems (Schlimm 2013, p. 40). Here, too, the conclusions are instrumental 
and do not necessarily lead to truth (Easwaran 2008, pp. 384f). In addition, the relevance and 
applicability of truth in mathematics in general are still controversial (Easwaran 2008, p. 384; Baker 
2020, sect. 2.2.2). Hence, an explanatory account does not seem to be able to capture the inference of 
axioms in mathematics. As a possible solution, Heron (2020) proposes an account to justify axioms that 
relies on theoretical virtues but not on explanations. 

In conclusion, it remains unclear why abductive inferences should be intrinsically explanatory. Instead, 
various kinds of abductively derived conclusions are instrumental, do not lead to truth, and neither 
should nor can explain the given fact. Thus, abductive inferences can provide explanations, and often 
they do, but they do not necessarily have to. 

3 Conditionals as the basis of abduction 

3.1 Special properties of conditionals 

In fact, it seems that abductions are not intrinsically explanatory, but that for a given fact they allow one 
to infer another fact that implies it. Such an implication can be represented by a conditional of the form 
‘If A, [then] C.’. The consequent ‘C’ represents the given fact and the antecedent ‘A’ represents the to 
be inferred fact that implies the consequent. 

In many abductive cases, the implying fact ‘A’ is taken to explain the implied fact ‘C’ - but as shown 
above, while this is true in most cases, it is not true in all cases. The confusion arises because 
explanations are often expressed through conditionals, but not all conditionals are used for an 
explanation. In other words, being an explanation is not an intrinsic property of an abductive conclusion 
but a possible application for which it can be used. 

It therefore seems more promising to base abduction on conditionals. Conditionals allow one not only 
to infer explanations, but all kinds of preceding facts. This includes non-explanatory facts such as 
instrumental models and axioms, which are common conclusions in science as well. 

Furthermore, conditionals have two special properties that lead to the potential of abductive reasoning: 

First, conditionals are asymmetrical: a conditional and its converse version, where the antecedent and 
the consequent are interchanged, are not logically equivalent (‘If A, then C.’ ≠ ‘If C, then A.’). Only 
some logical operators have this property; e.g. in classical logic, material implication is the only 
asymmetrical binary truth function.9 The asymmetry of conditionals allows one to represent relations in 
which one proposition implies the other, but not vice versa. Such relations are common in science, 
where, for example, laws are represented by conditionals. Such relations are also common in reasoning 
and predictions to infer what follows from certain assumptions. 

 
9 The material nonimplication, the converse implication, and the converse nonimplication are also asymmetric 
binary truth functions, but they can be expressed as more complex versions of the material implication. 
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Second, conditionals allow one to infer from the truth of the antecedent to the truth of the consequent. 
Conditionals are not the only logical operator that allows one to infer from the truth of one proposition 
the truth state of the other one. For example, it follows from the exclusive disjunction ‘either p or q’ and 
‘p’ that ‘not q’. Yet, the exclusive disjunction as well as the alternative denial let one infer from the truth 
of one proposition only the falsehood of the other. In contrast, the conditional and the logical 
biconditional allow one to infer from the truth of one proposition the truth of the other. The ability to 
infer the truth rather than the falsehood of a proposition is in general more informative, as science aims 
to find true rather than false statements. 

Due to its asymmetry, a conditional only allows one to infer with certainty from the truth of the 
antecedent to the truth of the consequent, but not vice versa. The reverse inference from the truth of the 
consequent to the truth of the antecedent, called affirmation of the consequent (Godden and Zenker 
2015, pp. 88–103), is uncertain and often considered as a fallacy. This is because the consequent can be 
implied not only by the antecedent of the conditional but also by another fact. Thus, for a high credibility 
of the conclusion, it must therefore be justified that the consequent is actually implied by the antecedent 
and not by something else (pp. 104–120). Abduction provides this justification by combining the two 
special properties of conditionals: It uses the valid entailment from the truth of the antecedent to the 
truth of the consequent to develop a justification that allows one to infer well-justified in the opposite 
direction – i.e. to infer uncertainly but plausibly from the truth of the consequent to the truth of the 
antecedent. 

3.2 Conditional theory for abduction 

Material implication is a conditional theory widely used in logic, but it leads to counterintuitive results 
(Evans and Over 2004, ch. 2, 3). Other conditional theories include mental model theory, suppositional 
theories and inferentialism, of which especially the latter are currently under discussion (cf. Douven, 
Elqayam, Singmann and van Wijnbergen-Huitink 2018, pp. 51–53). 

Suppositional theories are based on the Ramsey test (Ramsey 1929/1990, p. 155), according to which 
the acceptability of a conditional10 can be determined as follows: One hypothetically assumes that the 
antecedent is true and adds it to one's stock of beliefs, makes minimal changes if necessary to maintain 
consistency, and finally assesses the acceptability of the consequent of the conditional. If the consequent 
is accepted, the conditional is also accepted, otherwise it is not. Suppositional theories differ in their 
details, e.g. with regard to the truth values of a conditional whose antecedent is false. For example, 
Stalnaker’s (1981) possible worlds semantics regards such a conditional as true in case its consequent 
is true in the nearest world in which its antecedent is true. In contrast, Evans (2020, p. 62) argues that 
people always think about a conditional on the supposition of its antecedent, hence cases with false 
antecedents are irrelevant. 

Inferentialism is founded on the assumption that conditionals are used to express an inferential 
connection between their antecedent and their consequent.11 A conditional is considered true iff its 
consequent follows argumentatively from its antecedent and possibly contextually relevant background 
knowledge (cf. Douven 2015, pp. 35–43).12 The inferential connection can be of various kinds and be 

 
10 Unless specified otherwise, I refer in this article only to indicative conditionals, i.e. conditionals whose 
antecedents are in the indicative mood. Even though some of the considerations also apply to subjunctive 
conditionals, they require their own analysis. 
11 Introductions to inferentialism are provided by Skovgaard-Olsen (2016) and Douven, Elqayam, Singmann and 
van Wijnbergen-Huitink (2018, pp. 52–54), and a general introduction to conditionals based on relevance 
connections is offered by Égré and Rott (2021, sect. 7). 
12 In addition, the antecedent must be deductively consistent with the background knowledge, else conditionals 
with a logically false antecedent could count as true (Douven 2015, p. 38). 
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based, for example, on a logical, heuristic or causal relationship. Accordingly, the connection may 
consist of a series of deductive, inductive or abductive inferential steps. A deductive connection is 
certain and based on logical necessities; an inductive connection is uncertain and based on statistical 
considerations; and an abductive connection is uncertain and based on explanatory considerations13. 

Conditionals that have an inferential connection are called connected conditionals. In contrast, in 
unconnected conditionals the antecedent and the consequent have no clear connection and are 
probabilistically independent of each other. Unconnected conditionals often seem strange or misleading, 
like: “If George Washington was the first president of the United States, then Paris is the capital of 
France.”. 

Nevertheless, most suppositional theories judge a conditional to be true in case both its antecedent and 
its consequent are true, regardless of whether it is a connected or an unconnected conditional (e.g. Evans 
and Over 2004, ch. 9; Baratgin, Over and Politzer 2013). Insofar as unconnected conditionals are 
considered strange or misleading, this is attributed to the violation of pragmatic requirements, i.e. 
requirements concerning the way speakers make meaningful utterances (Evans 2020, pp. 64f; cf. 
Skovgaard-Olsen, Singmann and Klauer 2016, p. 27). 

In contrast, inferentialism regards unconnected conditionals not only as a violation of pragmatic norms 
but as genuinely defective. This, because they are not able to fulfil their function of expressing reason 
relations (Skovgaard-Olsen 2016, sect 2.2; Vidal and Baratgin 2017, p. 778). Reason relations are 
necessary for reasoning, prediction, and argumentation: They allow one to infer from the antecedent to 
the consequent and to estimate which propositions increase or decrease the probability of other 
propositions. 

Beyond explaining the strangeness of unconnected conditionals, inferentialism is also able to match 
intuition about the or-to-if principle and provides a solution to Gibbard's Riverboat argument 
(Krzyżanowska, Wenmackers and Douven 2014). Furthermore, it is able to provide satisfying 
interpretations for complex cases that cannot be interpreted successfully by other conditional theories 
(Skovgaard-Olsen 2016, pp. 575–577). 

Nevertheless, inferentialism is still under development and not all aspects have been clarified (Douven 
2017b, pp. 1150–1153). For example, since it is pluralistic and allows for different types of connections, 
it is not yet clear which connections are permissible and which properties they must fulfil. Furthermore, 
it is unresolved whether conditionals can only be either true or false, or whether they can also be neither 
true nor false but void – which is how they are sometimes assessed in empirical studies (cf. Skovgaard-
Olsen, Kellen, Krahl and Klauer 2017, p. 462). 

Another unresolved issue is the determination of the probability of connected conditionals. One 
possibility is to use the conditional probability hypothesis P(if A, then C) = P(C|A) as suggested by 
many suppositional theories (e.g. Evans and Over 2004, ch. 9; Fugard, Pfeifer, Mayerhofer and Kleiter 
2011; Evans 2020). Alternatively, the probability can be determined by the strength of the inferential 
connection. The two evaluation methods differ in the factors they take into account: The latter considers 
only the inherent inferential connection between the antecedent and the consequent; the former 
incorporates also other factors that influence the consequent. 

 
13 The term abduction is understood here in a different sense than in the rest of the article. According to Mirabile 
and Douven (2020, p. 5), in an abductive connection, the antecedent is best explained by the consequent, which is 
therefore probably true. The definition builds on IBE and as such is subject to the same criticism described in 
sections 2.3 and 2.4. I will discuss the relationship between this notion of abduction and the one presented in the 
rest of the article in detail at the end of section 4. 
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As an example, consider the conditional "If my neighbour throws a party, then I cannot sleep well at 
night.". Given that the neighbour is only every other time so loud that one cannot sleep, the probability 
of the conditional is 0.5 according to both evaluation methods. Now, additionally assume you cannot 
sleep well at night anyway because of insomnia. Then, based on the strength of the inference relation, 
the probability of the conditional is still 0.5, while according to the conditional probability hypothesis it 
becomes 1. 

The conditional probability hypothesis alters the probability of uncertain conditionals in case the 
consequent is influenced by another, non-exclusive factor. Consequently, the probability of a conditional 
can change depending on other provided facts, although the inferential connection between its 
antecedent and its consequent remains the same. This seems incoherent with the purpose of conditionals 
to express a reason relation, since the probability reflects not only the relation itself but also unrelated 
factors. Therefore, evaluating the probability of a conditional based on the strength of the inferential 
connection seems preferable. 

Empirically, there is evidence both for inferentialism (Douven, Elqayam, Singmann and van 
Wijnbergen-Huitink 2018; Mirabile and Douven 2020; Vidal and Baratgin 2017; Skovgaard-Olsen, 
Kellen, Hahn and Klauer 2019) as well as for suppositional theories (Over, Hadjichristidis, Evans, 
Handley and Sloman 2007; Fugard, Pfeifer, Mayerhofer and Kleiter 2011; Cruz and Oberauer 2014; 
Baratgin, Over and Politzer 2013). 

However, the ambiguous results can be explained by a variety of factors (Skovgaard-Olsen, Singmann 
and Klauer 2016; Skovgaard-Olsen, Kellen, Hahn and Klauer 2019) and studies specifically comparing 
the two conditional theories provide support for inferentialism (Mirabile and Douven 2020, p. 26; 
Skovgaard-Olsen, Kellen, Hahn and Klauer 2019; Krzyżanowska, Collins and Hahn 2021; Nickerson, 
Barch and Butler 2019, pp. 61f; Krzyżanowska and Douven 2018; Douven, Elqayam and Mirabile (in 
submission)). 

In conclusion, inferentialism is able to provide a coherent understanding of conditionals in accordance 
with empirical results. Moreover, it accounts for the connection between the antecedent and the 
consequent – which can be used in abductive reasoning to develop a justification that the given fact, 
which constitutes the consequent, is plausibly implied by the antecedent and not by some other, 
unconnected fact. Hence, understanding conditionals by means of inferentialism provides a good basis 
for abductive reasoning. 

4 Definition of abduction 

Based on the foregoing considerations, abduction is defined in this article as follows: For a given fact, 
an abductive inference infers a fact that implies it. The implication is represented by an inferential 
conditional, where the implying fact is the antecedent and the given fact is the consequent. There are 
several types of abduction: Selective abduction allows one to infer an antecedent for a given fact by 
using a known conditional. Creative abduction allows one to infer an antecedent for a given fact by 
creating a new conditional. Creative abduction can be further divided into two types, depending on 
which kind of proposition is introduced as an antecedent: Conditional-creative abduction is based on a 
proposition that is already defined in the theory. Propositional-conditional-creative abduction introduces 
a new, so far undefined proposition. 

The differentiation between the three types of abduction is important from a conceptual point of view 
because they allow one to add different types of new knowledge to an existing theory: Selective 
abduction relies on a known conditional and lets one infer only the truth of the antecedent, i.e. of a fact. 
Creative abduction, on the other hand, lets one infer not only the truth of an implying fact but also of an 
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inferential connection between the given fact and the implying one. A propositional-conditional-creative 
abduction moreover allows one to introduce a new proposition into a theory as an antecedent. A new 
proposition can be formed either by a new combination of existing propositions or by the introduction 
of a new term that is hitherto undefined. In both cases, the new proposition expresses a new concept and 
is therefore the most powerful kind of inference.14 

Similarly, the differentiation between the three types is important for performing abductive inferences: 
Selective abduction uses a known conditional; thus, its implementation requires only a selection process 
to determine which conditional of the background knowledge to use for the inference. Conditional-
creative abduction introduces a new conditional with a defined proposition as its antecedent; thus, a 
process is required to select a proposition of the theory and to create the conditional. Propositional-
conditional-creative abduction introduces a new conditional with a new proposition; therefore, a process 
is required to create both a proposition and a conditional. 

In summary, each type represents a different kind of inference, where both the conditional and the 
proposition are determined by either selective or creative processes. Nevertheless, the types do not 
instruct how the selective and creative processes are to be carried out: Selective abduction gives no 
guidance as to which available conditional should be chosen; and creative abduction does not specify 
which proposition to consider for the to be created conditional. Each type is completely neutral in terms 
of its implementation. 

Hence, different procedures can be used to select or create the proposition and the conditional. The 
procedures provide guidance on how to perform a specific abductive inference and are called patterns. 
A pattern consists of a set of rules for both generating and justifying an abductive conclusion and it 
covers the whole inference process. Justificatory rules are considered because they influence the 
generation process: they are intended to ensure a promising result, i.e. that the truth of the conclusion is 
as likely as possible. 

Types and patterns are very distinct in their characteristics. There are three different types of abduction, 
each of which is an inferential process with selective and creative components. Moreover, types are 
theory-independent, i.e. they do not presuppose any particular theory. In contrast, patterns are theory-
dependent because their generative and justificatory rules are based on different assumptions, e.g. on 
the principle of causality. Furthermore, different methods can be used to perform the selective and 
creative processes, e.g. simple heuristics as well as complex statistical procedures. Consequently, there 
is an infinite number of patterns that rely on different theories and use different methods. As a result, 
the various patterns differ in their applicability, efficiency and persuasiveness. 

The differentiation between types and patterns has several advantages. It distinguishes between the 
conceptual power of types of inferences on the one hand and the generative and justificatory power of 
patterns on the other. Furthermore, it allows a clear distinction between selective and creative 
components of the inference process as well as a comparison of different patterns, e.g. of their 
underlying assumptions and their methods. 

These considerations lead to the following formal structure of abductive inferences: 

 

 
14 In fact, not only abduction but also induction allows inferring a new proposition in the conclusion. However, 
induction allows only to introduce as an antecedent a new proposition which is a generalised version of the 
propositions provided in the premises. In contrast, propositional-conditional-creative abduction allows creating a 
new proposition that is based not only on propositions from the premises but also from the background knowledge 
or on so far undefined terms. 
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Premise 1: a fact F 
Premise 2: a pattern P; i.e. a set of rules generating and justifying the conditional A →15 F, with 

A being a fact that implies F 
Premise 3: a background knowledge BK that is used by the pattern P 
=================================================================== 
Conclusion: (A → F) ∧ A 

The conclusion contains the conditional in italic, as it is only concluded in creative abduction. In 
selective abduction, the conditional is already known and part of the background knowledge, i.e. the 
premises. In creative abduction, the truth of the conditional has to be concluded since the justification 
of the truth of the antecedent relies on it. The conditional can be regarded either as an intermediate step 
to the conclusion of the antecedent or as a conclusion on its own. What is considered the main insight 
depends on the purpose of the inference; for instance, whether a cause or an inferential connection 
should be inferred. 

The conclusion contains the conditional ‘A → F’. In contrast, Douven (2015, p. 96) argues that in a so-
called abductive conditional, the consequent best explains the antecedent, i.e. the abductive conditional 
has the form ‘F → A’. The two conditionals are related in that the former is part of the conclusion, while 
the latter represents the abductive inference as a whole. Accordingly, they express two different 
meanings and rely on two different inferential connections. 

Even though the main purpose of abduction is to identify the fact that implies the given fact, both 
conditionals can provide additional insights. In case one is concerned with what one can infer from the 
truth of the given fact, the conditional representing the abductive inference as a whole is relevant. In 
case one is mainly concerned with what implies the given fact, the conditional stated in the conclusion 
of the abductive inference is of interest. 

The inferential connection of the conditional ‘F → A’ is based on the abductive inference process. 
Therefore, the more credible the abductive inference, the higher the probability of the conditional being 
true. For example, the abductively inferred conditional "If Paula travels from Germany to Japan, then 
she travels by plane." is very likely because the abductive inference can be based on the strong argument 
that long distances are most often travelled by plane. On the other hand, the conditional "If the car does 
not start, then the battery is dead." is less credible because there are many likely alternatives, such as an 
empty tank or a blown fuse. 

5 Types and patterns of abduction 

5.1 Selective abduction 

Selective abduction is the best researched type of abduction (cf. Peirce 1958, CP 2.636; Psillos 2009, 
pp. 117–131). This is because it is rather simple: The inference starts with the given fact ‘F’. Then, a 
pattern selects from the background knowledge a conditional in which the fact ‘F’ is the consequent. 
The inference has the formal form: 

 F 
A → F 
===== 
A 

 
15 In this article, the sign ‘→’ is used to express a conditional based on inferentialism. 
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The credibility of the inference depends on many different aspects, e.g. the underlying formal system as 
well as the number of conditionals available that have ‘F’ as a consequent. In case the background 
knowledge specified in a formal system contains every true statement and there is only one conditional 
that has the fact ‘F’ as a consequent, then the inference is certain. In case there are several suitable 
conditionals available, then the inference is uncertain and the pattern must provide a method to select 
the most likely one. 

Additional uncertainty arises if the formal system is incomplete or non-monotonic: then the fact ‘F’ can 
also be realised by a fact for which the corresponding conditional is not listed in the background 
knowledge. This aspect illustrates the limitation of selective abduction: it can only infer antecedents that 
are already known to imply the given fact, but not ones for which this is not known. To infer such, 
creative abduction is required. 

Fully formalised patterns of selective abduction are provided in computer science, e.g. by Aliseda 
(2006), Flach and Kakas (2000), but also discussed in psychology, e.g. by Thomas, Dougherty, Sprenger 
and Harbison (2008). 

An illustration of selective abduction can be found in Semmelweis research on puerperal fever (cf. sect 
2.3): Semmelweis (1861, p. 38f; Shorter 1984, p. 47) examines several facts that are considered to have 
a possible influence on puerperal fever, e.g. hyperinosis, hydremia and plethora. However, since these 
known facts cannot explain why puerperal fever cases only occur in one clinic but not in the other, he 
dismisses them and suspects another, as yet unknown reason (Semmelweis 1861, pp. 51f; Shorter 1984, 
p. 51). 

5.2 Creative abduction 

Creative abduction infers that the given fact ‘F’ is implied by a hitherto unrelated fact ‘A’. The 
implication is due to an unknown inferential connection between the two facts. Creative abduction hence 
allows to infer not only the truth of the antecedent ‘A’, but also the truth of a conditional that expresses 
the inferential connection. 

Schurz (2008, p. 218) argues that all creative abductions in science explain several mutually 
intercorrelated phenomena by inferring a new unobservable concept that is their common cause. 
Consequently, neither single nor unobservable facts can be explained nor observable causes inferred. 
However, these are not intrinsic limitations of creative abductive inferences, but result from the pattern 
used: Schurz’s pattern uses statistical factor analysis and judges results by the virtue of unification (pp. 
219–232). As a consequence, only causes that can explain several phenomena at once are considered 
worthwhile. However, also non-unifying creative abductions explaining only one fact can be 
scientifically insightful; for instance, in cases such as the appearance of a single fossil of an ancient fish 
at high altitude in the Andes or the momentary dimming of a star. 

Schurz’s creative abduction is also limited in that it only allows the introduction of new concepts, but 
not the use of already defined concepts as antecedent (Schurz 2008, pp. 216, 218; 2016, p. 495). 
Nevertheless, creative abductions inferring already defined concepts can be insightful as well. 

In contrast, the concept of creative abduction presented here overcomes these limitations by allowing 
for different patterns. Consequently, it can encompass both observable and unobservable facts as well 
as the inference of non-unifying and defined facts. 
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5.3 Conditional-creative abduction 

An abduction, in which a defined concept is concluded to imply the given fact ‘F’, is a conditional-
creative abduction. It is selective concerning the implying fact and creative concerning the inferred 
conditional that connects the implying fact and the given fact. It has the formal form: 

 F 
[A] 
========== 
(A → F) ∧ A 

‘A’ is in square brackets in the premises to indicate that it must be a defined proposition, but its truth 
value may be unknown. 

The purpose of patterns of conditional-creative abduction is to determine which proposition available in 
the theory is most likely to be the antecedent of the given fact. A wide variety of methods and 
assumptions can be used for this. 

For example, patterns based on causal Bayes nets allow one to determine a structural link based on 
causal power by considering interventions and known mechanisms (Chater and Oaksford 2020, pp. 121–
125). Another pattern provides the search for spatio-temporal continuity: people have a strong tendency 
to assume a causal relationship between two events if they are no more than two seconds apart (Griffiths 
and Tenenbaum 2009, pp. 662, 696). Other patterns are based on the search for similarities (Magid, 
Sheskin and Schulz 2015, p. 101) or by comparing the characteristics of the given fact and facts that can 
serve as possible antecedents (pp. 103–109). 

In general, theory-specific knowledge plays an important role in the selection of an appropriate 
proposition as antecedent: e.g. laws that explicate which types of propositions can imply which other 
types of propositions and thus the given fact. Hence, patterns used for conditional-creative abduction 
can rely on a large amount of background knowledge, which complicates their formulation. 

An illustration of conditional-creative abduction is provided by Semmelweis: Having concluded that no 
known cause could account for the different rates of puerperal fever, Semmelweis considered facts that 
were known but not associated with puerperal fever so far. For instance, Semmelweis (1861, pp. 36, 
51f; Shorter 1984, pp. 51f) considered the delivery position and the routes women had to take to their 
puerperium after giving birth. 

He obtained these facts by applying various generative patterns; e.g. looking at reasons for unwellness 
and illness in general, or comparing the two clinics and finding differences. Nevertheless, none of the 
possible reasons could be substantiated. Either they could not be justified during the inference process 
because they did not fit with the background knowledge, or they could not be confirmed in subsequent 
experiments. 

5.4 Propositional-conditional-creative abduction 

Propositional-conditional-creative abduction assumes that the given fact ‘F’ is not implied by a fact 
defined in the theory, but by a new, hitherto undefined one. It thus infers both the truth of a new fact 
and the truth of an inferential connection between the new fact and the given fact. The inferential 
connection has to be inferred because it provides support for the truth of the implying fact. Propositional-
conditional-creative abduction has the formal form: 

 F 
========== 
(A → F) ∧ A 
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Schurz (2016, pp. 498–503) points out that there are cases where the given fact ‘F’ is not simple but 
complex, i.e. consists of a plurality of facts. For example, the given fact can state that sugar, salt, sodium 
carbonate and copper sulphate are all soluble in water, insoluble in oil, have a higher melting point and 
conduct electricity. 

In addition, in some cases the multitude of facts subsumed in the given fact cannot be implied by a 
simple fact, but only by a complex one. For instance, using statistical factor analysis, the cultural 
characteristics of nations can be explained by the interplay of two main factors: the orientation between 
traditional-religious and secular-rational values on the one hand, and the orientation between survival 
and self-expression values on the other (pp. 506–508).16 Neither factor alone would suffice to 
satisfactorily explain a country’s cultural characteristics. In some cases, only the inference of an 
antecedent containing several facts leads to a satisfactory result. 

Propositional-conditional-creative abduction consists of two steps: Once the number and relation of the 
facts of the antecedent have been determined, one must define them, i.e. express them by introducing 
new propositions. A new proposition can be defined either by introducing a new term or by combining 
already defined propositions of the underlying theory in a new way. Besides, when defining the 
proposition more precisely, a newly introduced proposition may turn out to be an already defined one. 

It is possible to use separate subpatterns for determining the number of facts and for defining them. This 
is especially so since the definition of a new proposition often relies on other propositions from 
background knowledge and is therefore very theory-specific; whereas the inference of the number of 
possible facts in the antecedent is often based on more fundamental assumptions, e.g. statistical 
considerations. 

Furthermore, both steps can be carried out independently of each other. For example, as Schurz (2016, 
p. 498) points out, the existence of the new proposition ‘hydrophilic nature’ was inferred long before 
the theory of atoms and molecules that allows it to be described. 

Semmelweis’ study of puerperal fever includes several illustrations of propositional-conditional-
creative abductions. For instance, a commission suspected that the increased incidence of puerperal 
fever in one of the clinics was due to overly crude examinations by male students, especially foreigners 
(Semmelweis 1861, pp. 48f; Shorter 1984, p. 50). However, this hypothesis could not be verified in 
subsequent experiments. 

Another propositional-conditional-creative abduction finally led Semmelweis to the solution of the 
increased rates of puerperal fever. As previously mentioned (cf. sect. 2.3), one of his colleagues, after 
being wounded with an autopsy knife, showed the same symptoms as those of puerperal fever and 
eventually died. Semmelweis ascribed his death to contamination with cadaverous particles in the course 
of the injury. 

Based on this knowledge, Semmelweis inferred by analogy that the patients in the maternity ward also 
died from infection with cadaverous particles. However, in contrast to his colleague’s case, the infection 
was not transmitted by an autopsy knife, but by medical staff who performed autopsies before examining 
the patients: Cadaverous particles remained on their hands, which were then absorbed by the patients’ 
genitals during the examination. In conclusion, Semmelweis inferred a new, hitherto undefined fact; the 
transmission of cadaveric particles via hands. This new fact is considered to have an inferential 
connection to the given fact, i.e. patients contracting puerperal fever, and is therefore its antecedent. 

 
16 Glymour (2019) argues that the factor analysis used by Schurz is not suitable and suggests using a different 
pattern, which is based on other statistical methods and allows a more accurate abductive inference for this case. 
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Later, Semmelweis (1861, pp. 58–60; Shorter 1984, p. 54) performed two more inferences that illustrate 
propositional-conditional-creative abductions: First, a patient with uterine cancer was admitted and 
subsequently all patients in the room died. This led Semmelweis to infer that infectious matter can also 
be transmitted by ichor. Second, a patient was admitted with a healthy genital area but a discharging 
carious knee; again, most of the patients in the room subsequently died. From this, Semmelweis 
concluded that infectious matter can also be transmitted via air. 

5.5 Analogical patterns of creative abduction 

Semmelweis’ research shows that the use of analogies in abduction can lead to promising hypotheses. 
This chapter therefore explores in more detail how analogies can contribute to the generation and 
justification of hypotheses in patterns. Analogies are often given in the following form (Bartha 2019, 
sect. 2.2; notation adapted): 

P1 is similar to Pk in certain (known) respects 
Pk has some further feature Qk 
========================================== 
P1 also has the feature Qk, or some feature Q1 similar to Qk 

This leads to the following formal representation: 

 P1   given fact 
 Pk → Qk with P1 and Pk being similar in certain known respects 
 ======= 
 P1 → Qk possible conclusion 1: transfer of the same feature 
 P1 → Q1 possible conclusion 2: transfer of a similar feature 

In summary, an analogical inference transfers a characteristic, an inferential connection with a 
consequent, from one proposition to another, similar proposition.17 Depending on the nature of the 
analogy, the consequent can be altered and adapted to the similar proposition. Analogical conclusions 
are amplifying and uncertain because the inferential connection does not necessarily apply to the similar 
proposition as well. 

The legitimacy of analogical inferences rests on the assumption that similar conditions lead to similar 
results. As Mill (1974, p. 556; notation adapted) argues: “If [P1] resembled [Pk] in all its ultimate 
properties, its possessing the attribute [Qk] would be a certainty, not a probability: and every 
resemblance which can be shown to exist between them, places it by so much the nearer to that point. If 
the resemblance be in an ultimate property, there will be resemblance in all the derivative properties 
dependent on that ultimate property, and of these [Qk] may be one.” 

Likewise, one can assume that similar results are based on similar conditions. Mill (ibid.) continues: “If 
the resemblance be in a derivative property, there is reason to expect resemblance in the ultimate 
property on which it depends, and in the other derivative properties dependent on the same ultimate 
property.” This assumption can be used to perform an analogical abduction: Given a certain fact, one 
searches for a proposition which is similar and of which one knows the antecedent. One assumes that 
the antecedent is also that of the given fact – either in the form of the original proposition or in the form 
of a similar proposition adapted to the given fact. Formally, this can be expressed as follows: 

 
17 For an assessment of similarity-based arguments in the context of inferentialism, see Douven, Elqayam, 
Gärdenfors and Mirabile (in submission). 
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 Q1  given fact 
Pk → Qk with Q1 and Qk being similar in certain known respects 
 ======= 
Pk → Q1 possible conclusion 1: antecedent consists of the original proposition 
P1 → Q1 possible conclusion 2: antecedent consists of a modified proposition 

In case the inferred antecedent contains the original or a defined similar proposition, it is a conditional-
creative abduction. In case a similar, previously undefined proposition is inferred, it is a propositional-
conditional-creative abduction.  

5.6 Empirical adequacy 

Overall, the theory of abduction presented here provides a high degree of empirical adequacy with 
Semmelweis’ research on puerperal fever. This does not necessarily mean that Semmelweis actually 
performed the processes of abduction described here – this is only an interpretation based on his 
writings, and there are many other interpretations of his research as well. In either case, Semmelweis' 
research provides an illustration of how the theory of abduction presented here could be successfully 
applied. It can represent all the inferences Semmelweis performed and their methods, and it can explain 
in detail how the solution was finally reached through the use of analogy. 

Furthermore, the abductive theory can explain the order in which Semmelweis executed the research 
process. First, he started from facts that were considered to be related to puerperal fever or diseases in 
general, for example hyperinosis. When this was unsuccessful, he examined known facts such as the 
delivery position and tried to establish an inferential connection to puerperal fever. When this also 
remained unsuccessful, he tried to identify new, hitherto undefined facts that imply puerperal fever. 

This order results from the fact that the selective and creative processes of abduction require different 
amounts of cognitive workload: Selective abduction requires only the selection of a known conditional 
in which the given proposition is the consequent, it is therefore the simplest type. Conditional-creative 
abduction uses a defined proposition, but there are usually many available and an inferential connection 
must be created as well. Finally, propositional-conditional-creative abduction requires not only an 
inferential connection but also a new proposition to be created, which requires again additional cognitive 
effort. 

With the abductive theory presented in this article, one can also explain why some inferences were 
performed together, but mostly each possible implying fact was inferred for itself. The first case, the 
inference of several possible causes at once, happened mostly at the beginning; this because selective 
abduction allows several available conditionals to be selected, compared with each other and evaluated 
together. In creative abduction, most possible causes were inferred individually since each required its 
own process of generation and justification. 

The proposed abductive theory shows how the virtues of IBE, such as simplicity and coherence, can be 
used as guidance for the generative and justificatory processes in patterns. For example, simpler 
solutions are preferred because they are easier to generate; and more coherent solutions are preferred 
because a better fit with background knowledge reduces the likelihood of contradictions. 

The contrastive inference approach proposed by Lipton (cf. sect. 2.3) can be carried out in the form of 
a pattern using e.g. statistical factor analysis. However, the immanent problem of multiple differences 
becomes apparent here: The method is only successful in case the relevant data are taken into account. 
In Semmelweis’ case, it would have been necessary to statistically compare the incidence of the 
autopsies with the incidence of the puerperal fever cases. But without knowing the connection, there 
was no reason to pay special attention to this small detail out of the myriads available. Therefore, this 
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pattern is only successful if a large proportion of the data can be taken into account; else, other patterns 
are preferable. 

In the definition of abduction (cf. sect. 4), it was shown that abductive inferences not only allow one to 
conclude the fact ‘A’, but also, in the case of creative abduction, the conditional ‘A → F’. In addition, 
the inference as a whole can be represented by the conditional ‘F → A’. The different purposes of the 
three conclusions become apparent in Semmelweis’ case: His main interest was to determine ‘A’, the 
factor causing the high rates of puerperal fever in one of the two Vienna clinics. 

Besides that, the conditional ‘A → F’ was also of interest for him in several respects: First, he wanted 
to communicate it to other physicians so that they could avoid cases of puerperal fever in their own 
hospitals. Second, he used the conditional as a basis for further analogical abductive inferences to infer 
that cadaveric matter can be transmitted through ichor and air as well. 

Finally, the conditional ‘F → A’ may be of interest in that if a case of puerperal fever appears, one can 
investigate whether it was caused by cadaveric matter. For instance, when Semmelweis (1861, pp. 81–
85) heard of high rates of puerperal fever cases in the hospital at Pest, he suspected transmission of 
cadaveric matter. His subsequent investigation revealed that the examination of women in labour was 
carried out by physicians who had performed operations beforehand and contaminated themselves 
thereby. 

6 Formalisation of abductive inferences 

Abductive theories vary widely in their understanding of the extent to which abductive inferences can 
be formalised, especially concerning the context of discovery (cf. sect. 1). Formalisation is understood 
here in the sense that it is possible to explicitly represent all information as well as all steps in which the 
information is processed. This means, a formalisable inference can be completely represented in a 
logical system and its implementation can be expressed in form of an algorithm that is Turing-
computable. A formalisable theory of abduction has the advantage that it can be implemented in 
computer science and used for artificial intelligence. 

The theory presented here defines abduction as an inference that allows one to infer for a given fact a 
fact that implies it. The implication is represented by a conditional which is considered true iff there is 
a connection from the antecedent to the consequent. Since inferentialism is pluralistic, the connection 
can be of different kinds, it can be deductive, inductive or abductive. There is no unique criterion under 
which conditions a conditional connection is regarded as valid and thus the conditional as true. 
Nevertheless, it is possible to provide rules to judge the validity of a conditional connection. For 
example, an inductive relation can be judged valid in case there are at least ten confirming and no 
falsifying instances. Such rules can be formally represented either as part of the axioms of a theory or 
as part of the context of justification of an abductive pattern. In summary, conditionals, which form the 
basis of abductive inferences, as well as their truth evaluation, can be formally represented. 

Structurally, an abductive inference consists of the given fact, a pattern, and background knowledge. 
Since both the given fact and the background knowledge can be formally represented in the form of 
propositions, it follows that an abductive inference is formalisable iff its pattern is formalisable. A 
pattern is formalisable iff every rule of the pattern, whether it concerns the generation or the justification, 
is formalisable and the pattern covers the complete inference process. 

Fully formalisable patterns exist for both selective abduction and creative abduction. For example, in 
selective abduction, the background knowledge is typically searched for all conditionals that contain the 
given fact ‘F’ as a consequent. Subsequently, the available conditionals are ranked according to the joint 
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probability of the antecedent and the strength of the conditional.18 Finally, the antecedent of the highest 
ranked conditional is considered true (cf. Aliseda 2006; Flach and Kakas 2000). 

Patterns for creative abduction are more complex because they have to generate a new conditional and, 
depending on the type, a new proposition. Examples of patterns that allow specific kinds of creative 
abduction are Schurz’s (2008, pp. 223–231) common cause abduction and BACON.4, which allows to 
search for lawful correlations in numerical data (Langley, Simon, Bradshaw and Zytkow 1987, ch. 4; 
cf. Jantzen 2016, sect. 3.2f). 

In conclusion, some abductive inferences can be formalised. However, this does not mean that all 
abductive inferences are formalisable: There are patterns, e.g. Peirce’s intuitive creative act (cf. sect. 
2.1), which are not formalisable and which therefore preclude the formalisation of an abductive 
inference. 

There seem to be several reasons why it is often claimed that abductions cannot be formalised: First, the 
underlying processes are often complex; therefore, it is difficult to explicate all rules of a pattern 
formally. Second, there is an infinite number of patterns because they are based on theory-specific 
knowledge, which makes them difficult to differentiate and capture. Third, the likelihood that the 
abductive conclusion is true is pattern-dependent, and many patterns yield a likelihood that is positive 
but not high enough to be considered feasible. Fourth, at least when real-world data is to be used as basis 
for abductive inferences, it is very difficult to formalise it, e.g. to determine the specific propositions – 
yet this is crucial for successful inferences. 

7 Conclusion 

The goal of the article is to lay the foundation for a theory of abduction which is complete, i.e. covering 
both the context of generation and the context of justification, and formalisable, which allows its 
application in computer science and artificial intelligence.  

The theory proposed states that an abductive inference infers for a given fact a fact that implies it. By 
relying on conditionals, the theory stands in contrast to many other theories that consider explanations 
as one or even the cornerstone of abduction. Nevertheless, even though the theory does not consider 
abduction as intrinsically explanatory, it does not neglect the close relationship of abduction and 
explanation. Often abductive inferences can and do serve as explanations – but they do not have to. 
Relying on conditionals rather than explanations as the basis for abduction offers several advantages. 

First, a theory of abduction based on conditionals allows the inference not only of explanations but of 
all kinds of preceding facts, which includes for example instrumental models and axioms. 

Second, when using conditionals, one can rely on two special properties of conditionals: they are 
asymmetrical, and they allow one to infer the truth of the consequent from the truth of the antecedent. 
This inferential connection can be used to justify the conclusion in the opposite direction, i.e. to infer 
the truth of an antecedent from the truth of the consequent. This inference is uncertain since the 
consequent may be implied by one of several known antecedents or even by an unknown one. 
Nevertheless, the inferential connections from the possible antecedents to the consequent can be used 
as a basis to generate and justify which antecedent actually implies the consequent. This justification is 
provided by patterns which can be based for example on probabilistic or analogical methods. 

 
18 This approach is also empirically supported by Sebben and Ullrich (2021), who show that people tend to evaluate 
conditionals in this way. 
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Third, a theory of abduction based on conditionals does not require a theory of explanation. Since there 
is currently no generally accepted one, such a requirement would prevent the practical implementation 
and use of the abductive theory in computer science and artificial intelligence. Nevertheless, the theory 
presented here presupposes a theory of conditionals, which are also controversially discussed. This poses 
a challenge and requires further work; however, it is hoped that the open questions on conditionals – at 
least as far as abduction is concerned – can be resolved more easily than those on explanations. 

The abductive theory presented in this article does not agree with IBE in many aspects, e.g. it is doubted 
that IBE’s hypothesis generation is applicable and that explanatory virtues are sufficient to lead to the 
correct hypothesis. Nevertheless, IBE provides valuable insights. 

For example, empirical studies show that people actually assign extra value to the best explanation and 
thereby can achieve better results (Douven 2020; Douven and Mirabile 2018). Nonetheless, further 
research is required. For example, the studies only address the justification but not the generation of 
hypotheses, and the application is intrinsically context-sensitive (Douven 2020, pp. 1, 11). Moreover, it 
is not clear by which explanatory virtues the quality of an explanation is to be judged – or whether non-
explanatory considerations can play a role as well. Furthermore, it needs to be investigated whether a 
preference for the best hypothesis only occurs in abductive reasoning or also e.g. in inductive reasoning. 
The first case would suggest that the preference is an intrinsic part of abduction, while the second case 
would suggest that it is a reasoning strategy based on economic reasons and independent of abduction. 

Another valuable aspect of IBE is its (explanatory) virtues, which can provide guidance as to which 
hypotheses are worth pursuing. Likewise, the theory discussed here incorporates components of many 
other theories; for example, Peirce's foundational understanding of abduction as well as methods of 
Schurz and others as patterns. 

Thus, although the approach presented here proposes a new understanding of abduction and aims to 
overcome several limitations of current approaches, it also draws on them in many ways. It is hoped that 
the proposed theory will contribute to the ongoing discussion by providing an approach that is 
formalisable and computable. Additionally, it should allow all kinds of abductive inferences to be 
covered while being sufficiently precise by enabling the use of specific patterns. 

Many open questions remain that require further research. For example, more case studies need to be 
performed, and patterns as well as their formalisation and application need to be explored in more detail. 
Similarly, the combination of the presented theory of abduction with probability theories such as 
Bayesianism needs to be examined. Furthermore, the properties of complex antecedents and 
consequents, i.e. which consist of multiple facts, need to be investigated, as does the use of nested and 
counterfactual conditionals. 

Finally, especially for the application in computer science and artificial intelligence, a logic of abduction 
must be developed. The following considerations already show some possible characteristics of an 
abductive logic: Including probabilities, although not inherently required, allows the use of probability-
based patterns as well as the determination of the likelihood of the conclusion. Non-monotonicity allows 
new statements to be added, e.g. experimental data that falsify previous abductive conclusions, which 
can lead to improved new conclusions. Other aspects, such as the derivation of additional assumptions 
and whether both a fact and its negation can imply a fact, are determined by the inferential conditional 
theory; these inferences are valid only if there is an inferential connection. 
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