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Discussions on indeterminism in physics focus on the possibility of an open future, i.e. the possibility of
having potential alternative future events, the realisation of one of which is not fully determined by the present
state of affairs. Yet, can indeterminism affect also the past, making it open as well? We show that by upholding
principles of finiteness of information one can entail such a possibility. We provide a toy model that shows how
the past could be fundamentally indeterminate, while also explaining the intuitive (and observed) asymmetry
between the past –which can be remembered, at least partially– and the future –which is impossible to fully
predict.

I. INTRODUCTION

One of the fundamental questions in the philosophy of
physics aims to establish whether the evolution of every phys-
ical system is governed by determinism –i.e. if any two states
of a system at different times are related by a one-to-one
connection– or if future events can in principle have multi-
ple potential outcomes that are not fully determined by the
past states. While for centuries it was believed that such a de-
terministic account is uncontroversially true (mostly due to
the empirical success of the equations of motion of classi-
cal physics and their mathematical properties),1 the advent of
quantum physics raised a lasting debate that leans towards the
solution that the world is actually indeterministic. In recent
years, we have proposed that even classical physics should be
interpreted indeterministically, if one assumes the reasonable
principle of finiteness of information density (i.e., finite vol-
umes of space can only contain a finite amount of information)
[2–6].

Indeterminism certainly grants to the direction of time a
fundamental role, for changes really happen: while time
passes, from an array of mutually exclusive potential events,
only one obtains. However, once one event has been actual-
ized, it is considered determinate and this status does not un-
dergo further change as time passes. While the future is open
in an indeterministic world, the past is there to stay, as encap-
sulated also by C. F. von Weizsäcker when stating that “the
past is factual, the future is possible” [7]. Nevertheless, some
authors in the philosophical literature (notably, J. Łukasiewicz
and M. Dummett) have hinted at the possibility that upholding
indeterminism could have consequences for the past too. Yet,
this idea that the past could also not be fully determined by
the present state of affairs at a fundamental level in an inde-
terministic world seems to have been often overlooked even
within the numerous debates about indeterminism.

1 Note that there are exceptional cases where the classical equations of mo-
tions do not have a unique (i.e. deterministic) solution, such as in the case
of Norton’s dome [1].

It is the aim of this paper to revive the question: can the
past be open?, hoping that this will motivate further attempts
of addressing this problem. It should immediately be no-
ticed that while we are in general not able to predict the fu-
ture with certainty –which leaves room for a philosophical
debate on whether to interpret this as either a lack of knowl-
edge about the underlying determinism or as fundamental
indeterminism– we do seem to remember the past (that is,
with certainty). This, therefore, begs the consequent question:
if the past is open, why do we observe such an asymmetry
in terms of predictions? In what follows, building further on
principles of finiteness of information that entail indetermin-
ism, we provide a toy model that aims to show how the past as
well could become (again) fundamentally indeterminate while
explaining the intuitive asymmetry between the past, which
seems determinate in our recollections, and the future, which
is in general impossible to fully predict.

II. CAN THE PAST BE OPEN?

In the most general sense, without any ontological commit-
ment, the laws of physics can be regarded as causal relations
that connect pure states of a system at different instants of
time, given a suitable conception of a time-arrow. Note that a
pure state is in this case generally defined as the state encapsu-
lating the maximal amount of information existing at present
about each relevant degree of freedom of the system itself. In
the broadest possible sense, two events –named the cause (C)
and the effect (E), respectively– are said to be causally related
in the case that if C obtains, it influences the tendency for E to
obtain. Note that for this to happen, C must happen before E.

Following this general definition of causal laws, in the
present note we consider different examples of indetermin-
istic physics, showing that indeterminism can entail not only
the known indeterminacy about the future but about the past
as well, which truly evaporates as time passes.
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A. Deterministic causality and spontaneous “acausal” events

In “orthodox” classical physics, it is assumed that causally
connected events are all related by necessity (deterministic
causality). The causal connections are in this way fixed for
all times, i.e., every event that obtains is the certain result of
the previous events that obtained before, without the possibil-
ity of alternative ones. This forms a causal “chain” all given
at once, ad infinitum towards both the past and the future.

However, possible alternatives have been already consid-
ered in the vast literature devoted to (in)determinism. As a
first example, consider the following possibility to avoid a de-
terministic world: even if one maintains deterministic causal-
ity as the norm, some authors had it that it is possible to con-
ceive that the chain of necessary cause-effect relations is from
time to time interrupted by an “acausal” event, that sponta-
neously obtains independently of any other previous event.
Note that this is not the position that we endorse, for the con-
cept of a genuinely “acausal” event that suddenly arises out of
nothing seems arbitrary and unsatisfactory. More formally, if
the events that are one the cause of the other are represented
as nodes in a directed (because causes precede their effects),
acyclic (because an event is never the cause of itself) graph,
spontaneous acausal events may create disconnected parts in
the graph. This possibility clearly leads to the openness of the
future in so far as some future events may not be inferred even
given complete determinacy of all the events that are causally
connected to the present (and to the past), because a possi-
ble future spontaneous event can create a new unpredictable,
disconnected subgraph of the whole causal graph. In a sim-
ilar fashion, Łukasiewicz suggested that the same conclusion
should be reached about the past: if no causal connections still
exist at present with a certain past event (or more realistically a
whole past, disconnected subgraph), that event should not any
more be considered determined. In his words, “facts whose
effects have disappeared altogether, and which even an omni-
scient mind could not infer from those now occurring, belong
to the realm of possibility and not the realm of actuality. One
cannot say about them that they took place, but only that they
were possible.” [8]. In what follows, we would not further
consider this somewhat unsatisfactory approach of “discon-
nected” deterministic chains, but rather develop a framework
of causally complete and yet fundamentally indeterministic
physics.

B. Probabilistic causality and finite information

Since the mid-twentieth century, philosophers of science
such as of K.R. Popper [9], J. Earman [10], W. Salmon [11],
P. Dowe [12], H. Reichenbach [13], I. J. Good [14] and P.
Suppes [15] have generalized the concept of causality to in-
deterministic scenarios, developing the idea of probabilistic
causality. This states that an event C affects the tendency of
another event E to happen, but E is not bound to happen by
necessity. This generalizes the Leibnitzian principle of suffi-
cient reason: “there is nothing without a reason, or no effect
without a cause”, but causation is here meant as a looser con-

nection between events than determinism. The standard way
to quantify a tendency for an event to happen is to make use of
probabilities. In this case, however, probabilities are thought
of as propensities (as introduced by Popper [9]), i.e. objec-
tive properties of a physical system, in relation to an idealized
environment, to change from a pure state to another (see also
[16, 17]).2

In a probabilistic causal scenario, events can be graphically
represented as embedded in a directed and acyclic multigraph,
with two types of edges (Fig. 1). The first type of edges repre-
sents a “potential” causal connection and each of these edges
is weighted with the propensity that relates two events, i.e.
associated with a non-negative rational number such that the
sum of the weights connecting a cause to all possible, mutu-
ally exclusive events is equal to 1. The second type of edges
represents instead an “actual” causal connection, picking only
one among the mutually exclusive “potential” causal connec-
tions (these edges can also be regarded as each weighted with
a constant propensity equal to 1, which corresponds to cer-
tainty). The potential graph represents all the possible alter-
native histories and it seems prima facie independent of the
time that one is considering (always given that the informa-
tion is finite). However, the values of the weights (i.e. the
propensities) evolve in time.3 The graph of actual causal con-
nections, instead, develops in time out of the former and it is
only when the propensities evolve in time taking the value 1
(thereby ruling out the potential alternative effects to which
the corresponding propensities all take the value 0) that this
can be constructed. Note that this implicitly defines the con-
cept of present, which is the time slice that separates the sub-
graph containing exclusively events connected by propensities
0 or 1 (i.e. the past) from the subgraph that contains arbitrary
propensities (i.e. the future).

A clarification on the concept of “event” seems in order. In
standard probability theory, an event is an element of a sample
space, which together with a σ-algebra and a measure func-
tion defines a probability space. Here, we do not necessarily
assume that propensities are probabilities at the formal level
(i.e. that they fulfill all the Kolmogorov axioms), although
they intuitively play the same role in quantifying likelihood.
Hence, when we refer to an event, we mean anything that
the theory can talk about, namely any proposition to which
it is possible to attach a measure of likelihood.4 In particular,

2 Note that in our view, which slightly departs from Popper’s original one, we
refer to an idealized environment, because a real environment would come
with its own noise that may contribute to the frequencies of outcomes but
this is irrelevant to the system’s propensities. This can be understood by
looking at quantum theory where the propensities are fully characterized
by the pure state and the idealized measurement operators.

3 It should be stressed that, contrarily to the deterministic causality discussed
above, in a potential causal graph there are no disconnected subgraphs, so
the argument of Łukasiewicz does not seem to be applicable.

4 For example, the proposition “it is raining” can be true without all involved
air-particles having fully determined positions and momenta. This indeter-
minacy implies that a proposition about future weather is presently unde-
termined. When time passes, particles gain some determinacy (but not full
determinacy) and thus some propositions about the future become either
true or false.
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FIG. 1. Multigraph representing causal indeterministic connec-
tions. The nodes represent events, the red edges connect events that
have already obtained, while the blue edges represent potential causal
connections, associated with a weight that represents the propensity
for an event to obtain. The dotted arrows represent causal connec-
tions about potential futures that will never be because the propensity
of realizing that branch has already evolved to zero.

one can relate the current theoretical framework in terms of
events to our proposed indeterministic interpretation of clas-
sical physics based on finite information quantities (FIQs) [3].
A FIQ is an array of propensities that quantify the tendency of
each digit of a physical variable (written in binary base) to
take the value 1, under the constraint that the total informa-
tion content of the array is finite. An event can in this context
be thought of as the actualization of a digit of a FIQ.

It should be clear at this point that a probabilistic view
on causality entails indeterminism in the sense that empirical
statements about the future are in general undecidable (they
are neither true nor false), not even in principle, despite hav-
ing complete knowledge of all the existing information of the
present (pure) states. This makes the law of the excluded mid-
dle fail, relating the problem of indeterminism and undecid-
ability of empirical statements to mathematical intuitionism
(see [5, 18, 19]). In this way, propositions the likes of “it will
rain in Paris in a year from now”, or “the position of a certain
particle will be on the left side of a plane at a future time t f ”
do not have (at present) a determinate truth value, not only
because this might be unknown, but because it is not (yet) de-
termined.

M. Dummett pointed out that this kind of ontic indetermi-
nacy (which he misleadingly called anti-realism at first [20])
is not only a feature of future events, but it extends towards the

past as well when no trace is left that would allow one to de-
cide the truth value of a proposition about the past: “only those
statements about the past are true whose assertion would be
justified in the light of what is now the case. [T]his means that
there is no one past history of the world: every possible his-
tory compatible with what is now the case stands on an equal
footing.” [20] (see also, [21]).5 On this note, we would like to
point out that Dummet’s misleading term “anti-realism” was
supposed to actually refer to indeterminism (about the future
and in this case about the past too). This confusion is quite
widespread, as one of us pointed out: “Sometimes realism
is defined as the hypothesis that every physical quantity al-
ways has a value. But then, either this value is unaccessi-
ble, hence unphysical, or this value can be revealed by ap-
propriate measurements (to arbitrary good approximation, at
least in principle). Hence, these measurements have predeter-
mined outcomes and realism is nothing but a fancy word for
determinism” [23]. In fact, our proposal in terms of objective
propensities maintains realism while introducing irreducible
indeterminism (see also [24] for a more precise definition of
indeterministic realism).

Similar considerations to the ones hinted at by Dummet can
be refined by making use of the concept of information and its
relation to physics. Within probabilistic causality, in fact, the
state of a system can thus be regarded as the piece of informa-
tion recording the whole multigraph G (see a simple illustra-
tion thereof in Fig. 1), i.e. the ordered collection

G(t) : [E(t),Ω(t),P(t)], (1)

where E(t) is the set of all events (nodes), Ω(t) is the set of
all potential causal connections (edges), respectively, stored in
some degrees of freedom in the universe, while P(t) is the set
of propensities (weights) all at the considered (present) time
t. Note that G(t) encompasses both kinds of edges, those cor-
responding to the “potential” causal influences of the future
(weighted blue edges in Fig. 1), whose propensities are a ra-
tional number between 0 and 1, and all the “actual” causal
influences of the past, whose propensities are all either 0 or 1
(red edges in Fig. 1).

In a series of papers [2–6], we introduced the principle of
finiteness of information density, according to which finite re-
gions of space can only contain finite information, and showed
that this entails the possibility of fundamental indeterminism
both in classical mechanics and in special relativity. Along the
same lines, we also impose in the present framework that the
state G(t) must contain only finite information. The informa-
tion content of the state G(t) can be evaluated by, for instance,
the Kolmogorov complexity of the string constructed by writ-
ing all the elements of the sets that compose G(t), or any other
reasonable measure of information. Let us call the informa-
tion content of the state I(G(t)) = I(E(t))+ I(Ω(t))+ I(P(t)).

5 While supporting the view that statements are true only if there is an em-
pirical justification or verification (a position that he named firstly anti-
realism and later justificationsm [22]), Dummett considered the openness
of the past an undesirable consequence.
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Imposing that this has a finite value, in general rules out the
possibility that the graph has an infinite amount of nodes and
edges in any finite time interval, and that any of its elements is
represented by a real number (this is why we defined propen-
sities to be rational numbers, but they could more generally
be computable numbers which still contain a finite amount
of information). Moreover, one can separate the information
content of the graph G(t), into a part relative to the past and
one relative to the future:

I(G(t)) = I(G(t))past + I(G(t)) f ut , (2)

where I(G(t))past = I(E(t))past +I(Ω(t))past +I(P(t))past and
I(G(t)) f ut = I(E(t)) f ut + I(Ω(t)) f ut + I(P(t)) f ut . While there
is no reason that the amount of events as well as of potential
causal connections in the past is higher than that in the fu-
ture or vice versa, there is a clear asymmetry in the informa-
tion contents I(P(t))past and I(P(t)) f ut . Indeed, while P(t)past
is a string containing only 0s and 1s, P(t) f ut is a string that
can contain any arbitrarily long rational numbers. Therefore,
I(P(t))past < I(P(t)) f ut , which entails

I(G(t))past < I(G(t)) f ut , (3)

where we have assumed that the amount of events and poten-
tial causal connections in the past and in the future is roughly
the same. So, describing the future requires storing more in-
formation, because this contains all the non-trivial propensi-
ties associated with the “potential” alternative events (most of
which will never obtain). On the other hand, a record of the
past history, i.e. of all and only the events that have happened
with certainty (i.e. with an updated propensity of 1), clearly
requires less information.

Let us now assume that:

(i) The universe is finite, i.e., it has finite resources occu-
pying a finite volume of space. This, together with the
principle of finiteness of information density recalled
above, means that the total amount of information in the
universe is also finite. Suppose that this total amount of
information storable in the universe is upper bounded
by N bits.

(ii) By homogeneity of time, this maximal amount of
storable information in the universe is roughly symmet-
rically centered around the present instant (as defined
above). Namely, about N/2 bits are used to record in-
formation about the past, i.e. I(G(t))past , and roughly
the other N/2 are recording I(G(t)) f ut .

Since the amount of information is bounded, while time
passes the finiteness of the information requires some past
information to be erased. This would mean that the past as
well could become open again as the amount of information of
which event caused the earliest in time recorded event forces it
to be erased. Having lost information about the propensities of
the past event, it remains only to assign equal weight to the al-
ternative “potential” past events (which we may call “random
past causal connections” rather than propensities because they
do not evolve anymore and never actualize, see Fig. 2). This

FIG. 2. Schematic representation of the different time slices. Both
the remote past and the remote future are characterized by totally
random propensities, i.e. each of n mutually exclusive events has
an associated propensity of 1/n (for the past, we call these “random
connections” rather than propensities because they do not undergo
further evolution). The colored box represents the (non-trivial) state
of the universe: the determined past (characterized by actualized
events, i.e. with propensities of either 0 or 1) and the foreseeable
future (where the propensities are between 0 and 1, but in general
not totally random).

leads to the concept of open past, that is, not all the proposi-
tions formulated at present about past times are determinate;
for instance, the question “was the event E at time t j caused
by the event C at time ti < t j?” is in general neither true nor
false for times ti sufficiently far away in the past (i.e. for some
ti << t0, where t0 is the present time). Note, however, that this
construction maintains the desirable asymmetry between past
and future in a fundamentally indeterministic theory.6 Both
the past and the future are thus indeterminate, and yet we can
know more about the past and less about the future as our in-
tuition and experience suggest. Note that this is in agreement
with what also Dummet had in mind (and, although with an-
other basic construction, Łukasiewicz too), namely that the set
of past events remain fixed and once time passes the propensi-
ties associated with a collection of n mutually exclusive events

6 This thus departs from the proposal to Ref. [25], in which it is argued
that the openness of the past results from both indeterministic and time-
symmetric nature of the laws of physics.
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become homogeneous, i.e. 1/n.7 Since which one of the pos-
sible events has happened is now totally random, the infor-
mation content is zero and this remote past can be considered
fundamentally erased, in the same sense that the remote fu-
ture (i.e. those events that have a totally random propensity
associated with them) is fully indeterminate.8

Finally, the fact that the information recorded in the uni-
verse about the causal connection goes farther away in the past
than in the future is not the only asymmetry between the past
and the future in an indeterministic world. In fact, while future
events eventually become determinate (the associated propen-
sities for an event to happen will either become 0 or 1, so ev-
ery statement will become decidable), the information erased
from the past is forever lost, and past statements will forever
remain undecidable (which here means fundamentally inde-
terminate) as already hinted at by J. Butterfield: “Dummett’s
idea tends to condemn the past to a more endemic unreality
[i.e. fundamental indeterminacy (see discussion above)] than
the future. For, on the one hand, singular observational state-
ments about the future seem effectively decidable – we natu-
rally envisage making an expedition to the place and time in
question, with instruments, if need be, in hand. On the other
hand, for analogous statements about the past, there is no such

procedure” [26].
To conclude, we would like to clarify that the toy model

here presented has no claim of being any close to the real
mechanism (if any exists) that erases the past as time passes.
It is intended as the simplest conceptual way to formalize the
idea that the past can be (again) open in an indeterministic
world, while maintaining the desired asymmetry between past
and future. We hope in this way to stimulate further debate on
the topic of indeterminism and its implications on our way of
understanding past, present and future in indeterministic the-
ory, possibly within quantum mechanics as well.
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