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Abstract: Many philosophers of science have recently argued that extra-academic participation in scientific knowledge production does not threaten scientific objectivity. Quite the contrary: citizen science, participatory projects, transdisciplinary research, and other similar endeavours can even increase the objectivity of the research conducted. Simultaneously, researchers working in fields where such participation is common have expressed worries about various ways in which it can result in biases. In this paper I clarify how these arguments and worries can be compared, and how extra-academic participation can both increase and threaten the objectivity of the research conducted.
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1. Introduction

Several philosophers of science have in recent years presented arguments linking extra-academic participation in science to scientific objectivity. Some hold that involving extra-academic partners in scientific knowledge production does not threaten the objectivity of the research conducted, and that in a democratic society, such participation is commendable (e.g. Douglas 2005; Kitcher 2011). Others claim that it can in fact increase objectivity (e.g. Harding 2015; Wylie 2015). Though philosophers also endorse such participation for many other reasons, arguments related to objectivity play an important role in the philosophical discussion about citizen and stakeholder participation in science. At the same time some
scientists involved in citizen science or in participatory or transdisciplinary projects, or working in fields where these or similar approaches are common, have expressed worries about biases in such research. While many of these worries have been addressed, some continue to be worthy of notice.

A better understanding of both the multiformity of extra-academic participation in scientific knowledge production today, and of the various ways in which it affects the objectivity of the research conducted, will make clear in what kind of contexts the philosophical arguments mentioned above are relevant, and why the worries can be equally relevant. Reaching such an understanding, however, requires a careful analysis of the arguments and worries, as they incorporate different underlying assumptions about what "objectivity" means. In the analysis I will use the risk account of scientific objectivity (Koskinen 2020; 2021), as it offers tools that allows me to meaningfully compare the different meanings of objectivity that are at play in the discussions I will be perusing. I will argue that extra-academic participation can both increase and threaten the objectivity of the research conducted, sometimes even simultaneously.

I begin with an overview of the large and heterogeneous field of extra-academic participation in science. I then introduce two sets of philosophical arguments linking participation to objectivity, and contrast these arguments to worries about participation threatening objectivity. After presenting the risk account of scientific objectivity, I use it to compare the arguments and worries and to dissolve the apparent tensions. Finally, I suggest some general guidelines for ensuring objectivity in research that breaks the boundaries of science by engaging extra-academic partners in scientific knowledge production in various ways.

2. Extra-academic participation in science
In many academic fields it is common today to involve extra-academic partners in active roles either in decision-making processes related to science, or in some stages of the research process. Such involvement can take many forms. For example, representatives of the general public can be invited to citizen panels or juries to discuss ethical issues arising from new technologies, or experts from diverse areas of society can work with scientists in complicated, solution-oriented, transdisciplinary collaborations. On the one hand, activist researchers conduct participatory projects together with members of socially marginalised communities, and on the other, universities and research institutions compete in devising ways to increase the number of co-research initiatives with commercial partners. Some aspects of these developments have received attention in the philosophy of science, but many important discussions about them have happened in other fields. I will now sketch a general overview of the phenomena I wish to discuss, based on this multidisciplinary literature. This will enable me to make some distinctions that will be of use in the next section, where I return to philosophical arguments about objectivity.

My focus in this paper will be on the kind of participation where extra-academic partners have an active role in research – where they take part in the practice of scientific knowledge production. This kind of active participation is but a part of a large cluster of phenomena that also includes less hands-on approaches; importantly, extra-academic partners also steer science through funding (see e.g. Holman & Elliott 2018; Fernandez Pinto 2021). Here, however, I am interested in the kind of concrete, direct participation in scientific knowledge production that we see, for instance, in citizen science projects where volunteers gather data, or transdisciplinary collaborations where stakeholders and experts from many areas of society work side by side with with scientists. But to better understand this kind of participation, we must understand it as a part of a broader trend of intensifying extra-academic impact on science.
In the literatures discussing different aspects of this active breaking of the boundaries of science by introducing extra-academic partners in the research process, the change is often viewed as resulting from a change in the standing of science in society. In the eyes of the general public in many countries, the idea of science as a politically neutral source of reliable knowledge has become questionable (Maassen & Weingart 2005; Jasanoff 2017). While the crucial importance of scientific knowledge production in contemporary societies is obvious, it has become less obvious to citizens and politicians that merely funding science would automatically benefit society. Such doubts have led to demands that in a democratic society, science must be steered towards societally important goals. There is, however, no general agreement on what these goals might be. For instance, patient activist groups demand that their viewpoints and interests be taken into account in research even when this is not in the interest of the medical industry, and environmental activists call into question ties between science and industry – and at the same time, many politicians press for innovations and clear economic impact through research collaborations with industry partners (Epstein 1998; Bucchi & Neresini 2008). Extra-academic involvement in science is a multiform response to this multiform demand. It is taken to lower the barriers between researchers and laypeople; point research towards urgent, socially relevant questions and problems; and increase the possibilities for both the general public and diverse stakeholder groups to make their voice heard in decisions about science and technology that have societal consequences. (Gibbons et al. 1994; Jasanoff 2003; 2017; Maassen & Weingart 2005.)

This broad trend has resulted in a multitude of new conceptualisations that try to grasp interactions between science and society in our times – such as "mode 2", "post-normal science", "triple helix", and "responsible research and innovation" – as well as in the developments of new kinds of funding instruments (Gibbons et al. 1994; Etzkowitz & Leydesdorff 1995; Funtowicz & Ravetz 1993; Stilgoe & Guston 2017). And, what is of
particular interest here, it has led to the development of a continually growing number of approaches that propose engaging extra-academic partners in scientific knowledge production – such as transdisciplinarity, citizen science, participatory action research, and diverse forms of activist research (Hirsch Hadorn & al. 2008; Kimura & Kinchy 2016; Whyte 1990; Epstein 1998). In addition to the general science policy trends and analyses mentioned above, their emergence has been influenced by developments outside academia, for example by processes of democratisation in policy making (Maassen & Weingart 2005), and by management and business innovations, such as co-creation and crowdsourcing (Prahalad & Ramaswamy 2000; Howe 2006). While some of the approaches are quite clearly defined, more often the terminology is not well established, and similar projects can be called participatory research in one field and citizen science in another.

Discussions about these approaches rarely address them all as a whole. Rather, the different methods and practices are often discussed under broad rubrics such as engagement, participation, or democratisation. To grasp some fundamental differences hidden by such terms, we should pay attention to the different roles extra-academic participants or partners have in the different forms of collaboration and engagement.

For the purposes of this paper, I suggest we differentiate between (1) citizen engagement, (2) stakeholder engagement, and (3) collaboration with extra-academic experts (for alternative classifications for different purposes, see e.g. Braun & Schultz 2010; Eigi forthcoming). In practice, these basic forms of participation are often mixed (Epstein 1998; Collins and Evans 2002). For example, in many transdisciplinary projects the extra-academic participants have a dual role as stakeholders who bring in their interests, and as experts who hold valuable knowledge. However, the distinction is conceptually important, as the aims in these three basic types of extra-academic involvement in science are often different (Collins and Evans 2002; Solomon 2009).
Citizen engagement in science is often linked to the idea that science should be democratised: members of the general public should be more in touch with science and with the ways in which it its results are used. Typically such engagement aims at transparency, and the involvement of citizens in decisions about goals and practices in science and technology. The impact goals of projects and programmes that involve citizens often include democratic steering of research that addresses socially important problems, and strengthening public trust in science (Bucchi & Neresini 2008). In practice, citizen involvement typically takes one of two basic forms: citizen panels or citizen science. Citizen panels often address ethical and practical issues related to the production and use of scientific knowledge. The participants are provided with information and their views are heard. While citizen panels can sometimes contribute to scientific knowledge production, most often they are used in the interface between science, technology, and policy, and one of their central aims is to increase trust in all three (Maassen & Weingart 2005). While I will mention citizen panels several times, my focus here is on science rather than policy, and therefore I will talk more about the latter type of citizen engagement, the one that I call citizen science. In it, citizen participants participate in scientific knowledge production. In one of the most typical forms of citizen science, citizen volunteers are engaged in data collection, which has significantly increased its scale in many fields. Sometimes citizen volunteers can also be involved in more demanding tasks in the research process, or even influence research design. (Cohn 2008; Bonney et al. 2009; Dickinson et al. 2010; Elliott & Rosenberg 2019.)

Both in citizen panels and in citizen science projects the organisers quite often have reason to attempt to engage disinterested citizens, not activists who might try to promote their own interests or agenda. Therefore, the organisers are in such cases careful to make sure that the extra-academic participants do not represent any advocacy group. (Rise of the citizen scientist 2015; Braun & Schultz 2010; Eigi forthcoming.) However, researchers may also wish to
involve stakeholders in scientific knowledge production. For instance, in projects that are supposed to inform policy, the extra-academic participants can represent groups who will be affected if the policies are changed. This is common in development projects. In practice it often means hearing the stakeholders several times during the research process. But like in citizen engagement, the degree of involvement varies (Bonney et al. 2009). When the extra-academic partners are stakeholders, they can become even actual members of the research team. The idea in this kind of participatory research is to take the interests and worries of the stakeholders into account in research, and to produce knowledge that is thus well suited for the policy decisions at hand. In activist research the researchers themselves represent a stakeholder group, and the aim is often to question established practices and policies (Whyte 1990; Hess et al. 2008; Koskinen & Rolin 2019).

As noted, stakeholders are often also extra-academic experts: for instance stakeholders involved in a participatory developmental project aiming to improve living conditions in a specific environment can have valuable experiential knowledge about that environment. But not all extra-academic experts with whom scientists collaborate are stakeholders. This is not necessarily the case, for example, in research collaborations with civil servants or artists. When scientists cooperate with extra-academic experts, the participants typically join forces in multisectoral research collaborations, often in order to solve pressing and complex problems. This is particularly common in transdisciplinary research, that is, solution-oriented research where the problems are framed in cross-disciplinary or even extra-academic terms, and research projects typically include researchers from many fields and extra-academic partners who can be stakeholders, experts or both (Hirsch Hadorn et al. 2008; Koskinen & Mäki 2016). In practice, transdisciplinary collaborations or co-research projects with extra-academic experts can resemble interdisciplinary projects. The difference is subtle. As in interdisciplinary research, extra-academic experts naturally bring in their knowledge and
skills. But it is often also assumed that their involvement will steer research towards the practical aspects of the problems at hand, as their expertise is typically linked to the use of knowledge rather than its production. (Hirsch Hadorn et al. 2008.)

To summarise, extra-academic participation in science is generally believed to increase the (direct, easily recognisable) societal impact of academic research. Depending on the type of participation and the roles the participants have in research, this can happen in many different ways. Participation can also entail various epistemic benefits, ranging from the possibility of having a workforce that enables large scale data collection, to the chance of complementing scientific expertise with extra-academic expertise. My focus will now be on a subset of these benefits, and on related threats – that is, benefits and threats pertaining to scientific objectivity.

3. Participation not threatening, increasing, and threatening objectivity

Now that we have a general idea of the multifaceted phenomenon of extra-academic participation in science, I will proceed to summarise some arguments that link participation to objectivity on the one hand, and to biases on the other. While doing so, I will pay attention to the different forms of participation indicated in these arguments, using the tripartite distinction sketched in the previous section. As will become clear, the arguments make quite different assumptions about participation. And as will become fairly clear already in this section, and even more in the rest of this paper, these arguments also include different underlying assumptions about what "objectivity" means or requires. But before digging deeper into different meanings of objectivity, let us look at the arguments.

Philosophers of science have presented several arguments in favour of involving extra-academic partners in scientific knowledge production. Here I will examine two groups of
arguments that connect demands for extra-academic participation to scientific objectivity. The first ones maintain that participation does not threaten scientific objectivity, whereas the second ones argue that it can in fact increase the objectivity of research. But while philosophers have developed arguments endorsing participation, scientists – particularly ones engaged in citizen science and participatory projects or working in fields where they are common – have identified ways in which involving extra-academic partners in scientific knowledge production can cause research to become biased and thus threaten scientific objectivity. I will now first summarise the philosophical arguments, and then return to the scientists’ worries.

The first group of arguments recommending the involvement of extra-academic partners in scientific knowledge production has been developed in recent discussions about values in science. The starting point is the rejection of an important approach to objectivity: the value-free ideal, the idea that in objective research, non-epistemic values must not influence the gathering of evidence or the acceptance of scientific theories. Many philosophers have recently argued that the ideal should be abandoned, as decisions based on non-epistemic values are unavoidable or necessary in all stages of research. We cannot be sure that the various background assumptions on which research is and must be based would be value-free (Longino 1990; 2001), and in many fields it is impossible to avoid the use of value-laden concepts (Dupré 2007; Alexandrova 2018), so the demand for value-freedom is unattainable. Moreover, the distinction between epistemic and non-epistemic values is not clear (Rooney 1992; Longino 1996). And finally, when deciding to make the inductive leap from evidence to the acceptance or the rejection of a hypothesis, researchers must often take non-epistemic values into account. It is necessary to weigh the consequences of being wrong when determining whether the evidence is strong enough, and non-epistemic values must be taken into account in such assessments. (Rudner 1953; Douglas 2000, 2009.)
Such arguments have led many philosophers to endorse the idea of involving extra-academic partners in science. They defend different versions of what could be called an argument from democracy. The argument is largely moral, and based on democratic ideals: in a democratic society, scientists should not be making all the necessary value decisions alone. Instead, either citizens as representatives of the general public, or in some cases stakeholders, should take part in decisions regarding research agendas, or even in value decisions during the research process. Their involvement will ensure that scientists’ value presuppositions and value-laden decisions are made explicit, checked for controversiality, and altered if necessary. (Kitcher 2001, 2011; Douglas 2005; 2009; Brown 2009; Elliott 2011; Alexandrova 2018.)

Usually the argument from democracy merely states (in many cases implicitly) that citizen or stakeholder participation in science does not threaten its objectivity. If value-decisions are unavoidable in science, we either have no objectivity in science, or we cannot equate objectivity with the value-free ideal. Some of the philosophers who have argued against the value-free ideal wish to hold on to the notion of objectivity. This has resulted in many different accounts of objectivity (to which I will return more in detail in the following sections). Heather Douglas (2004; 2009), notably, has identified several viable accounts of objectivity that do not cite the value-free ideal, and argues that discussion of value judgements in science – be it just between scientists or with citizens or stakeholders – "need have no harmful repercussions for objectivity per se" (2005, 156). Problems arise only if values take the place of evidence, or if some evidence is disregarded because it would run contrary to some desired outcome. But not everyone sympathetic to the argument from democracy wishes to retain the notion of objectivity. Matthew J. Brown (2019), for instance, argues that the notion is so irredeemably tied to claims of value-freedom that it should be abandoned. In other words, the argument from democracy can be combined either with some alternative account of objectivity, or renouncing the notion of objectivity. Whichever the case,
if value-decisions are unavoidable in science, citizens or stakeholders participating in them does not affect the objectivity of the research.

Some philosophers have combined the argument from democracy with stronger claims: participation can also be epistemically beneficial and possibly even increase objectivity (e.g. Douglas 2005; Elliott 2011). Which brings us to our second group of arguments: the ones claiming that extra-academic participation in science can increase the objectivity of the research conducted.

This group of arguments has been developed mostly by feminist philosophers of science. Instead of abandoning the notion of scientific objectivity, they have introduced alternative ways of understanding it – ones that reject the value-free ideal. When defending extra-academic participation in science, they typically focus on collaborations with stakeholders who are also experts, and those forms of participation that have emancipatory aims or ones related to social justice.

Standpoint epistemologists have drawn attention to the influence of power asymmetries in science, and the potential epistemic value of the viewpoints of socially marginal groups and communities. Due to their standing in society, they may be in an epistemically privileged position with regard to some issues – for instance, they can be aware of social mechanisms which remain invisible to people in a socially more privileged position. This is not a given: it must be determined case by case whether a standpoint makes an epistemic difference (Wylie 2003). But it is important for scientists to determine whether, for instance, members of some community have gained epistemically valuable viewpoints on the phenomenon being studied. Taking such viewpoints into account can help researchers to notice insufficiently studied issues and avoid biases. To ensure these benefits, several feminist philosophers of science have suggested research collaborations with representatives of socially marginal
communities. As is easy to see, this argument is not only moral, but epistemic: involving extra-academic participants in science will increase the epistemic quality of the research and its results. (Jaggar 2004; Wylie & Nelson 2007; Rolin 2009; Frickel et al. 2010.) Sandra Harding (2015) even argues that strong objectivity requires hearing the viewpoints and experiences of people who are traditionally excluded from scientific knowledge production. A claim can be weakly objective if it satisfies appropriate criteria of assessment accepted in some field. But it can be strongly objective only if it appears well-established from as many standpoints as possible – including extra-academic ones.

Alison Wylie (2003; 2015) has combined standpoint epistemology with Helen Longino’s (1990; 2001) demands for critical interaction when arguing for collaboration with descendant communities in archaeology – that is, collaboration with stakeholders. According to Longino, in order to be objective, research communities should sustain and even encourage diverse and competing viewpoints. They should also be responsive to outside criticism. The idea is that well-functioning epistemic communities guarantee efficient debates, which in turn cancel out the biases of individual researchers. Longino has formulated criteria that make it possible to evaluate the objectivity of research communities, the key point being effective critical interaction. Wylie points out that Longino’s demands add another dimension to the potential epistemic benefits of collaborations with descendant communities. Not only can they reveal insufficiently studied issues and perspectives, but members of the descendant communities can also be in a position to offer epistemically useful criticism to researchers.

While philosophers have developed arguments that link different forms of extra-academic participation to objectivity – often implying or citing different accounts of objectivity –, scientists engaged in research that involves extra-academic partners in knowledge production
have expressed some worries related to objectivity. Many of these worries have been discussed thoroughly in the fields where they are relevant, and some have been efficiently addressed, as will become clear in sections 6 and 7. But some worries remain pressing. More recently, some philosophers have also started paying attention to the matter. While the issues raised are distinct and usually related to some specific type of participation, they all make the same basic claim: extra-academic participation in science can lead to biased results. I will now summarise the most noticeable worries.

An editorial in *Nature* (Rise of the citizen scientist 2015) remarks on some much-discussed concerns related to citizen science. While citizen science can enable data collection at a much larger scale than would otherwise be possible – large numbers of volunteer citizens are able to collect or produce vast amounts of data – the quality of the data collected by citizen participants has been called into question (Cohn 2008; Dickinson et al. 2010). This general worry about data quality becomes a worry about scientific objectivity if the data collected by citizen volunteers ends up being flawed in some systematic manner, as using systematically skewed data would lead to biased results. Such a problem can arise if the people participating in a citizen science project tend make some systematic error when collecting data – if they for example are unable to distinguish between some plant species they are supposed to be collecting. It can also occur if the citizen volunteers in fact represent some advocacy group: as the editorial in *Nature* notes, volunteering citizens may volunteer in order to advance their political objectives. If this kind of advocacy is common in some study, there is a significant risk of systematic bias in the collected data. For example, if volunteers in a geological project are opposed to fracking, they may focus on collecting the kind of data that would serve as evidence of its harmful effects. (Rise of the citizen scientist 2015; Elliott & Rosenberg 2019.)

Another worry has arisen in participatory research: researchers collaborating with representatives of socially marginal communities have noted that they risk remaining blind to
the power structures within such communities. This can cause research to become seriously biased, if the already powerful are taken to represent their whole community. (Cooke and Kothari 2001.) Similarly, when socially or economically powerful agents engage in transdisciplinary projects as stakeholders and extra-academic experts, their interests and needs can end up being overemphasised at the expense of others (Hirsch Hadorn et al. 2008; Koskinen & Mäki 2016).

Philosophers have already addressed some of these concerns. Recently Kevin Elliott and Jon Rosenberg (2019) have discussed concerns about data quality and problematic advocacy in citizen science, arguing that while such worries can be well founded in some cases, citizen science is by and large moving scientific research forward, and problems related to data quality have mostly been solved. Baptiste Bedessem and Stéphanie Ruphy (2020) have also addressed identified biases in citizen science, suggesting a cartography of epistemic benefits and epistemic risks pertaining to different forms of citizen science.

Problematic advocacy is a threat in many types of extra-academic participation in science: the participating citizens or stakeholders can wittingly or inadvertently let their interests take the place of evidence. The problem is not only that participants can be initially biased, but that participating groups can be hijacked. This can be a threat in virtually all forms of citizen or stakeholder engagement in science or in science policy. Some powerful stakeholders can actively attempt to influence the views of the citizens or stakeholders participating in a citizen panel, a citizen science project, a participatory project, or even an activist research initiative. This is one of the many ways in which such powerful stakeholders attempt to influence decision-making informed by science. Especially when important interests are at stake, "lobbying, bullying, and bribery" (Wilholt 2014, 171) can be rampant. For example, pharmaceutical companies fund patient activist groups, and this may skew the activists' views
in favour of approaches that benefit the companies. (Holman & Geislar 2018; Kurtulmus 2021.)

Activist research is also prone to certain other types of bias. For example, if outside criticism is not taken into account in an activist research movement – if it is, for instance, systematically dismissed as expressions of political hostility – the movement faces the risk of dogmatism (Koskinen 2014; 2015). Such movements can also relatively easily be biased toward theoretical and methodological approaches that serve their social and political goals (Hauswald 2021). If unchecked, both developments can lead to biased results.

All these worries are context-sensitive, and typically related to just some forms of participation: citizen science, transdisciplinary research, activist research, and so on. Likewise, each of the arguments linking participation to objectivity clearly addresses just some forms of participation: the argument from democracy commends citizen participation and sometimes stakeholder participation, and the standpoint argument endorses the participation of stakeholder experts.

Moreover, it seems that several different notions of objectivity are at play. Above, I have mentioned the idea that objectivity is threatened when values take the place of evidence (Douglas 2004; 2009), the idea that a claim is strongly objective only if it appears well-established from as many standpoints as possible (Harding 2015), and the idea that objective research communities are characterised by critical interactions (Longino 1990; 2002). This is not surprising. The recent philosophical literature on scientific objectivity abounds with different notions of objectivity. Douglas (2004; 2009) has identified eight meanings of process objectivity alone, and Marianne Janack (2002) has compiled a list of thirteen distinct meanings of objectivity used in philosophy of science. What then should we think about the arguments and worries I have summarised in this section? Perhaps they lead to different
assessments about whether participation is helpful or hinders objectivity simply because they are all based on different accounts of objectivity? Can the arguments be compared, or perhaps even combined in meaningful ways?

These questions boil down to a question of conceptual unity: can the different meanings of scientific objectivity be covered with a single account? Following Arthur Fine (1998), Douglas (2004) suggests that while the different meanings are conceptually distinct, they all indicate a shared basis for trust: when we say that something is objective, we say that we trust it, and that others can safely trust it too. I have recently defended an account of scientific objectivity that builds on this initial intuition, and brings further unity to the complex notion (Koskinen 2020; 2021). The account gives me the tools with which I will now attempt to clarify how all the different arguments and worries I have summarised in this section are worries and arguments about objectivity in some sense that covers them all. This will help us to better understand how extra-academic participation in science can both increase and threaten scientific objectivity. Hopefully it can also be of use when attempting to ensure that participation does the former rather than the latter.

4. The risk account of scientific objectivity

According to the risk account of scientific objectivity, when we call X (a researcher, a method, a research community, or something else pertaining to science) objective, we endorse it: we say that we rely on X, and that others can safely do so too, because important epistemic risks arising from our imperfections as epistemic agents have been effectively mitigated or averted (Koskinen 2020, 2021).

The account is meant to bring some unity to the different meanings or accounts of objectivity that have been recognised in the recent philosophical literature on objectivity. These different
accounts typically abandon any reference to things as they are independently of us, as well as the idea of objectivity as value-freedom. They allow for fallibilism, treat objectivity as a degree notion, and are often based on recognising the highly contextual nature of scientific objectivity: what makes research objective in the experimental sciences can differ a lot from what makes participatory ethnography objective. (See e.g. Janack 2002; Montuschi 2003; Alexandrova 2018; Zahle 2020.) To mention a few examples, the account of objectivity that Douglas (2004; 2009) calls "procedural" claims that a research process is objective if it has been so designed that one researcher can be replaced by another without changes in the result. The "detached" account of objectivity states that in order for research to be objective, non-epistemic values must not be used in place of evidence. This is the account Douglas (2005) cites when arguing that discussions about value judgements in science do not necessarily threaten objectivity, and suggests involving citizens in such discussions. And the "interactive" account of objectivity stresses the importance of effective critical discussions and debates in research communities: an objective community is characterised by effective critical interaction. (Douglas 2004; Longino 1990; 2002.)

As noted, Douglas (2004) argues that such different meanings of objectivity – or "senses" of objectivity, as she calls them – are conceptually distinct, and that the notion of scientific objectivity is thus an irreducibly complex one. The only thing that is common to all the uses of the notion is the claim or endorsement, "I trust this, and you should too" (Douglas 2009, 123). I, however, have argued that the risk account says more than that, and covers at least all the accounts of objectivity that fit the loose description above – in other words, the accounts that can in practice be applied when assessing the objectivity of something (Koskinen 2020; 2021). They all either name some risk arising from our imperfections as epistemic agents (like the detached account), or describe a strategy for mitigating or averting one or more such risks (like the procedural and interactive accounts).
The risk account combines and develops ideas that have already been presented in the recent literature on objectivity. It incorporates the idea that the different senses of objectivity all indicate "a shared basis for trust in a claim" (Douglas 2009, 123; see also Fine 1998): when we call something objective, we claim that it can be trusted. However, if we distinguish between trust and reliance by noting that trust can be betrayed and reliance only disappointed (Baier 1986), and if we wish to talk about the objectivity of methods or procedures – that is, things that cannot betray us –, we must replace trust with reliance: all the different meanings of objectivity indicate a shared basis for reliance in a claim (Koskinen 2020). The account also draws on Lorraine Daston and Peter Galison’s (2007) observation that historically, new meanings of objectivity have been related to newly recognised threats arising from our subjectivity. In order to cover not only subjectivity, but also things like collective biases, I however prefer to talk about what Biddle and Kukla (2017, 218) call epistemic risks: risks of epistemic error that arise anywhere during knowledge practices. Objectivity is related to the avoidance of a specific subset of epistemic risks: illusions, subjectivity, idiosyncrasies, cognitive biases, collective biases, etc. – that is, important epistemic risks arising from our imperfections as epistemic agents. By combining these ideas, the risk account clarifies why scientific objectivity takes so different a form in different contexts: which risks are important, and which risk mitigations strategies effective and usable, depends on the contexts (Koskinen 2021).

5. Participation not threatening or increasing objectivity

Let us now return to the philosophical arguments favouring participation. Why is it, according to them, that extra-academic participation does not threaten scientific objectivity, or can even increase the objectivity of the research conducted? Using the risk account in the analysis of
the arguments enables me to compare the arguments despite the fact that the philosophers who have defended them often use different meanings of objectivity. Meaningful comparisons become possible when we notice that the different meanings either name some epistemic risk arising from our imperfections as epistemic agents, or describe a strategy for mitigating or averting one or several such risks.

The first set of arguments summarised in section 3 endorses citizen or stakeholder participation as a way to make the unavoidable value decisions in science in a more democratic manner. With regard to objectivity, these variants of the argument from democracy only claim that participation does not threaten it. The starting point here is the rejection of the value-free ideal: non-epistemic values can or must influence all stages of research, and this does necessarily compromise scientific objectivity. In other words, making such value decisions does not necessarily create any epistemic risks that would threaten objectivity. Involving citizens or stakeholders in the decisions does not change the situation – at least not with regard to this particular type of risk. As we will see in the next sections, this does not guarantee that participation could not threaten objectivity in other ways.

The second set of arguments summarised in section 3 presents extra-academic participation as an efficient strategy for mitigating certain epistemic risks arising from our imperfections as epistemic agents. Standpoint epistemologists argue that stakeholder participation is a good strategy against collective biases that researchers easily succumb to. If the typical societal background of an academic researcher makes her effectively blind to some phenomena that are apparent to the members of a socially marginal community, collaboration with members of that community can mitigate the epistemic risks arising from her failings, and thus increase the objectivity of her research. It is an efficient way for avoiding a situation where her socially ingrained blindness skews the results of her research.
When Harding (2015) stresses that strong objectivity requires taking the viewpoints of socially marginalised groups into account, she points out that when a claim appears well-established from many standpoints, we have good reason to rely on it. With weakly objective claims – that is, established scientific claims that satisfy the appropriate criteria accepted in some field – there is always the risk that we have not noticed some important error. The whole field might be blind to it. Wide extra-academic participation is an effective strategy against that risk. And as Wylie (2015) notes, extra-academic participants can also sometimes be in a position to offer epistemically useful criticism to scientists, for instance by pointing out unnoticed background assumptions.

To give an example, patient activist and disability activist groups and organisations have questioned research practices, conceptualisations, and assumptions, and drawn attention to insufficiently studied issues in medicine (Epstein 1998; Fletcher-Watson et al. 2019). Autism research, for instance, has been challenged by activists promoting the neurodiversity paradigm, according to which autism is a mode of neurocognitive functioning rather than a disorder (Chapman 2019). While it remains to be seen to what degree the challenge will alter our understanding of autism, it is in any case increasing the objectivity of autism research. The activists have drawn attention to something they take to create a previously unnoticed epistemic risk: researchers have taken for granted something that for stakeholders is far from obvious, and this makes the whole field biased. By highlighting the issue, the activists have ensured that the risk is scrutinised and, if necessary, mitigated. (Fletcher-Watson et al. 2019; Hughes 2020.)

6. Participation threatening objectivity
It seems that participation can in some situations increase objectivity. It can nevertheless also threaten objectivity. This is because extra-academic participation in science can also:

i. create new epistemic risks arising from the imperfections of epistemic agents – either entirely new risks, or more typically, risks that have previously not been seen as particularly important in the context in question.

ii. render previously effective and usable risk mitigation strategies ineffective or unusable.

To illustrate, let us now turn to some of the worries expressed by scientists working in fields where citizen science and participatory projects are common. Many of these worries, though not all, have already been thoroughly discussed in the fields where they are pertinent, and methods and practices that counter the problems have been developed. Here my aim is to analyse the worries and some of the responses to them using the risk account of objectivity, as this will enable us to compare the worries to the benefits described in the previous section.

The quality of the data gathered by volunteers in citizen science projects has been questioned in many fields. According to the critics, citizens might not, for instance, be able to discern between different types of data, or they might miss something important, thus producing inaccurate data. This could threaten objectivity particularly if the participants make systematic errors, thus producing biased data. (Cohn 2008; Dickinson et al. 2010; Elliott & Rosenberg 2019.) In other words, the scientists who have been worried about data quality have pointed out epistemic risks arising from the imperfections of the citizen participants as epistemic agents. These epistemic risks are not new per se: scientists collecting data must also avoid them. Rather, previously effective and usable strategies for averting such risks can be unusable in the new context. To give a simple example, let us assume that the volunteering citizens in a citizen science project are unable to distinguish between plant species they are
supposed to be collecting, because the species are very similar and distinguishing between them requires a trained eye. Scientists’ eyes would be trained for the task. But it is not possible, in practice, to train the citizen volunteers in the way scientists are trained, as this would require too much time and resources. The strategy used for mitigating the risk of error – lengthy training – is not usable in this context. Naturally such problems can be solved by developing new strategies: for instance, by planning the project so that the volunteers do not need to distinguish between the different species.

As noted, another fairly common worry in citizen science is that interest groups may be eager to participate in citizen science projects, and that their participation can lead to biased results (Braun & Schultz 2010; Elliott & Rosenberg 2019; Bedessem & Ruphy 2020). In such situations several different epistemic risks can become important. The obvious one is that it is the participant’s non-epistemic value commitments, rather than just their limited skills, that lead to systematically skewed data. Another risk becomes particularly pressing if the citizen participants are supposed to take part in value decisions as representatives of the general public. If they actually represent a stakeholder group, or are strongly influenced by some stakeholder, the researchers will not receive information about the values of the general public (Braun & Schultz 2010; Kurtulmus 2021; Eigi forthcoming). Failure to notice this would lead to epistemic errors, as the scientists’ beliefs about the values of the general public would be flawed. Such a risk is not new: when information about the views and values of the general public is gathered through methods such as questionnaires, it is standard procedure to make sure that the results are representative. But the strategies used to ensure this when designing a questionnaire are not necessarily efficient or usable when planning a citizen science project. Recognising this has led to the development of new strategies that are used in the recruitment of the participating citizens.
Similar risks can also be important in collaborations with stakeholders. For instance, if a participatory project with members of a socially marginal community is supposed to enrich scientists’ understanding of issues affecting the lives of the community members, but the participants represent only some fraction of that community, the researchers end up being misinformed (Cooke & Kothari 2001). And the same can also happen in transdisciplinary projects that are supposed to steer research towards societally important problems and their practical aspects (Hirsch Hadorn et al. 2008). Researchers risk missing such goals if the interests and needs of some powerful stakeholder group ends up being overemphasised at the expense of others.

7. How to ensure objectivity?

At the beginning of this paper I promised to suggest some general guidelines for ensuring objectivity in the diverse forms of extra-academic participation in science. To be general, such guidelines must be fairly abstract, as objectivity is a highly context-sensitive issue. We can make assessments of objectivity in many different ways. The different meanings of scientific objectivity that we use in such assessments address different epistemic risks arising from our imperfections as epistemic agents, and/or suggest different strategies for mitigating them.

It is nevertheless possible to sketch some guidelines. To do so, it is useful to pay attention to the key elements pertaining to scientific objectivity. I have argued that objectivity has to do with the mitigation of epistemic risks arising from our imperfections as epistemic agents. In different contexts, different risks are particularly important, and different mitigation strategies effective and usable. In a laboratory it makes sense to focus on avoiding subjective assumptions and oversights by following standardised procedures that are meant to prevent them (Douglas 2004; 2009). In ethnographic fieldwork it makes sense to focus on avoiding
ethnocentric bias by systematically refraining from evaluative assessment of the informants' beliefs and views (Koskinen 2011; 2014; 2021). Scientific objectivity is increased when researchers recognise important epistemic risks arising from our imperfections as epistemic agents, and find and adopt suitable mitigation strategies.

Above, I have argued that extra-academic participation can on the one hand increase the objectivity of research by functioning as an effective risk mitigation strategy, and on the other, threaten scientific objectivity by creating new epistemic risks or rendering some mitigation strategies useless. What is particularly interesting is that the two can happen simultaneously. This is because in any given research context there are bound to be many distinct epistemic risks arising from our imperfections as epistemic agents that must be mitigated. Extra-academic participation in science can be an efficient strategy for mitigating some of them, and yet, at the same time, introduce new risks, or require changes in methods and research practices, and thus lead to situations where an established strategy for averting some epistemic risk ceases to function properly.

To illustrate, let us consider activist research movements, where the researchers represent some stakeholder group, and typically collaborate closely with extra-academic activists. On the one hand such movements can increase the objectivity of the larger research community by drawing attention to insufficiently studied issues and by providing epistemically useful criticism, for example by drawing attention to unnoticed background assumptions leading to widespread bias. By doing so they can contribute to critical discussions in many fields, and increase the objectivity of the research conducted there – in exactly the way feminist philosophers of science have pointed out. At the same time, activist research communities themselves can be suspicious of outside criticism, and prone to favour theoretical and methodological approaches that are likely to produce results in line with their social and
political goals, thus creating a clear risk of biased results (Koskinen 2014; 2015; Hauswald 2021).

Indigenous activist research is a good example of this. It has emerged as a part of a global political movement that has united many indigenous peoples around the world. As one of the central themes in this movement has, from the beginning, been a thorough criticism of the ways in which scientists have approached indigenous peoples, it is but natural that indigenous activists should have endeavoured to take the research on indigenous people into their own hands. While collaborations with outsider researchers have also been common, the development of mutually respectful practices of collaboration that recognise the rights and aims of all parties has been a slow process. (Seurujärvi-Kari & Kulonen 1996; Tsosie 2017; Whyte 2018; Simons, Martindale & Wylie 2021.)

During the past few decades, indigenous activist research has successfully drawn attention to shortcomings and offered valuable criticism in fields such as anthropology, linguistics, jurisprudence, and environmental sciences (Koskinen & Rolin 2019). But at the same time activist researchers have not always accepted criticism or other contributions from outsiders. Vigdis Stordahl (2008) has described the development of such tendencies in the early years of Sámi activist research. According to her, non-indigenous researchers, as well as indigenous researchers whose perspectives were somehow dissenting, repeatedly reported that members of the emerging community of Sámi activist researchers had asked them not to conduct research in Sámi society. That is to say, while indigenous activist research was successfully increasing the interactive objectivity of several research communities by offering valuable criticism, the interactive objectivity of its own research community was not always exemplary.
This example shows that the risks and the benefits of participation are not necessarily interdependent: we may not need to accept the first in order to get the second. As indigenous activist research has gained a more secure institutional standing in academia, the community has become more receptive to outside criticism (Koskinen 2015). This has not diminished its ability to offer valuable criticism and identify insufficiently studied issues. It is possible to keep the significant benefits of participation – increased democratic legitimacy and/or various epistemic benefits, including increased objectivity – and mitigate the new risks, or find new mitigation strategies to replace ones that have become ineffective or unusable.

To assess and increase the objectivity of research involving extra-academic participants, researchers must first identify the epistemic risks arising from our imperfections as epistemic agents that are particularly pressing in the context in question. Both the researchers and the extra-academic participants must be taken into consideration as imperfect epistemic agents. Then one must consider the strategies used for mitigating the risks that have been identified as particularly important. New strategies may be required, either because the introduction of extra-academic participants has created new risks, or increased the importance of some risks, or because some established mitigation strategy no longer functions.

As the reader will probably have noticed, many of the risks described in the previous section are relatively easy to mitigate. It is therefore not surprising that efficient mitigation strategies have been developed in the fields where the worries have arisen. For example, it is quite possible to alleviate the risks that arise because citizens in citizen science projects are not necessarily very good at data gathering. Diverse methods for controlling the production of data, and debiasing datasets collected by lay participants, are by now in use in many fields (see e.g. Bird et al. 2014; Kosmala et al. 2016), and as Elliott and Rosenberg (2019) note, citizen science does not currently seem to suffer from significant data quality problems. Researchers engaged in citizen science and the organisation of citizen panels and juries have
also developed ways to screen and select participants, thus minimising the risk that instead of the general public, the participants would actually represent a stakeholder group (Braun & Schultz 2010). Effective screening practices are also in use in participatory and transdisciplinary research: collaborations are planned so that the results reflect the experiences and views of all relevant community members or stakeholder groups (Hickey & Mohan 2004; Leventon et al. 2016).

But not all of the identified risks are easy to mitigate. And it is fully possible, even likely, that the introduction of extra-academic participants in science can – in addition to many benefits – bring about risks that have not yet been fully understood. For example, the emphasis on societal impact that is common in practically all forms of extra-academic participation in science can engender risks similar to ones that have materialised in highly commercialised research. When competition for private funding forces researchers to choose research questions in a way that appeals to funders, some important questions and areas may be left insufficiently studied. This can lead to a problematically skewed overall view of some large topic – for instance, we may end up knowing so much more about drug therapies for some illness than about forms of therapy which cannot be patented, that our understanding of the illness is very poor. (Reiss & Kitcher 2009; Musschenga et al. 2010.) The emphasis on the views of stakeholders and extra-academic experts in transdisciplinary research or co-research is largely motivated by a need to increase the societal impact of science. But we are not good at assessing or predicting long-term, consequential, or indirect impacts, so the emphasis on societal impact risks leading to science policies that favour research with easily predictable, short-term impacts (Bornmann 2012). Such an emphasis can result in a misleadingly skewed overall understanding of important phenomena. In a field where the pressure to produce easily measurable societal impact is already high, the introduction of
stakeholder interests and the views of extra-academic experts in research could aggravate the situation.

8. Conclusion

In this paper I have attempted to clarify arguments and worries related to extra-academic participation in science and objectivity. I have done this by using the risk account of scientific objectivity (Koskinen 2020, 2021). It has allowed me to meaningfully compare arguments and worries that have been presented in different fields, focus on different types of participation, and have different underlying assumptions about what objectivity means. As I have argued, participation can increase the objectivity of science if it functions as an effective mitigation strategy against some epistemic risk or risks arising from our imperfections as epistemic agents – for example, the epistemic risks resulting from unobserved collective biases in scientific communities. But extra-academic participation can also, even simultaneously, threaten scientific objectivity by introducing new epistemic risks arising from our imperfections as epistemic agents, and/or by rendering previously satisfactory risk mitigation strategies ineffective or unusable.

Philosophers of science who have paid attention to extra-academic participation in science usually focus on some specific form of such participation: for instance, citizen science, participatory research, or transdisciplinarity. Here I have tried to sketch an overall picture of the multiform phenomenon. To spell out differences between different arguments endorsing participation, as well as between different worries related to it, I have suggested distinguishing between citizens, stakeholders, and extra-academic experts. I believe that this helps us to better understand the scope of the different arguments philosophers have presented: feminist arguments typically concern stakeholders who are also experts, while
arguments stressing the importance of democratic decision making in science recommend citizen or stakeholder participation.

But I hope that what I have said is not only philosophically interesting (or at least clarificatory), but also relevant to some degree in the development of methods and practices in fields where extra-academic participation in scientific knowledge production is currently happening. I particularly hope to have convinced some of my readers of the value of objectivity as an ideal that should be and can be sought even in research that is permeated by non-epistemic values and interests. Even the fact that participation can threaten objectivity need not be a reason to question extra-academic participation and engagement in science. Instead, the threats should be identified and mitigated, while cultivating the various benefits.
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