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ABSTRACT
Where economists previously viewed the market as arising from a ‘spontaneous order’, antithetical to design, they now design markets to achieve specific purposes. This paper reconstructs how this change in what markets are and can do came about and considers some consequences. Two decisive developments in economic theory are identified: first, Hurwicz’s view of institutions as mechanisms, which should be designed to align incentives with social goals; and second, the notion of marketplaces – consisting of infrastructure and algorithms – which should be designed to exhibit stable properties. These developments have empowered economists to create marketplaces for specific purposes, by designing appropriate algorithms. I argue that this power to create marketplaces requires a shift in ethical reasoning, from whether markets should reach into certain spheres of life, to how market algorithms should be designed. I exemplify this shift, focusing on bias, and arguing that transparency should become a goal of market design.

1. Introduction
Markets increasingly operate with formal rules, or algorithms, which can be designed to achieve a variety of objectives (Kominers et al., 2017; Milgrom, 2017; Roth, 2018). On the face of it, this notion may seem surprising. Many political economists have historically considered the market to be a spontaneous order: a state of social coordination, which has grown informally out of an interplay of individual actions, rather than being brought about by human design (e.g. Hayek, 1960, p. 160). This raises two questions: how did this change in what markets are and can do come about, and what are the consequences of this change?

To answer the first question, this paper offers a reconstruction of an episode in recent economic history, which emerged from the socialist calculation debate, proceeded to mechanism design and eventually evolved into the applied market design (Section 2). My reconstruction identifies two steps that were decisive in superseding the spontaneous-order view and establishing the new notion of what markets are and can do. The first step is Leonid Hurwicz’ view of an institution as a mechanism, which translates individual actions into social outcomes, and that should be designed to align individual incentives with social goals (1973). While this view reconciled the market (and institutions more generally) with design, a further step was required for practical design efforts to succeed. This consisted in the notion of a marketplace, consisting of infrastructure and algorithms. Because marketplaces are parts of larger economic environments, which can interfere with their functioning, the algorithms governing a marketplace should be designed in a way that reduces possible
'disturbances' from outside (Milgrom, 2021, p. 1384; see also Roth & Wilson, 2019). Using the redesign of the medical match as a case study, I shall argue that this step enabled economists to design market algorithms to implement a variety of social goals.

This ‘power of market design’ (Milgrom & Battilana, 2021), however, raises novel questions about how marketplaces ought, or ought not, to be designed, which did not arise under the spontaneous-order view. Thus, I shall argue that this development requires a shift in ethical reasoning about markets, from whether markets should reach into certain spheres of life, to how market algorithms ought to be designed (Section 3). In particular, I shall explore whether the design of market algorithms entails the risk that some market algorithms might be biased in problematic ways, unfairly advantaging certain groups or companies at the expense of others. Focusing again on the medical match, some ways are identified in which bias can be found and mitigated. Since the success of design may, however, depend not only on an algorithm being unbiased, but also on the trust of market participants in the fairness of the procedure, this highlights an additional problem, namely, whether a market algorithm is sufficiently transparent. Finally, I shall introduce another example – the colossal incentive auction of the radio spectrum – to show that opacity poses a severe obstacle to the scrutiny of market algorithms, suggesting that transparency should become an explicit goal of market design (Section 4).

2. What are markets, what can they do? From Hayek to Hurwicz to Roth

Friedrich Hayek distinguished three kinds of phenomena: natural phenomena that are independent of human action, artificial phenomena that are the result of human design, and ‘a distinct middle category comprising all those unintended patterns and regularities which we find to exist in human society’ (1967, p. 97). He called the third category, ‘spontaneous order’, and interpreted the market as exhibiting spontaneous order of a particular kind, in which prices efficiently coordinate private information and individual actions. He argued, further, that human design cannot replicate, much less improve upon, this spontaneous order (1945). While this argument was subject of fierce debate (which we will encounter presently), his notion of the market as a spontaneous order was shared by many of his contemporaries. More recently, however, the concept of the market has shifted from spontaneous to artificial: economists now recognize a variety of different marketplaces, which operate with algorithms that must be well-designed in order for a marketplace to be functional. Economists who design marketplaces accordingly interpret their work, in Alvin Roth’s words, as ‘engineering’ (2002), bringing about desirable outcomes through appropriate design. This section reconstructs the change of how markets are viewed and what they can achieve as a two-step process – from the socialist calculation debate, via mechanism design, to applied market design.

2.1 From the socialist calculation debate to mechanism design

In the socialist calculation debate, economists quarreled over the relative merits of centrally planned versus market economies. On the one hand were market socialists like Oskar Lange, Abba Lerner, and Fred M. Taylor, who argued that a centrally planned economy could in principle replicate the efficient allocation of resources in a competitive market, and could improve on the workings of the market by correcting market failures (Lange & Taylor, 1938; Lerner, 1944). Notable opponents were Hayek and Ludwig von Mises, who fiercely disagreed with this thesis. According to Hayek, central planning could lead to efficient resource allocation only if the planner possessed at least as much information about the desires and resources of the individuals in the economy as the market mechanism generates spontaneously. He argued that this information is too dispersed for anyone to collect and oversee in its totality, and it is not in the interests of individuals to reveal their private information (1945). The market, on the other hand, spontaneously integrates this information through the prices that are generated by supply and demand. He concluded that it is
impossible to rationally design an institutional arrangement that could simulate, let alone improve upon, the spontaneous order of the market.

Hayek’s argument became widely influential (not only among economists in the Austrian tradition but beyond intradisciplinary borders), thus consolidating the concept of the market as a generic, spontaneous order in which the price system efficiently coordinates private information. However, the argument remained, in Roger Myerson’s words, ‘intuitive’ (2008, p. 599; see also Caldwell, 2004, p. 217); the economic models available at the time of the debate accounted for economic systems only as mechanisms for the allocation of scarce resources, but not as mechanisms for communicating private information that is widely dispersed throughout the economy. These models thus ignored the informational properties of different economic systems and the ways in which different systems incentivize information sharing. In the absence of a mathematical treatment of information, a precise evaluation of Hayek’s argument could not be conducted, and its validity remained inconclusive (Myerson 2008, 2009). Consequently, according to many observers, the calculation debate resulted in a draw (Caldwell, 2004, p. 338).

Hurwicz eventually broke this deadlock by introducing incentive constraints into economic models. In (1972), he modeled institutions as mechanisms, which determine how social decisions and the allocation of goods should depend on individuals’ actions. Importantly, their actions include conveying private information, e.g. about their endowments, or their preferences. It is assumed that the agents are rational and game theory is used to predict institutional outcomes. In this framework, agents may act strategically, while adhering to the rules of the game. For instance, they may lie about their preferences if this is in their best interest. This leads to the concept of incentive compatibility: a mechanism is incentive-compatible if it implements some predefined social goal in equilibrium, that is, it gives everyone incentives to act according to the social plan. This analysis of incentives laid the foundations of mechanism design theory, which provides flexible tools for comparing the incentives and informational efficiency (i.e. how much agents need to know in order to achieve optimal results) that different mechanisms provide. For instance, Eric Maskin (2015) shows that Hayek’s principal claims – that the market mechanism is the only informationally efficient and incentive-compatible mechanism – are true for a model in which there are large numbers of buyers and sellers and no externalities. However, if these assumptions are not met, there are generally mechanisms that improve upon the market.

Note that the market concept of early mechanism design is still a generic one, because the market can be modeled as a specific mechanism in which an interplay of individual actions produces prices and trades at those prices. This conception does not recognize a variety of different marketplaces. Hurwicz’s theory did allow, however, for devising different economic systems as mechanisms and comparing their incentives. He expressed this idea by treating systems as variables whose value we seek to optimize, where the value could be the market or other institutional arrangements. For instance, he begins his 1973 Richard Ely Lecture, ‘The Design of Mechanisms for Resource Allocation’, by describing how mechanism design differs from more traditional economic analyses:

Traditionally, economic analysis treats the economic system as one of the givens. The term ‘design’ in the title is meant to stress that the structure of the economic system is to be regarded as an unknown. An unknown in what problem? Typically, that of finding a system that would be, in a sense to be specified, superior to the existing one. The idea of searching for a better system is at least as ancient as Plato’s Republic, but it is only recently that tools have become available for a systematic, analytical approach to such search procedures. This new approach refuses to accept the institutional status quo of a particular time and place as the only legitimate object of interest and yet recognizes constraints that disqualify naive utopias. (1973, p. 1)

Hurwicz thus fundamentally disagreed with Hayek’s assertion that a superior system to the existing one cannot be designed, claiming that his novel theory could achieve precisely this. Furthermore, the market system here is not ‘special’ in the way it was for Hayek: the system to be designed could well be a market system. Hurwicz’s market concept is thus compatible with the notion of designed markets.¹ Because of this disagreement, the relationship between Hayek’s work and mechanism design is peculiar. On the one hand, mechanism design can be taken as emerging from Hayek’s
treatment of information and incentives. As we have seen above, Hayek seems to have anticipated crucial results that could later be proven within mechanism design theory, viz. that the market mechanism is the only informationally efficient and incentive-compatible mechanism. On the other hand, treating economic systems as variables in the problem of finding a superior system to the existing one must have appeared utterly unacceptable to Hayek, because it would undermine the spontaneous order of the market.

Though Hurwicz drew attention to the potential practical importance of his research program in allowing the design of alternatives to existing institutions, the program did not directly lead to real-world social reforms. An explanation may be found in Hurwicz’ writings: ‘The new mechanisms are somewhat like synthetic chemicals; even if not usable for practical purposes, they can be studied in pure form and so contribute to our understanding of the difficulties and potentialities of design’ (1973, p. 27). Thus, while we can study the mechanisms to learn something about the design of institutions, they should not (yet) be implemented in the real world, perhaps in virtue of their ‘pure form’. By this, he might have meant idealizations in game-theoretical models, such as stringent assumptions concerning agents’ rationality and knowledge, which might not hold in the real world; or that agents might have additional choices that are omitted in a model, which might impair inferences from the model to the real world. Let us next consider how these problems were addressed as ‘pure-form’ mechanism design evolved into more small-scale, practical market design.

2.2 From mechanism to practical design

Makowski and Ostroy (1992) described the significance of Hurwicz’s contribution thus: ‘around 1970, the issue of incentives surfaced forcefully, as if a pair of blinders were removed’ (p. 14). Following his breakthrough, any possible institutional arrangement could in principle be modeled as a mechanism, and the incentives that it provides to individuals could in principle be assessed. This possibility led to the rapid development of mechanism design and to a refinement of the theory. In this process, the theory branched into two broad research programs (Maskin, 2008): the first studies very general questions, such as how the set of feasible social outcomes can be characterized; while the second seeks to answer questions that arise in specific settings, such as how to design particular auctions, contracts, or matching programs.

The research on specific settings became an important factor in the emergence of practical market design. From the 1980s onwards, some of this research applied insights from mechanism design to real-world institutions, which would eventually arouse the interest of policy makers. For an illustration of this line of work, let’s introduce an example, which will also serve as a basis for our discussion about bias in the next section: the National Resident Matching Program (NRMP), which assigns medical graduates to training positions (‘residencies’) in U.S. hospitals. This program had originated as a decentralized labor market at the beginning of the twentieth century, but as a response to market failures, a centralized matching procedure was introduced that took as input applicants’ and hospitals’ stated preferences over possible matches. This matching procedure worked to the satisfaction of applicants and hospitals for a while, but it was failing again when Roth (1984) studied it from the perspective of matching theory. David Gale and Lloyd S. Shapley had introduced some key notions of the theory in their ‘stable marriage problem’:

A certain community consists of $n$ men and $n$ women. Each person ranks those of the opposite sex in accordance with his or her preferences for a marriage partner. We seek a satisfactory way of marrying off all members of the community … we call a set of marriages unstable (and here the suitability of the term is quite clear) if under it there are a man and a woman who are not married to each other but prefer each other to their actual mates.

(Gale & Shapley, 1962, p. 388, emphasis in original)

Gale and Shapley formalized the marriage problem and defined a simple procedure in which men iteratively propose to their most preferred women, who then reject all but their most preferred
proposal in each step. They showed that this ‘deferred acceptance algorithm’ produces stable matchings for every instance of the marriage problem, even in variations in which the numbers of men and women are unequal and one side of the market may be polygamous. How would this result relate to the medical match? The algorithm used in the medical match could be shown to be equivalent to a deferred acceptance algorithm where the hospitals (‘men’) propose to the applicants (‘women’) who accept or reject and the hospitals can be polygamous (viz., offer more than one position) (Roth, 1984). So this algorithm could (at least initially) be expected to generate stable outcomes. Roth noted, however, that the system started failing when increasing numbers of married couples entered the labor market, who may have complementary preferences (e.g. ‘I prefer Boston to Chicago, but if my partner is assigned to the Great Lakes region my preferences switch’). His explanation of the novel failure was that such preferences can give rise to unstable matchings, and that this caused the unraveling of the medical match as increasing numbers of couples entered the market.

When the unraveling of the program was at a peak in the 1990s, the NRMP directors commissioned Roth with a redesign of the matching algorithm to restore an orderly procedure. The ensuing design process exhibits the ways in which practical design, or ‘engineering’ (Roth, 2002), goes beyond conventional mechanism design. In abstract matching models, unstable matchings are unsatisfactory because agents in blocking pairs have incentives to rematch outside the system. However, this result relies on stringent common-knowledge assumptions about the agents’ preferences, which are not satisfied in the medical match, where neither applicants nor hospitals see the preference lists of others. So was a lack of stability really the feature that caused the failure of the program? An explanation for why unstable matchings could have led to market failure is that dissatisfied applicants might find out whether they were part of a blocking pair by contacting the hospitals that they preferred to their actual match. In this way, some applicants could identify more preferred hospitals that would be willing to hire them instead of some of their assigned applicants. Over time, this would lead to applicants and hospitals increasingly making deals on their own, instead of adhering to their assigned matches by the NRMP, which may have eventually caused failure of the program. Indeed, field and lab experiments were conducted, which confirmed that stability is the decisive factor for the functioning of matching programs in similar settings (see Roth, 2002).

As this case illustrates, an important step for the possibility of practical design was to think of institutions as marketplaces, which are parts of larger economic environments (Roth, 2018). Marketplaces consist of infrastructure and algorithms – such as deferred acceptance algorithms in the case of matching programs – that are designed and implemented to achieve set goals (Kominers et al., 2017; Roth, 2018). In order for the design to be successful, however, the designer must pay attention to the fact that marketplaces may interact with the bigger economic environments they are part of, in ways that game-theoretical models won’t predict. In particular, people may have options outside the marketplace that a model depicts, for instance, in the medical match, doctors might make phone calls to check for other potential matches if they are unhappy with their assigned match. If a marketplace algorithm does not provide appropriate incentives, people might transact elsewhere, which might in turn cause failure of the marketplace. Thus, a designed algorithm should not only be incentive-compatible concerning the strategies that are explicitly modeled (Hurwicz’s lesson), but should also be stable concerning strategies that are not part of the model (Milgrom, 2021; Roth & Wilson, 2019).

The case also shows that economic engineers have assumed the challenge of dealing with real people, rather than ideal economic agents (below, it will be argued that this brings into focus the importance of transparency). Idealized assumptions, such as common-knowledge assumptions in game-theoretical models, are thus viewed with suspicion, as is the assumption of the designer’s full knowledge of players’ strategies and information (Roth & Wilson, 2019). Applied market design thus cannot rely on the results of models alone; rather, experiments and computation are used to provide evidence that model results hold water in the messy, real world (Roth, 2002).
Experiments and computation also paved the way for the redesign of the algorithm for the medical match. Although stable matchings cannot be guaranteed in a matching market with couples, computations showed that, because this marketplace exhibited certain features (e.g. that preference lists are relatively short), stable matchings exist with a high probability, even when the simple deferred acceptance algorithm in use would not find them. Roth and his colleagues thus designed a modified deferred acceptance algorithm in which applicants propose to hospitals, that seeks to find stable matchings by detecting blocking pairs and removing them at intermediate steps (Roth & Peranson, 1999). This algorithm was first implemented in 1998 and has since then created satisfactory outcomes. The redesign of the medical match and other cases of economic engineering – including the ambitious incentive auction of radio spectrum in the U.S. (Milgrom, 2017), which we will encounter below – have been celebrated as demonstrating the ‘power and potential of market design to create and refine marketplaces’ (Milgrom & Battilana, 2021). The shift from ‘spontaneous’ to ‘designed’ is thus completed.4

3. Markets, morals, and bias

Having understood how the change from the view of the market as a spontaneous order to the design of marketplaces came about, we are now in a position to appreciate the ethical implications. Many existing debates concerning markets and morals are reminiscent of the spontaneous-order view. These debates have tended to focus on whether markets should reach into certain spheres of life, and what the moral limits of markets are. Thus, some theorists in these debates argue that markets should be banned from certain spheres, troubled by the prospect that market norms could cover deeply human affairs such as love, or that human organs or blood could be for sale (e.g. Anderson, 1995; Sandel, 2012; Satz, 2010; Titmuss, 1970); while other theorists, perhaps influenced by the Hayekian notion of market superiority, would prefer to deregulate markets and let the spontaneous order work its wonders (e.g. Arrow, 1972; Narveson, 2001; Nozick, 1974). But these debates leave important questions unanswered from the perspective of the design view. The capacity of economic engineers to design marketplaces to achieve specific objectives, in particular, raises the question, which did not arise under the spontaneous-order view, of how these marketplaces ought, or ought not to be designed (cf. Brennan & Jaworski, 2016; Jaworski & Brennan, 2015).5

Shengwu Li has recently proposed a division of labor between market designers and moral philosophers (2017), which may be usefully applied to answer this question. Market designers, according to Li, should propose a variety of designs that speak to different ethical views, such as preference utilitarianism, or Kantian ethics, thus ‘maintain[ing] an informed neutrality between reasonable ethical positions’ (2017, p. 717). They should leave it up to philosophers and policy makers to debate substantive moral questions, about what values and objectives should guide design (in general, or in a given case), and how trade-offs should be decided when not all objectives can be simultaneously achieved. The envisioned division of labor presupposes that moral philosophers be acquainted with the broad methodology of market design and with some of its results (van Basshuysen, 2019); when assessing a matching market, for instance, they should know how fairness is defined in this context, and whether it is compatible with efficiency, as it would be unreasonable to demand mutually incompatible objectives.

This general method, if followed, could ensure that particular designs are evaluated and chosen while accounting for moral values. There may, moreover, be more general ethical questions that arise over a variety of designs.6 In the remainder of this paper, I shall consider some novel questions that may arise in various design contexts, focusing on ‘market algorithms’, i.e. the algorithms that are designed and implemented to facilitate marketplaces. Might some market algorithms be biased in problematic ways, unfairly disadvantaging some groups of market participants in favor of another group? And if so, how could such a bias be eliminated and a marketplace be made more equitable? While algorithmic bias has recently received increasing attention (e.g. Hedden, 2021),
market algorithms have been largely neglected in this debate thus far.\(^7\) So let’s first consider whether there are reasons to believe that a problematic kind of bias might not arise in the context of market algorithms, i.e. if there are reasons that would justify this neglect. In the next step, we will consider the questions of what bias might amount to in this context.

Note, first, that not every kind of bias raises fairness issues; for instance, a person would be regarded as a bad parent if they were not biased towards their children. One reason to believe that, even when a market algorithm is biased, this might not be problematic, is that markets typically concern the trading of private property, where fairness is not usually regarded as a relevant issue. However, this is not in general a compelling argument when it comes to market design. As we have seen, marketplaces may be designed for employment, or for public resources such as spectrum, and thus they often concern ‘situations that were not previously thought of as transactional’ (Li, 2017, p. 718), and where a systematic bias against certain groups would be regarded as problematic. A second reason to think that biased market algorithms might not be problematic is the view that individuals interacting through markets freely agree to the terms of the deal and will (at least when the market is competitive) have alternative options available to them. Thus, if outcomes on a marketplace are biased against them, they could simply go on to transact elsewhere. However, the methodology of market design, as described in Section 2, should make us wary of this argument. As we have seen, market designers take pains to create algorithms with stable properties, thus making it preferable for participants to stick to the marketplace and preventing them from taking outside options. It follows that, even when participants are systematically disadvantaged by a market algorithm, they may be even worse off when leaving this marketplace.\(^8\) Because such an algorithm will remove true alternatives, it should be regarded as problematic if it is biased.

Having found the reasons to believe that we need not worry about biased market algorithms unconvincing, let us examine how bias may arise and how it might be overcome, using matching algorithms as an example. For instance, in simple matching markets,\(^9\) a deferred acceptance algorithm in which employers propose to applicants produces stable matchings that are weakly preferred by all employers to all other stable matchings, and weakly dispreferred by all applicants to all other stable matchings, and vice versa for an applicant-proposing deferred acceptance algorithm (Gale & Shapley, 1962). Thus, the use of deferred acceptance algorithms tends to favor the proposing side of the market over the side receiving the proposals and can thus be regarded as biased.

How might this turn out in practice? Friedman and Nissenbaum, focusing on the medical match before its redesign, argue that the algorithm that was then in use unfairly favored hospitals over applicants, and among the applicants, unfairly disadvantaged married couples (1996). They suggest that the bias against applicants was due to the fact that the algorithm was hospital-proposing; and that the bias against couples was due to the unstable matchings that the algorithm would generate (which would produce blocking pairs especially among couples). As it will turn out, the redesign of the algorithm successfully removed these biases, and thus provides a good case study for mitigation strategies. We saw earlier that, even though there is no guarantee that stable matchings exist when couples are present, the medical match has certain features that make it likely that stable matchings exist, and an algorithm was designed that would seek to find them by removing blocking pairs. This would thus eliminate one kind of bias identified above, that is, the bias against couples. But what about the other bias – how well off would applicants be compared to hospitals? Here, computational experiments suggested another, important fact, namely that the set of stable matchings, while non-empty, would be small (Roth & Peranson, 1999). This is important because, as the set of stable matchings becomes small, an algorithm producing stable matchings will be free of bias, because there will be very few applicants and hospitals that are matched differently under different stable matchings. Thus, the new algorithm, which was designed to find stable matchings in this market, can be regarded as practically unbiased.\(^10\)

The fact that debiasing was possible in the medical match, of course, does not mean things always work out so well: in many settings that differ structurally (for instance in simple matching markets without couples), the set of stable matchings may be large, thus permitting a lot of
'room' for bias, since many agents will be matched differently under different stable matchings. In these cases, it will be impossible to design an algorithm that does not favor one side of the market over another, or some group of market participants over others, which might be regarded as unfair when there is no reason to favor particular groups over others. In cases where bias is inevitable, however, it may still be possible to achieve a kind of procedural fairness: these are probabilistic algorithms which, while not mitigating the bias in the end state, are ex ante fair, that is, market participants will have the same chance of coming out on the advantaged side of the market (Klaus & Klijn, 2006).

These debiasing strategies, however, face an additional challenge: their success is contingent on the trust of market participants in the fairness of a procedure. It is crucial here that, as we saw in the previous section, designed marketplaces are populated by real people, rather than ideal economic agents. This matters for the design of market algorithms; for even when a designed algorithm is unbiased, it does not follow that market participants know, or believe that it is. At the same time, their belief in the fairness of the procedure may be crucial for the acceptance and social support of a marketplace, a lack of which may in turn lead to market failure (see Roth, 2007). So how can we ensure people trust that an algorithm is fair? An obvious answer is that they will trust in its fairness when they understand how the algorithm operates, or what kinds of outcomes it tends to generate, which, at least in some cases, can be conveyed to market participants. The redesign of the medical match can, again, be seen as a role model in this regard. Here, the designers took pains to explain the implications of the fact that the set of stable matchings tends to be small, in particular convincing hospitals that the proposed algorithm wasn’t biased against them (even though this algorithm is essentially applicant-proposing) (Roth, 2002). Consequently, the proposed algorithm did not face opposition and has been regarded as well-behaved since its implementation. But other algorithms may resist scrutiny by market participants, or even by impartial observers. We now turn to this problem.

4. Opacity

When a market algorithm is transparent, both the nature of the possible bias and its source can be clearly located and anticipated – this is the case, for instance, for deferred acceptance algorithms in matching markets, which can easily be written out on a piece of paper and its properties understood. Other algorithms, however, are more epistemically opaque, making it difficult or impossible for stakeholders or outside observers to understand relevant features of these algorithms and what kinds of outcomes they tend to generate. The problem is that, when such an algorithm is biased, it may, due to its opacity, be difficult to detect and mitigate this bias.

Opacity may be attributed to a range of factors, such as difficulties in translating policy goals into formal criteria, the complexity of an allocation problem, lack of relevant data, informational issues, or strategic behavior of market participants, as we shall see below. It may be futile to ask for a precise threshold for opacity, not only because opacity can come in these different varieties, but also because, whether an algorithm is regarded as opaque will depend on whom a marketplace is designed for; for instance, while some auction might appear highly complex to non-expert bidders, the same auction might be regarded as transparent if the bidders are firms that, perhaps, draw on the expertise of game theorists. There are, nevertheless, unambiguous cases and it will be useful here to introduce an example that may be regarded as particularly opaque, and which has (partly for this reason) attracted considerable attention: the incentive auction, conducted by the Federal Communications Commission (FCC) in 2016/17, as a response to an altered demand for spectrum usage from television to mobile phones. Milgrom et al. (2012) had proposed an incentive auction as an efficient way to reallocate spectrum from TV broadcasters to mobile broadband companies. The auction has a complex design which, roughly, consists of a reverse auction determining the price at which broadcasters would give up their spectrum, a ‘repacking’ process in which broadcasters retaining their spectrum would be assigned new channels, and a forward auction...
determining the price that mobile companies were willing to pay for spectrum usage. The repacking process especially was subject to highly complex constraints whose solution was computationally hard (Milgrom, 2017; Milgrom & Segal, 2020).

While the incentive auction was generally hailed as a success, some concerns were also raised, which can be linked to its opacity. Doraszelski et al. simulated the auction and found that the repacking process could enable market manipulations, making it a profitable strategy for some bidders in the reverse auctions to strategically withhold some TV stations in order to increase the prices of some of the other stations they were also holding (2019). They pointed out that these findings are consistent with the behavior of various private equity firms, which had acquired TV stations prior to the auctions in a way that would make such strategic supply reduction possible. They also estimated that the scale of these manipulations was large, transferring wealth from government to private equity firms, and potentially decreasing the efficiency of the auction and reducing the amount of repurposed spectrum.

Based on these results, should the incentive auction be regarded as exhibiting a problematic bias towards private equity firms? Some have interpreted the auction in this vein, arguing that it had been designed in such a way that raised too much money for private equity firms and too little for the government, thus transferring wealth from taxpayers to those firms (see Weyl, 2020). The claim that the auction was biased is hard to evaluate however as, due to the opacity of this case, the real scale at which manipulations occurred in the auction remains unclear. For not only was the allocation problem highly complex; in addition, the opacity was amplified here by the fact that the FCC had not released data on actual bidding behavior by the time Doraszelski et al. were investigating the possibility of manipulations. This meant, they had to resort to estimated reservation values of TV stations from secondary data sources to project the size of the manipulations. How prevalent manipulations really were thus remains unclear to this date, as does the counterfactual question of whether viable alternative designs could have mitigated the possibilities for strategic supply reduction.

Thus, the hard problem in scrutinizing market algorithms is opacity, because this makes it difficult to exclude the possibility that there is a bias, and even more difficult to precisely locate the possible bias and to detect debiasing strategies. This suggests that transparency should be regarded as a design goal itself. It may not always be possible to achieve complete transparency, and there might be tradeoffs, for instance, between transparency and efficiency, or between transparency and market size (cf. Asquith et al., 2013). Nevertheless, a failure to achieve transparency is not only ethically problematic; it may also have detrimental practical effects because, once it is understood that the design of market algorithms is a human activity, in which vested interests may be at stake, questions might arise about the designers’ own interests in a design. Indeed, some of the economists involved in the design of the incentive auction have been publicly accused of having a personal stake in the matter. The ensuing debates have been fierce, as may be expected when the politics of market design stands as a proxy for possible issues with a market algorithm. To ensure more constructive debates over bias, it seems crucial to focus on transparency, and to regard this as an explicit goal of market design.

5. Conclusion

Political economists previously considered the market to be a kind of spontaneous order – a notion that is perhaps most clearly exhibited in the work of Hayek. Nowadays, however, they design algorithms inducing marketplaces to fulfill a variety of purposes. I identified two steps in economic theory – Hurwicz’s view of institutions as mechanisms, and the notion of marketplaces that interact with larger economic environments – which jointly brought about this new notion of what markets are and can do. Since this development in economic theory has entailed an increased power of economists to shape the social world in a way that they, or their customers, deem desirable, this brings into focus the possibility that some designed market algorithms might (whether intentionally or not)
generate outcomes that put some individuals or groups at an unfair disadvantage. Using the example of matching markets, I discussed some ways in which bias might be identified and mitigated. Because the success of design may, however, depend not only on an algorithm being unbiased, but also on people’s trust in the fairness of the procedure, transparency becomes central. I therefore suggested this might be investigated as an explicit goal of market design. More generally, it is crucial that philosophers do not lose sight of these developments in economic theory, putting issues of justice and fairness on the market.

Notes

1. It is possible that for Hurwicz the market could sometimes also be a spontaneous order that developed in the absence of design, but the concept of spontaneous order does not appear to play an important role in his writings.
2. Roth (2018) adds that customs are also part of marketplaces, as local customs and norms may affect outcomes (see pp. 1610 and 1615). For our purposes, customs can be ignored.
3. See van Basshuysen (2021) for an attempt at providing a general methodology of market design.
4. It might be objected here that what is designed are not markets but mere marketplaces, and therefore market design is presumably consistent with the view of the market as a spontaneous order. However, since marketplaces are parts of, embedded within, larger markets, the latter are, at least partly, subject of design too. I thank an anonymous reviewer for pressing me on this point.
5. Brennan and Jaworski argue that especially anti-commodification theorists have tended to overlook that their arguments concern contingent features of particular markets, rather than the general features shared by all kinds of markets. This seems to motivate a similar claim: rather than debating the reach of ‘the market’, moral philosophers should focus on the ways in which particular markets are designed.
6. An example of an evaluation of a specific design is van Basshuysen (2020) who argues that removing barriers to kidney exchange programs is a moral imperative. Hitzig (2020) seeks to establish general claims, arguing that design economics should allow for democratic participation.
7. An exception is a paper by Friedman and Nissenbaum who discuss possible bias in the context of the medical match prior to its redesign (1996). We shall encounter their arguments presently.
8. This problem may be particularly severe in two-sided marketplaces, such as matching markets and some auctions, where, in Roth’s dictum, ‘you can’t just choose what you want, even if you can afford it: you also must be chosen’ (Roth, 2018, p. 1612). If an algorithm is biased in favor of one side in such a marketplace, members of this side will stick to the marketplace that tends to favor them, and will thereby eliminate outside options for members of the disadvantaged side.
9. These are matching markets, such as in Gale and Shapley’s marriage problem, in which there are no couples.
10. The algorithm also practically makes it a dominant strategy for applicants and programs to state their true preferences, making unlikely a different possible source of bias, namely bias due to strategic behavior (see below).
11. Technically speaking, the impossibility of finding unbiased stable matchings when the set of stable matchings is large is due to the fact that this set is a distributive lattice (Knuth, 1996).
12. Cf. Kominers and Teytelboym (2020) who discuss a subset of these factors as kinds of complexity that designers must overcome to achieve their goals. It is natural to think that the complexity of a design task can add to the epistemic opacity of the designed algorithm.
13. That opacity is relative to a cognitive agent is a general feature, see Humphreys (2009).
14. These data have in the meantime been released, but it appears that their implications have not yet been studied in detail.
15. Feltri (2020) suggested there were possible conflicts of interest arising from the academic and business relations between various market designers, including Paul Milgrom. Milgrom (2020) responded to both Weyl (2020) and Feltri (2020), claiming that the allegation that the auction favored private equity firms was unfounded, and rejecting the allegations that there were problematic relations among the designers.
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