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Abstract

Along three measurements at the Large Hadron Collider (LHC), a high energy particle
accelerator, we analyze procedures and consequences of exploratory experimentation (EE).
While all of these cases fulfill the requirements of EE: probing new parameter spaces, being
void of a target theory and applying a broad range of experimental methods, we identify epis-
temic differences and suggest a classification of EE. We distinguish classes of EE according
to their respective goals: the exploration where an established global theory cannot provide
the details of a local phenomenon, exploration of an astonishing discovery and exploration
to find a new entity. We find that these classes also differ with respect to the existence of an
identifiable target and their impact on the background theory. The characteristics distin-
guish EE from other kinds of experimentation, even though these different kinds have not
yet been systematically studied. The formal rigor and precision of LHC physics facilitates
to analyze concept formation in its early state. In particular we emphasize the importance
for nil–results for conceptualization and argue that conceptualization can also be achieved
from nil–results only.

Keywords: Exploratory Experimentation; Classification of experiments; Particle Physics;
Conceptualization; Effective Field Theories

1 Introduction

Exploration is a key scientific practice and percolates all scientific fields and methods. It is the
motor of scientific dynamics and as such, understanding the procedures and conditions of explo-
ration is crucial for understanding science. Without exploration, science is reduced to a sterile
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and static endeavour, even if it may be simpler to understand and formalize. Exploration can be
seen everywhere in science. Lenhard (2007)(182) diagnoses an ‘explorative cooperation’ between
simulation and data in the sense that the models used in simulation have to be iterated to repro-
duce the data. Morgan (2003, 218) connects ‘exploring a mathematical relation’ inside a model
as tool for theory development and understanding of the world. Sargent (1995) and Elliott (2007)
acknowledge explorations in the development of instruments and experimental techniques, while
theorists may explore which fundamental concepts (Schnitzer, 2020) can solve a certain problem.
As pointed out, for example by Massimi (2019) and Gelfert (2016), models can serve as tools to
explore theoretical ideas. Currie (2018) (302f) describes exploratory observation in paleontology
and O’Malley (2007) considers the connection of EE to natural history/experimentation (352).
Common to these is the characterization of exploration as a systematic study of an object, which
is not, at least not well, known. Exploration involves many different paths and attempts and
exceeds a single study.

In this paper we will focus on exploratory experimentation (EE). In their seminal papers Steinle
(1997) and Burian (1997) showed that a class of experiments exists that is not theory guided,
in contrast to the dominant philosophical school at the time of their publications. Steinle de-
veloped this concept along the 19th century experiments of Ampere and Faraday on the back
of the then just recently discovered phenomenon of electro–magnetic interactions, for which no
conceptual foundation, not to speak of a theory, existed. Burian addressed the contributions of
the bio–chemist Brachet to understand the structures of RNA and DNA. Both emphasize the
systematic and open procedures in these examples, the development of new concepts, providing
the groundwork for Maxwell’s theory of electromagnetism, respectively Watson’s and Crick’s
deciphering of the DNA structure some decades later.

We will study EE in the context of particle physics and the Large Hadron Collider (‘LHC’)
at the European Center for Particle Physics in Geneva (Switzerland). The LHC is a facility of
detectors, notably ATLAS and CMS (Aad et al., 2008; Chatrchyan et al., 2008), and an accelera-
tor (Evans and Bryant, 2008). The LHC is interesting to analyze EE since it is comprehensive and
allows physicists to perform many kinds of experimental studies, in particular different classes
of EE. Indeed, a large fraction of the by now 1000 publications of each experiment, can be cate-
gorized as ‘exploratory’. Furthermore, as the LHC is a huge facility with some 10000 scientists
working on a broad range of topics and as it collects some 10 billion of collision events each year,
leading to some 10 PBytes of stored data, it is an outstanding instance of Big Science both in
data–rate and variety of its research.

Discussing three case–studies representing different EE classes, we will highlight the condi-
tions of EE. While most of our results are quite general for EE, they should also be seen in the
context of Big Science.

The main results of our analysis are

• Even though flexibility in instrumentation and operating conditions is reduced, EE is pos-
sible and even facilitated by the comprehensiveness of LHC experiments.

• EE can be meaningfully classified along different goals: filling gaps that are inaccessible to
a global theory, searching for new, theoretically not defined phenomena, and responding to
an astonishing signal.

• To characterize the role of theory in EE we distinguish between background theory, moti-
vations for a measurement and theory of the target system. All classes of EE work within
a background theory, they all lack a target theory. However, they are distinct in their
theoretical motivations, have a different kind of target, and affect the background theory
differently.
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• Hypothetico-deductive inferences are not how scientists advance conceptualization at least
in its early phases. We will show the importance of nil–results for conceptualization and
that it is possible to conceptualize even if only nil–results exist.

• We distinguish EE from other types of experimentation and argue for a more systematic
typology.

The paper will proceed as follows. In Sect 2 we will summarize the literature on EE and the
ensuing questions. After a broad overview of the LHC physics in Sect. 3, we will discuss three
different classes of EE at the LHC. Firstly, at the LHC a phenomenon is explored that is known
to exist in a theory but cannot be solved within the theory: the detailed structure of hadron jets
(Sect. 4). Secondly we discuss how the LHC responded to an indication of an astonishing signal
(Sect. 5). Thirdly, in Sect. 6 we discuss EE to make a discovery by systematically searching for
deviations from the predicted kinematic properties of the Higgs boson. These case–studies will
finally be used to address questions from the literature survey (Sect. 7). We conclude on the
main lessons in Sect. 8.

2 Summarizing Literature on Exploratory Experimenta-
tion

After being ignored for some time during the 20th century, EE has aroused significant attention
during the past decades because of its contrast to the presumed theory guidance of experiments.
Hacking (1983), and then Steinle (1997) and Burian (1997), who coined the term ‘exploratory
experimentation’, discussed EE as a scientific procedure along historical examples, in which
experiments act to a large part autonomously from theory. Hacking (1983) used Herschel’s
exploration of radiant heat (177ff), Steinle the explorations of Ampere and Faraday on electro–
magnetic interaction, Burian contributions of Brachet to the understanding of RNA and DNA.

Not surprisingly, by addressing different scientific fields and problems, some differing em-
phases exist. For example, Ampere and Faraday solved their specific problem largely using
existing detection technologies, Brachet had to develop and to validate new detection methods.
However, there is at least one common principle, emphasized by Elliott (2007)(322): “the most
fundamental characteristic of EE seems to be” that “in contrast to other types of experimenta-
tion, [it] does not serve the aim of testing theories or hypothesis” (highlighted in original).

After Steinle and Burian, other instances of EE have been studied such that a more com-
prehensive picture about its range and features emerges. EE is mostly analyzed in life–science
(Franklin, 2005; Burian, 2007; Elliott, 2007; O’Malley, 2007; Colaço, 2018) and in physics, (Cobb,
2009; Karaca, 2013, 2017; Panoutsopoulos, 2019). Further examples can be found in Steinle
(2016) (326ff).

2.1 Classifying EE

The case studies show a diversity of EE and suggest a classification. Elliott (2007)(313) identified
three properties that give rise to different “types” of EE: “(1) the aim of the experimental activity,
(2) the role of theory in the activity, and (3) the methods or strategies employed for varying
experimental parameter”. While these properties indeed affect the roles of EE, they are not
independent of each other and obey a hierarchy. Instead, we will argue that the role of theory
follows from the aim of EE. Furthermore, methods and strategies of parameter variation are not
specific to EE but also adopted for other kinds of experimentation. Thus, we consider the aim
of EE as the overarching criterion along which, we suggest, EE should be classified.
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To do so we will use the term ‘parameter region’ to describe the experimental parameters
addressed in experimentation. These parameters characterize the reach and sensitivity of a
measurement. In general they may refer to resolution and precision of a measurement, the kinds
of objects to be analyzed, special locations or times within a complex system etc.. In particle
physics, the field from which we will take our case–studies, they are strongly related to energies,
angles, precisions, etc. Progress in experimental science is intimately connected with extending
these parameters and particularly, EE always probes extension of known parameter regions by
addressing new entities and properties or addressing them with higher precision and variety.
There is a relation between the aims of EE and how the parameter regions are extended.

The evaluation of examples of EE in the literature leads us to identify three classes:

[a.] EE for theory deficiency in a parameter region: ‘gap–filling’
Here EE fills gaps in theoretical understanding: the target is part of a complex global system

described by a ‘global theory’. However, the global theory by itself cannot describe the target
in sufficient depth, no ‘local theory’ exists. Let us list a few examples: Burian (1997)(42) writes
“Brachet and his colleagues sought improved understanding of phenomena and sequences of
change already partially understood” and later, in his analysis of microRNA he summarizes
“current fundamental theories .... do not contain enough information to provide a functional
analysis of RNA regulatory networks” (Burian, 2007)(305). Franklin (2005) addresses high–
throughput experimentation where a global, but no local theory existed (893). Colaço (2018)
includes experiments, where no “interesting hypotheses” can be derived “from the theory that
[researchers] do have” (18).

As will be discussed in more detail later, the reason why the global theory is not sufficient to
address the local problem, depends on the problem under consideration. It may be of technical
nature or because the substructure of the local target is not known.

[b.] EE extending parameter regions: ‘extension–mode’
In contrast to filling gaps within a chartered parameter region, exploration also transcends

such regions. Per se knowledge of those is insecure, modelling often uncertain and thus explo-
rations of these new regions are open to discoveries, which add significantly to theory or even
change theoretical understanding in a fundamental way. Karaca (2013) discusses how, by in-
creasing the initial energy of electrons scattered on nucleons1, the substructure of nucleons was
discovered. Variations of experimental parameters in those Deep Inelastic Scattering (DIS) ex-
periments revealed the existence of pointlike partons, which turned out to be identifiable with
quarks and gluons. This discovery was astonishing and unintended.

Discoveries also occur by exploring a wide range of processes within the same facility, as
many modern instruments are set-up to do (see Sect. 3.2). Karaca (2017), evaluated how data
selection at the LHC prepares for discoveries. Panoutsopoulos (2019) considers how exploration
at significantly higher energies to be reached with a planned new particle physics accelerator
may foster discoveries. O’Malley (2007) discusses how discoveries emerged from metagenomics
studies, where large amounts of DNA from a wide range of environments are analyzed. Today,
such broad studies of large data are frequently using artificial intelligence. Examples have been
addressed by Leonelli (2014) and Pietsch (2015). In all these cases, the parameter regions are
extended by an increased sensitivity to unknown processes.

[c.]Exploring new parameters: ‘systemizing astonishing discoveries’

1Nucleons are protons and neutrons, the building blocks of the atomic nucleus. Nucleons are part of the large
family of hadrons, which in turn are made up of quarks and gluons.
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An astonishing experimental discovery calls for systematic measurements of a broad number
of properties of such a phenomenon to embed it into a theory. Thus EE is also instrumental after
an astonishing discovery has been made. This is the case of Ampere’s and Faraday’s reaction to
Oersted’s discovery of electromagnetic interaction as discussed by Steinle (1997, 2016) and Cobb
(2009). Also O’Malley (2007) finds that beyond a mere discovery, broad studies lead to “novel
theoretical frameworks as well as challenges to old” ones (347). She connects such exploration
with ‘natural experiments’ without human intervention, which can be explored by Big Data
studies (352).

In all cases the goals of EE are to gauge theoretically unknown parameter spaces: either
theory alone is not sufficient to solve a problem, or there is no place for an observed phenomenon
in the existing theory, or one searches for a new phenomenon with unknown properties.2

2.2 Conceptualization

For Steinle (1997) a “key role” and a “central epistemic goal” of EE is the “the search for general
empirical rules and for appropriate representations by means of which they can be formulated”
(73), respectively, the “formation and stabilisation of concepts and classification schemes” (72).
We will refer to this as ‘conceptualization’. Conceptualization is thus based on results of mea-
surements, which are ordered, classified and correlated. Conceptualization leads at best to phe-
nomenological laws (see also Hacking (1983)(165)) by finding empirically justified correlations
between phenomena and their properties. Being pre–theoretical, conceptualization falls short of
explaining the correlation, but by constraining the empirical range of correlations, they guide
the development towards concepts and theories. Arabatzis (2012) (149) distinguishes two levels
of concepts: ‘phenomenological concepts’ that “impose order in a domain of natural or experi-
mentally produced phenomena” (158) and those concepts “that emerge in ... more mature stages
of the investigative process”. Although these two stages may not be strictly separable but are
part of the iterative process of concept formation, pointed out by Nersessian (2008), we consider
them as a valuable, although approximate way of organizing conceptualization. Interestingly,
conceptualization is mostly discussed as a one–way street from experiment towards building a
theory.

Most discussions of conceptualization deal with Arabatzis’ second stage. Hanson (1960)
and Lugg (1985), for example, start from Tycho Brahe’s measurements and discuss how Kepler
ordered these into his’ laws. Nersessian (2008) discusses Maxwell’s conceptualization of fields al-
lowing him to develop the fundamental equations of electromagnetism. Less frequently addressed
is the role of experiments, which are essential at least for the first step. Exceptions are Steinle
(1997) and Cobb (2009). Several studies of conceptualization show that it does not follow a
hypothetico–deductive procedure.

The role of conceptualization in EE has different connotations. While Steinle (2016) (334)
sees EE to play “a key role in the process of forming and stabilizing concepts and conceptual
schemes”, O’Malley (2007) sees conceptualization as a ‘frequent’ part of EE (338) and Elliott
(2007), as discussed, sees conceptualization as one of several aims of EE.

2This classification of EE’s goals differs from the one of Elliott (2007)(324): (1) “identifying regularities and
developing new concepts”, (2) “isolating or manipulating particular entities or phenomena”, (3) “developing ex-
perimental techniques, instrumentation or simulations” and (4) “resolving anomalies”. Elliott’s aims mix methods
with aims or outcomes of EE. Instead, we will argue that (1) is the outcome of all kinds of EE, (2) is not special
to EE but applies to all kinds of experimentation. Furthermore, his aim (3) is only one of the many other kinds
of exploration beyond EE, listed in Sect. 1. We agree with Elliott’s fourth aim, which corresponds to our goal [c.].
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2.3 Methods of EE

As mentioned before, the very notion of exploration requires broad studies using different roads
into the unknown. Steinle (2016) (331) notes that “individual experiments carry little weight
in exploratory experimentation, it is chains, series, or networks of experiments that lead to
conclusions”. Burian (1997) argues in the same vein by characterizing Brachet’s research as
depending on the “immensely elaborate series of interconnected experiments” using “multiple
ways” (43-44). Thus, in EE multiple means and procedures address the same problem to identify
different properties. The experimental practices must be “open for a large variety of outcomes,
even unexpected ones” (Steinle, 2002)(307).

While Steinle concluded from his 19th century example that such broadness of EE cannot be
performed in fixed facilities, modern experimentation and data analysis has moved beyond this
limitation. Multi–purpose facilities of Big Science and high–throughput have implications on
how experimental parameters are varied and the bundle of experimental strategies are realized.
The advantage of high–throughput instruments – “which allow the simultaneous measure of
many features of an experimental system” (Franklin, 2005)(888) – is obviously not only a faster,
but importantly a more comprehensive observation of patterns and potential discoveries. In
particular sensitivity to rare processes is increased, which are normally not considered. Such
broadness and huge data rates are also significant for LHC experimentation that will be outlined
in Sect. 3.2.

Elliott (2007)(324) suggested to classify EE also along a list of methods and strategies for
varying parameters. However, the individual methods and strategies are not specific to EE. For
example, Big Data, Artificial Intelligence or high–throughput measurements are used for both
theory confirming experimentation and EE. However, what is characteristic for EE is the broad
application of different methods.

2.4 The Role of Theory

The discussion and development of the EE concept at the turn of the century was significantly
motivated by the rejection of the long–held view of experiments as mere ‘handmaiden’ (Schickore,
2016)(23) to theories. There is a general consensus that (even) EE is not theory free (Steinle
(2016), 330).3 However, “[t]he distinction between exploratory and theory–driven experiments
centers not on whether an experiment depends on theory, but on the way(s) in which it depends
on theory” (Waters, 2007) (277). The role of theory is thus a central issue for EE and their
relation requires a more sophisticated view of the term ‘theory’.

One such qualification is needed for the relation of a ‘global’ to a ‘local’ theory, which is
frequently used in the discussion of EE and particularly relevant for our class [a.]. The primary
meaning here is the range of applicability: the global theory encompasses more phenomena than
the local one. One way to look at this is that a global system A consists of several known local
subsystems ai, which themselves are complex, each having a specific structure. Although the
existence of ai is anticipated in A, its local internal structure cannot be derived from the global
theory of A. Thus the structure and mechanisms of of ai and how these affect A may not be
understood. In fact, depending on the autonomy of ai, its detailed substructure may even be of
only marginal relevance to understand the whole system A. Such relations between A and ai are
prominently discussed in the EE case studies of life science and cell structures. Another reading
is that the elements are the same for local and global theories, but it is impossible to derive and
calculate the local phenomenon using the global theory, for example, due to the complexity of the

3Steinle clarified in later publications his account of Steinle (1997), which was frequently read as a claim of
EE being theory free.
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local phenomenon. This requires to conceptualize the local phenomenon within the constraints of
the global theory. This is sometimes characterized as a relation between a theory and a model.4

Indeed, in this sense, sometimes models can be obtained by straight–forward approximations of
a theory. However, such an approximation does not always lead to a meaningful model, but has
to be significantly complemented by EE. We will discuss such an example in Sect. 4.1

The other qualification of interest for our study is about the difference between ‘theory’
and ‘thinking’ (Steinle, 2016)(316). Discussing the presumed theory–ladenness of experiments,
Hacking (1983) distinguished a weak and a strong notion of theory. The weak one states that
one “must have some ideas about nature and [an] apparatus before conducting experiment”
(153), a statement “no one would dispute”. He concludes that if “one wants to call every belief
etc. a theory, the claim about theory–ladenness is trifling” (175f), see also Steinle (2016) (316).
More substantial is Hacking’s strong notion: the experiment is significant only if one “is testing
a theory about the phenomenon under scrutiny”(154). Here theory is a worked–out scientific
system of a few principles and entities by which multiple different phenomena and dynamical
processes can be derived and causally explained. This is the notion we will adopt in the following.
We will distinguish three kinds of possible theory impact on experiments.

First: an experiment always builds upon a ‘theoretical background’. Franklin (2005) takes
this in her case–study as the systematic knowledge of molecular biology (a ‘global theory’). In
his study of electron–proton scattering, Karaca (2013) analyses experiments where “basic instru-
mental and conceptual requirements to perform experimentation”(126) were used. Even though
the existence of a theoretical background is consensus, the terminology is different: Karaca de-
notes this as ‘theory ladenness in a weak sense’, Franklin speaks of ‘theoretical background’,
Waters of ’theory informedness’ and Colaço (2018) of ‘auxiliary hypotheses’.5 We will talk of
background theory referring to both the established experimental apparatus and methods and
the known theoretical environment on top of which a target phenomenon appears.

Second: a ‘target theory’ denotes the role of the target and predictions for it within a more
encompassing theory. Such a theory can be the well established background theory or a perspec-
tival one (Massimi, 2018). This is related to what Waters (2007) denotes ‘theory directed in a
strong sense’: “a theory generates expectations about what will be observed when the experiment
is conducted” (277). The absence of a target theory is a defining moment for EE and separates
it from experiments geared to theory testing.

Third: Waters (2007) addresses the question, why “experimenters .. search for facts about
some things and not about other things” (277) and calls this ‘theory-directed in a weak sense’.
Franklin (2005) (891) calls this just ‘theory–directed’ and remarks “[t]he theoretical background
serves to guide the explorer to look for certain classes of objects whose activities are known,
as a class, to relate to one another, but it need not direct the explorer to one group of those
objects over another” (894). Thus theory may play into the motivation of scientists to measure a
certain target phenomenon. While in some cases a background theory may motivate, in general
background and motivating theory need not be identical. Even more, if a theory may suggest
to measure a process, experimentalists may be motivated by different ideas. In fact, there are
plenty examples where the motivation to measure something has little to do with theory.6 For

4We will refrain from discussing differences between theory and model since it has no bearing for our discussion.
Therefore, even if the terminology becomes less precise, we will maintain frequently used expressions. For example,
we will talk of ‘theory guidance’, although our examples refer to guidance by a model and we will retain the notion
of Standard Model of particle physics, although it is frequently considered a theory.

5Colaço (2018) separates experimental methods from background theory and combines them with the moti-
vation into the category of auxiliary hypothesis. We do not adopt this, since using experimental methods for EE
requires them to be validated as much a the proper theoretical background.

6See Mättig and Stöltzner (2020) and Sect. 6, also O’Malley (2007) (350) states that “[m]arine DNA was
sequenced because it was there.... with nothing more theoretical in mind than the general idea it could be similar
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simplicity we retain the term ‘theoretical’ motivation and consider it as a separate category of
theory impact.

Schickore (2016) (23) correctly critizises that “no terminological agreement has been reached
on the question of how to characterize the role of theory for exploratory experimentation”.
But even though the terminology is different, there seems to be a consensus about categories
of theory impact in EE (and experimental studies in general). For clarity we will adopt the
following classification and terminology:

• ‘Background theory’: defines the experimental practice and current theoretical understand-
ing (in literature corresponding to ‘theory-informed’, weak sense of ‘theory ladenness’),

• ‘Motivating theory’: theory that motivates to perform a particular experiment (in literature
corresponding to ‘theory-directed’ – in a ‘weak sense’)

• ‘Target theory’: theory about the target phenomenon (in literature also named ‘theory-
directed in a strong sense’, ‘strong theory ladenness’, ‘local theory’).

Taking up Waters (2007) notation of the various theory inputs as dimensions, we will talk of
‘theory space’ with the axes given by the three different kinds of theory. The values assumed for
these are either discrete (‘existent / non–existent’ ) but can be continuous (as Waters argues)
for the motivating theory. We will return to this in Sect. 7.2.

2.5 Lines of Debates on Exploratory Experimentation

There has been some debate about what the concept of EE actually encompasses, what, if at all,
is special and how it relates to experimentation in general.

One direction of criticism claims a missing clarity of what does or does not belong to EE.
Guralp (2019) misses a “fully worked out account of what might be the central distinguishing
aspect of an exploratory experiment” (76), asking if conceptualization, in his words ‘systematic
phenomenology’, is a “necessary ingredient or simply one possible outcome”. His concern thus
reflects the different views on conceptualization mentioned above. The scope of EE is also
criticized by Schickore (2016), who considers it as being “too broad for its intended purpose”(24).

Missing clarity about the definition of EE calls into question its relation to other kinds of
experimentation. There is a general agreement that EE brings to the surface questions that
have been neglected in philosophy. Guralp (2019) sees EE as one step in the broader task to
delineate “how experimental activity relates to theory in general”. In this vein Waters (2007)
(275) emphasizes the multiple ways of how theory relates to experimentation. He denies a sharp
distinction between theory driven and EE but suggests that “the difference between exploratory
and theory-driven experimentation might represent continuums” in some dimensions. Schickore
(2016) acknowledges the concept of EE serving as a “heuristic tool” that has aided historians
and philosophers of science to better characterize diverse experimental practices (23f).

Another question concerns the dynamics and rules of knowledge generation. Schickore (2016)
claims that Steinle assigns a ‘new kind of knowledge’ to EE in so far it “generates concepts and
classifications rather than confirmations or refutations of hypotheses and theories”. Schickore,
recurring to the ‘knowing how’ and ‘knowing what’ categories denies that they are “categorically
different from theories or hypotheses; all of these are forms of propositional knowledge”(22).
Steinle (2016) on the other hand asks for a more differentiated view to understand in detail “the
process by which concepts are stabilized in the course of experimental activity” (321).

to bacteriorhodopsin”. Furthermore, although not completely independent of theory, searches for patterns using
machine learning for high–throughput data depend less on theory (Pietsch, 2015).
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We will address these points in this paper along three case studies of EE at the LHC and its
abilities to cover a broad range of very different processes and provide our conclusions in Sect. 7.

3 Physics and Experimental Conditions at the LHC

To set the scene, we summarize the environment of LHC experimentation, insofar as it is relevant
for our three case–studies of EE. Our main observations are:

1. Particle physics is conducted in the context of a highly confirmed background theory, the
Standard Model (SM), yet aims to embed the SM in a more encompassing theory, beyond
the SM, denoted as ‘BSM’.

2. The sheer size of the detectors and the huge amount and diversity of data result in signifi-
cantly different epistemic conditions from previous experiments. The LHC is a prominent
example for Big Science and high–throughput experimentation.

3.1 The highly confirmed SM and the Search beyond

The theoretical concept of the SM of particle physics was developed during the 1960’s and
70’s (Glashow, 1961; Higgs, 1964; Englert and Brout, 1964; Salam, 1968; Weinberg, 1967; ’t Hooft
and Veltman, 1972; Fritzsch et al., 1973). It consists of three pillars: exactly twelve elementary
matter particles (prominantly electrons and quarks), exactly three interactions (the electromag-
netic, weak and strong interactions, all with identical structures), and a sector to generate masses
of elementary particles with the higgs h as the one observable particle. During the past decades
the main aim of particle physics was to test the SM by finding and precisely measure all its ele-
ments. After 50 years of continuously better confirmation, in 2012 the final missing particle, the
higgs, was found at the LHC. As of today, all measurements agree with the SM expectation to an
astounding precision of typically 10−4 up to even 10−9. The SM turned out to be so precise that
masses of not–yet observed particles could be inferred from tiny quantum fluctuations, inferences
that were eventually confirmed by experiments. Thus particle physics happens in the framework
of a very precise background theory. The past successes of the SM do not mean that theory
testing has terminated. Indeed both higher energies or higher precision at the LHC and future
accelerators, but also at smaller dedicated experiments, probe the SM in new parameter spaces.
These will also allow physicists to address the few pieces that have still evaded experimental
studies, notably the higgs self–coupling (h→ hh).

And yet, because of internal deficiencies and astrophysical indications, there is a general belief
among particle physicists that the SM is just part of a larger, more encompassing theory. For
example, the SM can neither explain the number and apparent relations between the matter
particles, nor the ones between the interactions. Furthermore it does not include gravitation and
has no room for dark matter or dark energy, which are suggested by astrophysical observations.
To address these deficiencies, hundreds of BSM models were developed that hypothesized BSM
phenomena.7

While these models were intensively targeted at the LHC and other experiments, no evidence
for BSM was found. Furthermore, principles that guided theoretical development in the past
have (as yet) turned out to be futile: hopes to unify all interactions were frustrated by the

7One of these, the ‘pMSSM’ model, was addressed by Massimi (2019) as an exploratory model. Beyond a
single family of models, we consider the multitude of BSM models as a phase of exploratory modelling: they are
devised to try out concepts to see what problems they can solve and if they can meet the observational tests.
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stability of the proton, cures to avoid the perceived unnaturalness8 have not borne out because
of the absence of BSM observations at the TeV scale. It is thus not only that nothing has been
found, but basic concepts for predicting BSM physics are perceived to have been turned down.
Particle physicists are moving more and more to searches that are ‘model independent’9 and
expectations that experiments will guide theory (Bechtle et al., 2022). This is underlined in a
survey among particle physicists.10 Asked, for example, about conditions when to give up a BSM
model, 35% of particle physicists replied that they have a ‘low commitment’ to any currently
discussed model. A similar fraction saw model - independent searches as the ‘most promising
way to find signs of New Physics’.

Today particle physicists face the epistemic challenge to find some new effect that is not
accounted for by the SM. Discovering BSM is a primary goal of current research possibly trans-
forming the field. Steinle (2016) claims that “in historical case studies performed to date, we do
not see researchers starting out with the goal of creating new concepts.” (332) (cp. Kuhn (1996
[1962]) (59ff)). Currently particle physicists aim to do just this.

3.2 How LHC Experiments are performed

At the LHC, high energy protons are made to collide inside detectors, producing a spray of
particles. The construction principle of the detectors is to measure at least all SM particles
comprehensively and with very high precision. Comprehensiveness of LHC measurements means
that a vast range of processes can be measured under different conditions like energies, directions,
kinds of particles etc. This allows physicists also to scan spaces of free parameters for many
theoretical BSM ideas. The strategy of measuring all kinds of SM particles optimizes sensitivity
to BSM effects in proton collisions: time–reversal of the physics laws implies that if BSM particles
are produced by the SM particles of proton collisions, they should also decay in SM particles,
to be seen as final state products of the interaction. It also takes up the long tradition in
experimental physics of observing new effects by signatures of known phenomena.

The details of the two largest LHC detectors are described in (Aad et al., 2008) for ATLAS
and (Chatrchyan et al., 2008) for CMS. In a nut–shell: to measure and identify the SM particles,
LHC detectors are structured in different layers, each of which is sensitive to a special property
of particles. In addition, LHC detectors cover all directions around the interaction point with
just tiny exceptions. Combining the signals from the different layers provides complementary
signatures11 for each of the SM particles. While the detectors are primarily optimized to precisely
measure SM particles and effects and are huge (and costly),12 they have a limited flexibility to
also accommodate signatures that were not anticipated in the original design and allow small
additions (see e.g. Ariga et al. (2018)).

At the LHC, per year, some 10 billion events are stored, complemented by about 20 billion
simulated events. However, it is not only the sheer number of events that is important - the

8‘Naturalness’ was a highly considered theoretical guideline for BSM models. The naturalness criterion avoids
corrections through renormalization procedures that by far exceed the value to be corrected. It was high–lighted
for the Higgs mass of 125 GeV, which required radiative corrections of the order 1018 GeV.

9This terminology by physicists denotes analyses without a target theory – although, of course, they use
background theories.

10This is an outcome of a poll in 2018 with replies by some 1500 particle physicists. The unpublished poll
was conducted by C.Chall, M.King, P.Mättig and M.Stöltzner within the project ‘Model Dynamics’ of the DFG
funded ‘Research Unit Epistemology of the LHC’.

11As discussed in Mättig and Stöltzner (2019), signatures are stable classes of signals in the detector that can
be defined operationally, black–box theory and are related to the concept of phenomena by Bogen and Woodward
(1988).

12E.g. the ATLAS detector is 40m in length, and 20 m wide. Almost the full volume is covered by materials
and electronics.
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comprehensiveness of the detectors together with the large number of events allow a vast range
of processes to be recorded. In terms of the classification by Elliott (2007), LHC experiments
are, within just one facility, (a) high–throughput instruments and (b) use multiple experimental
techniques to characterize a phenomenon.

The LHC experiments are run by thousands of physicists with a strong division of labour and
a distribution of special expertise. Roughly speaking, the LHC community combines theorists,
simulationists, scientists for data analysis, for developing and maintaining the software to store
and access the data, and finally those that build and operate the detector.13

The LHC allows physicists to measure a broad range of different processes, as needed for
exploratory experimentation. In the following we will cover three distinct processes, related to
the classification suggested in Sect. 2.1.

4 EE as Gap-Filling: Hadronization of Quarks

Studies of EE in life–science frequently addressed cases, where a system is understood in terms of
a global theory anticipating the existence of a subsystem. The global theory by itself, however,
is unable to predict the structure of the subsystem, a ‘local theory’ is missing (see Sect. 2.1).
We find similar situations in case of strong interactions of partons (i.e. quarks and gluons)
in particle physics. There exists the highly confirmed and precise ‘global’ theory of Quantum
Chromo Dynamics (QCD), which however, cannot describe features for certain ‘local’ situations.
QCD processes are parametrized in terms of Q2, a measure of the hardness of an interaction,
and thus, roughly speaking, of the energy of particles emitted from an interaction.14 Most of
the LHC processes of interest are at high Q2 and can be precisely calculated - in contrast to low
Q2 strong interactions.15 However, these low Q2 properties affect how accurately partons can be
measured and are thus of relevance for LHC experimentation.

We will focus on one of the strong interaction effects at low Q2, deemed ‘hadronization’,
in which the partons at high Q2 turn into narrow bundles of hadrons16, ‘jets’, at distances
of O(10−14m). QCD can predict the properties of the original partons, but not the detailed
distribution of hadrons in the emerging jets. Conceptualizing and modelling the structure of jets
has been developed by explorative experiments and adopting constraints from QCD (e.g. Mättig
(1989)).17

4.1 Understanding Hadronization

The existence of jets was inferred from the global theory of QCD. However, as Field and Feynman
(1978), noted, “[t]here is no comprehensive theory of the details of the jet structure”. Instead
Field and Feynman attempted to describe jet structure with a so–called ‘hadronization model’.
While today there is agreement that the transformation of partons into hadrons in jets is a low
Q2 QCD phenomenon, it is impossible to arrive at a consistent model of such a transformation
from QCD. The Field–Feynman model assumed a recursive radiation of hadrons from quarks,

13While these social aspects may be of interest, it is beyond this paper to address these.
14More precisely Q2 parametrizes the difference between the momenta of incoming and outgoing particles.

Quantum mechanical arguments relate Q2 with the inverse of time: Q2 ∝ 1/t2, such that heuristically the
evolution of a process from high Q2 to low Q2 corresponds to an evolution in time.

15At low Q2 the coupling between partons becomes so large that a perturbative expansion is prohibited.
16QCD assigns a ‘color charge’ to its entities, quarks and gluons, similar to the electric charge of electrons

and protons. Hadrons are built from quarks and gluons such that their total color charge adds up to zero (cp.
footnote 1).

17Most of what will be discussed in this section has been achieved in experiments before the LHC. However,
the results are iterated and controlled at the LHC.
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parametrizing each radiation by the energy distribution along the initial partons. The model
essentially contained three free parameters and could be solved by Monte–Carlo simulation.
While basic ideas of the Field–Feynman approach were retained, with emerging measurements
and the solidification of QCD, subsequent models were developed incorporating more details and
concepts that were better motivated by theory (for example, Andersson et al. (1983)).

Such models provided guardrails for measurements. Within these, experiments embarked
fairly autonomously on a broad range of measurements to explore the jet structure. For each
of the tens of different hadrons, experiments determined functional dependences of the fragmen-
tation, their different production rates and other properties and measured correlations between
those. They found effects that had not been included before – for example, rather high baryon
production, emission of photons or production of high spin particles.

These experimental results, combined with QCD motivated ideas and constraints, are today
part of computer simulations of proton–proton interactions at the LHC. But even after 40 years
of research on jet properties, physicists have not arrived at a single model but instead utilize
several hadronization models based on different concepts like the one of Webber (1984). After
adjusting tens of model parameters, several models and conceptual ideas agree fairly well with
the data.18

4.2 Theory and Experiments on Hadronization

Hadronization is understood within the background theory of QCD that in parallel acts as a
motivating theory. However, while QCD identifies a target, a target theory of hadronization was
missing, making it necessary to measure how hadrons are organized within jets.

These measurements do not test a model. Indeed, different models accounting for QCD
constraints describe the measurements. Although based on quite different ideas,19 it is impos-
sible to (dis)confirm them. The main reason is that they are flexible enough to accommodate
measurements by adjusting parameters and adding auxiliary hypotheses.20 Instead of aiming
to confirm a certain hadronization model, the diversity of adjusted models is used to estimate
uncertainties in the analyses. Also, measurements do not simply provide values for free model pa-
rameters. Instead by finding new features they play an active role in shaping the understanding
of hadronization and the development of models.

In virtue of such broad range of measurements, since these address a physics range that has
not been probed in detail before, and since they did not aim to confirm a target theory, they
agree with what is considered exploratory experimentation of jets, even though the existence of
jets themselves follows from theory.

4.3 Conceptualizing Hadronization

In Sect. 2.4 we discussed the relation of global and local theory in the case where exploration
is needed to fill theoretical gaps. Different to cases in life–science, hadronization is an instance
where the global theory A (QCD) provides all ingredients for the target phenomenon ai (jets):
‘jets’ consist of hadrons, which are made out of the partons of A, but how these partons turn into

18For reviews see Seymour and Marx (2013) or Boge and Zeitnitz (2021a,b).
19For example, the model of Andersson et al. (1983) orders recurrent hadron emission along colour–neutral

strings of adjustable length, the model of Webber (1984) combines partons into least massive colourless entities
and lets them decay according to a statistical procedure. Note that the limited predictive power of these models
becomes apparent in the number of parameters needed to describe jet structure within the concept of Andersson
et al. (1983), which over the years increased from just a few to over a hundred.

20There are exceptions: for example, the simple Field–Feynman model was shown to be inferior to the string
model of Andersson et al. (1983) and Webber (1984) with regard hadron distributions in more complex topologies.

12



hadrons cannot (as of today) be calculated within the global theory. Instead, measurements are
required to allow ordering the production yields and properties of the multitude of hadrons of
different flavours, different spins etc. Determining such ordering required to disentangle different
effects, which in itself required modelling. However, as discussed in Sect. 2.2, to arrive at a
model or theory, one first needs to conceptualize measurement results. Thus conceptualization
of hadronization is an iterative process, similar to what Nersessian (2008) (184) has diagnosed
for model–building.

Although the global theory does not permit calculating the local phenomenon of hadroniza-
tion, by virtue of its power for high Q2 phenomena, it impacts the conceptualization of hadroniza-
tion. The measures and ordering principles of hadronization are strongly suggested by the global
theory: the very properties of QCD predicted jets as a narrow bundle of hadrons to emerge
from partons, which in general terms means high hadron momenta p|| along the direction of the
bundle, but low momenta pT transverse to it. Thus, suggestive measures to parametrize hadrons
in jet are both p|| and pT .

Conceptualization thus was an interplay between theory–motivated properties and experi-
mental exploration. In contrast to other examples, conceptualization of hadronization did not
lead towards a theory, but started from a theory. Acting as constraint, theory ”limits the number
of possible ways of proceeding, without rigidly specifying the moves one can make within the
space of possibilities” as Nersessian (2008) (184) notes in discussing model development. We can
therefore talk of a (theory–) ‘constrained conceptualization’ of hadronization.

When no exact and unambiguous theoretical understanding of a phenomenon exists, it is up
to experiments to systematically explore it. Only by such fact–finding can a phenomenon be
conceptualized. Thus, the example of hadronization meets up with those of Sect. 2.1. However,
having a different relation between A and ai than those, also the reason for the non–existence
of a target theory of ai is different. It is not that the ingredients of ai have to be explored, it is
just that the mathematical abilities are missing to infer the structure of jets from A.

5 EE for Exploring a Discovery: The 750 GeV Story

If the goal of EE is different, for example, understanding a discovery that had not been anticipated
in any theory, its relation to theory and conceptualization is rather different from the previous
example. The exploration of the interaction between electricity and magnetism of the early 19th

century is the prototypical example that lead Steinle (1997) to introduce the term ‘exploratory
experimentation’. As yet no such unexpected discovery has been confirmed at the LHC, however,
its potential and interesting lessons can be inferred from a brief period when a small indication
of a new particle was observed (for a discussion about how the indication developed and was
received by physicists, see Ritson (2020)). In the end, it turned out to be a statistical fluke and
disappeared after more data was collected. For simplicity, in the following we will talk about the
indication as if it were a signal I (for imposter).

5.1 The Rise and Fall of I
At the end of 2015 the ATLAS and CMS experiments presented their preliminary physics results
from the first data collected at a significantly increased energy of 13 TeV. Physicists were excited
to learn the results since the higher energy allowed for a significantly higher sensitivity to new
phenomena, especially at high mass. Both experiments independently showed small indications
of an enhancement I of about 25 events in the distribution of the mass of a pair of two photons
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at 750 GeV (The ATLAS Collaboration, 2016; The CMS Collaboration, 2016).21 Although they
emphasized that the significance was too small to claim a discovery and could well be a statistical
fluke, in the weeks and months that followed, hundreds of papers were submitted debating how
I could be embedded in a theoretical framework. All theoretical analyses showed that, if the
signal would turn out to be significant, it could neither be accommodated by the SM, nor by any
previously developed BSM model. Strumia (2016) summarized the situation as “[t]he γγ excess
is either the biggest statistical fluctuation since decades, or the main discovery”.

In contrast to the frantic thinking by theorists about the meaning of I, experimentalists
were sitting on a fence, knowing that a decisive word on its survival would be spoken with more
data to be collected in the next few months. And indeed, in mid 2016, when ATLAS and CMS
released new data based on four times the previous statistics, the I saga came to an end. The
excess at 750 GeV was not confirmed, it turned out to be a statistical fluctuation (The ATLAS
Collaboration, 2017; The CMS Collaboration, 2018).

In the following we want to address, how I was explored: how and which data were collected
and how conceptualization was approached.

5.2 I and its theory relation

I was observed using established experimental strategies and contrasting it to the background
theory of the SM. But the Standard Model (SM) has no place for an additional particle. Fur-
thermore, nothing like I was expected in any of the many BSM models: no target theory of I
existed.

Without theory expectation, why did physicists measure the di–photon mass spectrum at
all? In fact, it is a standard analysis at the LHC, because, as Aad et al. (2015) summarizes:
“new high-mass states decaying to two photons are predicted in many extensions of the SM, and
since searches in the diphoton channel benefit from a clean experimental signature: excellent
mass resolution and modest backgrounds”. Thus, searching for a resonance in the di–photon
channel is motivated by both (BSM) model testing and, independent of any BSM model, by
its experimental virtues of simplicity and cleanliness. While several BSM models suggested
the existence of a diphoton resonance, they predicted substantially different properties than
were observed for I.22 Physicists, however, neither needed model predictions nor wanted to
be constrained by such. Instead, the diphoton channel was scrutinized for a resonance with a
range of masses and properties, only limited by the statistical and systematic constraints of the
experiment itself, but independent of any model expectations. To observe I, experimentalists
had to search broadly and to decouple themselves from theoretical motivations.

5.3 Conceptualizing I
While, obviously no concept of I was finally developed, the physicists’ approach of trying to
understand I, allows us to address what Arabatzis (2012) calls first level of conceptualization

21Such an enhancement, also denoted by physicists as ‘resonance’, signals the existence of a particle.
This episode has to be seen on the backdrop of the previous LHC running at lesser energies culminating in

the discovery of the Higgs boson h (see e.g. Chall et al. (2021)). Also the signature of the Higgs was a narrow
excess in the spectrum of the invariant mass of two photons at 125 GeV. While first indications for the Higgs were
reported with a statistical significance similar to what was seen for the I, with increased statistics, the Higgs was
confirmed with a significance of more than five standard deviations elevating the peak to a ‘discovery’. With the
signal at 750 GeV there was a sense of history repeating itself, although at different levels. The Higgs boson was
expected, the 750 GeV indication came as a complete surprise.

22As an example, the popular model suggested by Randall and Sundrum (1999) expected di-photon decays of
gravitons, the hypothetical mediators of gravitation. As all models, it predicted a higher production rate and
smaller width than observed for I.
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(see Sect. 2.2).

5.3.1 Step 1: Starting from Data

The first step was to take stock of what is known about I from measurements. Since measure-
ments at the LHC are comprehensive, facts about properties of I were immediately obtained
even without dedicated analyses. Together with data from previous running (‘Run 1’) at lower
energies, Franceschini et al. (2016) could list: “the anomalous events are not accompanied by
significant missing energy23, nor leptons [l] or jets [j]. No resonances at invariant mass 750 GeV
are seen in the new data in ZZ, l+l−, or jj events. No resonances were seen in Run 1 data at

√
s

= 8 TeV, although both CMS and ATLAS data showed a mild upward fluctuation at [a mass of]
750 GeV”.24

Considering the list, the immediate question is, why did physicists consider these properties
important given a vast range of other ones to characterize I. Why did physicists not choose
to mention, say, correlations between I production and the tides of the moon. As has been
frequently diagnosed, the hypothetico–deductive approach falls short in describing (early) con-
ceptualization. What data physicists considered relevant for I did not emerge from an even
tentative conjecture or hypothesis. Take the observation ‘no additional leptons’ exist. Physicists
did not hypothesize ‘I is (not) accompanied by leptons’. They had no reason to even assume
that I is (not) connected to leptons. Void of any model to predict I and a possible associated
production with leptons, their procedure cannot be translated in an ‘if-then’ relation (beyond the
trivial tautology ‘if the hypothesis is true, I is (not) accompanied by leptons’). They collected
facts without commitment to any of them as a solution for their problems.25 How physicists
approached I is more in line with the observation of Hanson (1960) that in conceptualizing
an astonishing discovery, “[n]atural scientists do not ‘start from’ hypotheses. They start from
data”(100). However, they selected the data according to the problem, based on very general
principles and restricting them to the scientific field of concern. For example, the time–invariance
of physics processes mentioned before, implies that since I was produced via SM particles, it
should also decay into SM particles. Thus a signal of I was searched for in all kinds of SM
particles.

For the first step of conceptualization, physicists extrapolated successful strategies and argu-
ments of the past and applied established general concepts. It is because of such an approach,
that gravitationally caused moon–tides were not considered – gravitation is too weak to be rel-
evant at the small scales of LHC physics.26 Adopting a picture of the many–dimensional space
of possible correlations, this can be characterized as a ‘nearest–neighbour’ approach – nearest to
the background theory. Because no hypothesis or tentative model for the problem solution was at
hand, and a priori it was not known, which data would be relevant to devise a model, searching
for relevant information implied an element of chance. However, the physicists’ strategy was
significantly different from random ‘trial and error’, but they systematically adopted established

23‘Missing energy’ is a term used by physicists to denote situations, where an energetic particle did not deposit
any signal in the detectors, although it entered the detector. Some types of particles like neutrinos interact
extremely weakly with matter such that they only very rarely leave a trace in a detector. This can also be true
for other (hypothetical) particles. Note that physicists maintain that energy and momentum is conserved.

24To be precise, claiming ‘not seen’ means upper limits on its production rates could be derived.
25Notably there may be one exception: looking for associated ‘missing energy’ is motivated by one of the

primary goals of current physics, to understand Dark Matter, for which ‘missing energy’ is supposed to be a
signature. But even in this case there is no explanatory model to lead to a non-trivial ‘if–then’ relation.

26It may be indicative of what may come out of explorations and long detailed studies without theory guidance,
that moon tides, surprisingly and significantly, affected the energy calibration at LEP, the predecessor of LHC
at CERN. However, the accelerator is a large object with a diameter of about 8.5 km, such that gravitational
interactions played a role.
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procedures.

5.3.2 Step 2: Embedding in a Global Framework

Let us now turn to the second step, which addresses what Lugg (1985), in analyzing Kepler’s
laws, considers the important question: “how a particular conceptualization was discovered, not
whether novel hypotheses can be ‘derived’ from suitably conceptualized data” (209). Indeed all
facts on I listed in the above quote were important for attempting to embed I in a larger frame-
work (for a summary see Strumia (2016)). Broadly speaking, the observation was approached
from two directions. Top–down methods assumed a worked–out model with explanatory power
at an energy scale higher than the SM. Alternatively, bottom–up approaches start from the
SM and the very general framework of Quantum Field Theory (QFT) to find constraints on I.
The top–down approach, which accords with hypothetico–deductive argumentation and reaches
beyond conceptualization, simply did not work for I, although a plethora of hypotheses were
studied. Thus we will focus on the bottom–up approach, which serves to classify the observed
properties by supplementing the SM with minimal assumptions.

Instead of speculating about properties of I, constraints on I were obtained from fairly gen-
eral principles of QFT and symmetries of the SM. Here we follow Franceschini et al. (2016).
Assuming some new physics at an unknown energy scale Λ, the SM Lagrangian was supple-
mented by an operator representing I with an unknown effective coupling. Such a procedure
can be systematically developed in the ‘Effective Field Theory’ (EFT) approach.27 Applying
this approach to the available experimental information allows one to, in the words of Nersessian
“specify moves ... within the space of possibilites”. For example, the low production rate sug-
gests that direct couplings of I to gluons and light quarks to I are disfavoured and a quantum
loop of heavy new particles should be introduced. The large width, on the other hand, called for
additional possible decays of I, which, in the absence of decays into gluons or light quarks, could
be accommodated by significant decays into heavy quarks (bottom or top), with a rate that was
allowed by the experimental upper limit.

This analysis does not not invoke a concrete target model, does not hypothesize and has a
priori no immediate bearing on much else than I. The only assumption is that general principles
apply. The use of an EFT is one example of how physicists conceptualize. In this case they start
with tools that have been developed and justified from the background theory.

5.3.3 Step 3: From Constraints to Model Building

Only in a third step the general constraints of the EFT approach were translated into possible
physical mechanisms and particles to explain the observed I production and decay. But even for
this step, physicists did not start from a coherent model or a physics motivation, but in a kind of
bricolage, they merged entities from different perspectival models, none of which anticipated I.28

Such attempts start providing ideas of further experimental studies, like, for example searching
for an entity at higher masses, and they would be an important step towards a model with
explanatory power. As it stands, however, while such bricolages can accommodate I and some
properties, model parameter have to be ‘stretched’ making them unlikely (Franceschini et al.,
2016)(39). This phase is a kind of exploratory modelling: assuming certain particles - could

27For the idea and formalism of Effective Field Theories see e.g. Manohar (2020).
28Such tools included prominently heavy vector–like quarks (Aguilar-Saavedra et al., 2013), which have different

helicity properties than ordinary quarks, do not couple to the Higgs boson and are frequently used in concrete
BSM models. While limits on the number of ordinary quarks can be set from the production rate of the Higgs
boson, no such constraints exist for vector - like quarks. This allows one to introduce the required quantum loop
from step 2 without violating any experimental and theoretical constraint.
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the observation be accommodated? And does one observe the predicted implications? Only
this step starts resembling hypothetico–deductive argumentation with first, rather general and
testable hypotheses.

5.3.4 Summarizing Conceptualization of I

The approach to I reflects the very early steps in conceptualization, much earlier than what
is mostly discussed in literature. Also here we diagnose the iterative and reasoned procedure
that Nersessian (2008) claims for later stages. Evidently, at each step a wide range of possible
ways to conceptualize I is open, however, physicists follow a strategy starting from established
research traditions to eventually narrowing down the range of possibilities by accounting for
additional experimental information.

During these first steps of conceptualization neither a theory nor a hypothesis in the sense of
“tentative answers to a problem” (Hempel (1966), 17) or being “universal” (Popper (2002 [1935]),
43) is generated, not to speak of an explanatory model. These would only become relevant with
progress in conceptualization.

Let us point to an additional element in conceptualizing I, which becomes more relevant
for the case–study in Sect. 6: the crucial role of negative results. In case of conceptualizing I
itself, the non–observation of decay modes or associated particles contributed significantly to
conclusions about the possible character of I. Here the ‘nearest neighbor’ approach by using
EFTs makes this rather transparent.

6 EE to Discover: Exploring Higgs Properties

The previous case study considered the exploration of an astonishing phenomenon that has been
observed. In this section we will discuss exploration to find an astonishing phenomenon, one
that is not theoretically predicted. As discussed in Sect. 3.1, particle physics is in a state, where
physicists turn towards searching for signs of BSM physics with ‘model–independent’ analyses.
We follow this turn and do not consider searches along concrete BSM models.

Without a target model, in principle all observables are candidates for a discovery, a virtu-
ally infinite amount of possibilities. Naturally this requires measurements in a broad range of
parameter space that has as yet not been probed before, and thus experiments of an exploratory
type. In this section we will address how physicists try to organize these searches by strategically
targeting analyses that appear most promising to find deviations from the SM. In a first step
they divide the SM into different sectors and focus on what they consider a good portal for new
physics. Particularly promising appears the higgs sector, which we will take as an example and
for which, as characterized in de Florian et al. (2016)(1) “experiments will be able to measure
more precisely the kinematic properties of the 125 GeV Higgs and use these measurements to
probe for possible deviations induced by new phenomena”. As yet, no significant deviation from
the SM has been observed in any SM sector.

6.1 The Role of Theory

In Sect. 2.4 we distinguished three kinds of theory impact on experimental analyses. How do
these play into the search for deviations in the higgs sector?

In view of the first of our classes of theory impact: evidently, the search for deviations from
the SM requires the SM as a background theory. The high precision of both the SM and the
understanding of LHC measurements translates into a high sensitivity to potential deviations.
The second impact are theoretical motivations. For studies of the top quark at the LHC, Mättig
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and Stöltzner (2020) found a wide range of motivations from purely pragmatic and factual ones,
e.g. from simply that one has the data, to highly theoretical motivations, e.g. the perceived role
of the top quark for the stability of the universe. A similar broad range can be identified for
studying the higgs particle. Importantly, none of these motivations per se necessarily translates
into a target model yielding predictions, of where, what kind of, and how strong a deviation
should appear.

Even limiting the search for deviations to the higgs sector, a wide range of measurements is
possible. Restricting this range further, physicists perform a network of measurements on higgs
production at high Q2, motivated by discoveries at high Q2 in the past. Such measurements have
been performed by the ATLAS and CMS experiments using a large number of observables29 and
comparing them to the SM prediction in search for deviations (Aad et al. (2020); Aaboud et al.
(2018)).

6.2 Conceptualizing Negative Search Results

In contrast to the previous examples, here not only a target model is missing, but there is not
even a well–defined target. Both jets of Sect. 4 and the I of Sect. 5 had been observed, but in
our current example, one does not know if and where deviations show up in the high Q2 higgs
distributions. Thus exploration has to start with nil–results. However, we will argue that even
nil–results allow physicists to ‘impose order’, which, as discussed in Sect. 2.2 is an important
element of conceptualization.

To understand conceptualization of the nil–results in Higgs deviations one first has to realize
that non–observation can only be claimed within the experimental sensitivity ε. That is, to say
‘we have not observed phenomenon P ’, actually means ‘the phenomenon P is produced with a
rate that is at most ε’. Thus instead of excluding an observed phenomenon one can only put a
constraint on its rate.30

Secondly, physicists are able to organize all SM measurements with operators, where operators
that describe BSM have more than four dimensions. This provides an accounting scheme for
constraints on deviations from the SM, the most popular one being the SM Effective Field
Theory (SM–EFT) (e.g. Manohar (2020) and de Florian et al. (2016)(279ff)).31 Each of the (at
least) 2499 operators that are relevant for the LHC has an unknown ‘Wilson coefficient’32. The
important point here is that these 2499 operators are sensitive to any possible deviation from
SM processes. Measurements, for example the high Q2 higgs production, provide constraints
on the values for some Wilson coefficients, or – in case a significant deviation – their values.
As discussed in Bechtle et al. (2022), the SM-EFT has no representational meaning but, in the
words of Contino et al. (2013), “[parametrizes] our ignorance”.33

Knowing these constraints has important implications for the strategy of further measure-
ments – comparable to conceptualization of an observed signal. They give physicists guidance for

29E.g. jet multiplicities, transverse momenta of the Higgs for different jet multiplicities, angles between the
produced SM particles etc. All of these reflect high mass scales.

30Note that this is true for an analysis without a target model. It does not apply if P is predicted in a model
to have a certain rate, where one can definitely exclude P , if the experimental sensitivity is sufficient.

31EFTs were already discussed in Sect. 5.3. However, different to the I saga, in SM–EFT no new field I is
introduced, synonymous with not identifying a target. Instead, operators of higher dimension are constructed
that only contain SM fields. For LHC physics one obtains 2499 relevant operators at the lowest relevant dimension
six. Restricting the operators relevant to the Higgs boson, a subset of 66 operators is retained.

32The Wilson coefficients are parametrized as gi/Λ, where gi is the strength of the operator i and Λ the energy
scale of BSM.

33Although we agree with Koberinski (forthcoming) that measurements interpreted within SM-EFT provide
constraints for concrete models, we are more skeptical as regards the representational status of its operators and
instead emphasize the advantage of SM-EFT to organize measurements.
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measurements and model building: the magnitude of the coefficients, together with the potential
experimental sensitivity, suggests which distribution is of potential interest to find deviations.
Furthermore, they provide guard–rails for building models: constraints on the Wilson coefficients
should not be violated. Thus, the framework of SM-EFT provides physicists with an “orientation
and organization” (Steinle, 2016) as required for conceptualization, even if no target exists. Neg-
ative results are not only a necessary condition for conceptualization, but a sufficient one, if they
are based on a network of measurements and a systematically evaluated for positive results.34

There is another line of argument for the role of nil–results for conceptualization. If, as
is commonly anticipated, positive evidence will eventually be found, the current situation is
transitory. Thus, compared to what had been discussed for I, only the sequence of positive and
negative evidence changes: instead of conceptualizing by using positive evidence and negative
results simultaneously, one now starts with just negative results, waiting for the positive evidence.
The major difference between conceptualization of BSM using only negative results and a positive
signal like I is that the former still allows a potentially infinite amount of possible solution,
whereas the former singles out one (or a few) solutions.

6.3 Theory Testing vs. EE

The broad search for deviations as an instance of EE, brings to the fore the observation of Waters
(2007) that “the same experimental procedure might be employed for the purposes of exploratory
research in some situations and theory-driven research in others” (280) – see also O’Malley
(2007)(351). Indeed, operationally the search for deviations from the SM is identical to its
testing. By trying to confirm a theory there is always the potential of observing a deviation. A
stark operational demarcation between methods of theory testing and search for deviations from
that theory has probably never existed in history.

Instead different emphases between testing and search for deviations apply to the same kind
of measurements at different times. Take the SM: roughly speaking, the four decades between
the break–through for the quark hypothesis by finding the charm quark in 1973 (Augustin et al.
(1974); Aubert et al. (1974), see also Massimi (2007)) and the Higgs discovery in 2012 can
be considered as a theory–driven period aiming to confirm the SM. During this time, whole
accelerators were built to find particular SM particles, test if their properties agree with the SM
and measure the basic parameters of the SM. In 1978, while the SM was still in the infancy
of confirmation, a study characterized the projected LEP accelerator at CERN as “the ideal
instrument for a detailed study of the [then hypothetical] Z0 and more generally for the analysis of
the expected merging of weak and electromagnetic interactions” – as conceived in the SM (Jacob,
1978)(7). But Jacob added “[a]n attavistic [sic!] attitude does however call for surprises and still
more exotic things to happen.” (ibid.). Today, with all elements of the SM being observed, the
proposed new several ten billion euros CERN machine, aims to “[i]mprove by close to an order of
magnitude the discovery reach for new particles at the highest masses” (Abada et al., 2019)(1).
Testing SM processes is still a key item, but now with the aim to “[p]robe energy scales beyond
the direct kinematic reach, via an extensive campaign of precision measurements sensitive to tiny
deviations from the Standard Model (SM) behaviour.” (ibid).

But even if theory testing and the search for deviations are operationally identical, they
can be distinguished in theory space. As the quotes show, different weights were assigned to

34The importance of negative results on scientific strategies can also be seen in the failure to find signals
of hypothesized concrete BSM models over the past decades. As a result of these nil–results, not only whole
classes of models, like supersymmetry, became disfavoured, but they had important repercussions on guiding
principles for model development. By far the most prominent one during the past decades was naturalness (see,
e.g. (Giudice, 2018)). By non–observing BSM effects at the TeV scale, naturalness turned from being the holy
grail of model–building to an almost neglected principle.
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the two goals depending on the status of the field. If many features of a theory are not yet
experimentally established, the dominant goal of experimentalists (and theorists) is to confirm
the missing pieces. With more and more features of a theory being experimentally confirmed,
experiments have increasingly the goal to address its inherent short-comings and to explore ways
out. True, as Waters and O’Malley argue, the motivation is fluent, but this does not mean
theory–testing and exploration are not identifiable as distinct kinds of experimentation. Instead,
they differ by the (non)–existence of a target theory. Theory testing is “designed to settle a very
precisely specified question” (Elliott, 2007)(332): a target theory is known. In case of searching
for deviations in high Q2 Higgs production, there is no precisely specified question to be settled
– the target theory is unknown. Thus, if a target theory is known, experimentation would be
testing, if not, it is exploratory (if other requirements are met).

7 Lessons on Exploratory Experimentation from the LHC
Case Studies

The three case–studies serve us to address questions on the concept of exploratory experimenta-
tion outlined in Sect. 2, particularly in Sect. 2.5.

7.1 Requirements of EE

Guralp (2019) criticizes the absence of a worked-out account of the distinguishing aspects of EE
(76). His criticism has two aspects, firstly there is no clear definition, second, such definition
should distinguish EE from others kinds of experimentation.

Let us start with defining EE by setting its requirements, which are together necessary. They
are largely agreed upon in literature.

Almost trivially, for some parameter region to be explored it has to be unknown, at least not
well known. Thus

1 exploratory experimentation addresses a parameter space and properties of physical objects
that have not yet been probed by experiment or that have not yet been addressed in
sufficient depth.

In addition, for this parameter space,

2 EE is performed without a target model.

This is rather unanimously identified as the central aspect of EE. This requirement does not
exclude that vague ideas about the new parameter region exist, but these are not the reasons to
probe it. The absence of a target model can have several reasons and depends on the scientific
problem. For our three case–studies these were inabilities to solve mathematical equations, an
astonishing discovery beyond the current theory and the search for new, yet unknown entities.
Importantly, this requirement lends a certain autonomy to experimentation in its methods and
goals. The absence of a target theory does not mean EE is theory–free. EE always builds on a
background theory, i.e. it is performed on the back of a theoretical framework and established
instrumental and experimental methods. Even more, the better the background theory is known,
the more meaningful can EE be performed, since the target stands out more clearly.

Furthermore, the notion of exploration implies that EE extends beyond a single measurement,
such that

3 EE requires a broad and systematic experimental study of a target or a search for such.
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How these ‘networks of measurements’ are realized, has changed from the early EE analyses
of Steinle. He assumed, in the words of Schickore (2016)(24) that “only the instruments that
are not fixed lend themselves to exploratory experimentation”. We have shown that the rather
fixed experimental conditions at the LHC provide the required broadness and openness of EE,
typical for Big Science and high–throughput measurements.

While requirements 2 and 3 are commonly accepted, Guralp (2019) worries if the role of
conceptualization is a “necessary ingredient” for EE, or “simply one possible outcome of it”(76).
We will return to this later.

7.2 The Distinctiveness of EE

Guralp’s criticism further calls to distinguish EE from other kinds of experimentation. This is
seconded by Schickore (2016) (23f), who sees EE as a “heuristic tool” to “better characterize
diverse experimental practices”, but is skeptical that it is too broad. Thus, do the requirements
meaningfully distinguish EE from other types of experimentation?

Requirement 1 makes EE different from experiments repeating previous measurements either
to confirm or improve those or to apply a different method. Examples in particle physics are
measurements of masses or coupling constants, which are often used to reduce experimental
uncertainties.

Requirement 2 distinguishes EE from theory–testing experiments, which indeed are abound,
like the classical example of the solar eclipse measurement of Eddington and Dyson to test
General Relativity, or the tests of all predictions of the SM during the past five decades. These
theory–confirming experiments have distinctively different goals than EE. Requirement 2 rejects
a purely theory–centered view, which still dominates explicitly or implicitly philosophy of science
today.35

The third requirement separates EE from singular experiments that may probe new parameter
regions, and are not guided by a theory. An example is the high precision g − 2 measurement
of the anomalous moment of the muon (see Abi et al. (2021), for a philosophical discussion
see Koberinski and Smeenk (2020)). Koberinski (forthcoming) calls the g − 2 experiment an
“exploratory test” and relates it to EE. While the experiment can be part of the systematic
searches for deviations using SM-EFT as discussed in Sect. 6, by itself, the g − 2 should not
count as EE.

This brief discussion shows that the requirements of EE are powerful enough to distinguish it
from other types of experimentation, which makes Guralp’s criticism appear unjustified. Instead
it supports Schickore’s call for a ‘better characterization’ of the diverse ways of experimentation.
While to introduce a classification of experimentation is much beyond the paper, we agree that
it is underexposed in the philosophical debate: contrast the wealth of model types on the the-
oretical side listed, for example, in Frigg and Hartmann (2020) with those for experiments, say
in Franklin and Perovic (2021). The classification criteria that Elliott (2007) listed for EE may
be relevant here, and special purpose type experimentation like the ‘method–driven’ experimen-
tation recently suggested by De Baerdemaeker (2020) also may point to such classification.

7.3 Classes of EE

Since EE can be clearly distinguished from other kinds of experimentation, the broadness of EE
that Schickore (2016) criticizes, is not a negative property per se. Instead, it suggests to separate

35Its extreme version may be seen in Popper (2002 [1935]) who claims the experimentalist “to elicit a decisive
answer to these questions [put to him by theoreticians], and to no other. All other questions he tries hard to
exclude.” (89, original emphasis).
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EE into different classes. Analyzing EE case–studies in the literature, we suggested in Sect. 2.1
three classes of EE which we successfully adopted for our case–studies. While the requirements
of Sect. 7.1 as well as the existence of a background theory, are common to all classes, their
differences are notable in the role of a target, the theoretical motivation and the impact on the
background theory. Let us characterize how classes [a.] to [c.] differ in these respects.

[a.] Targets are identified within a global theory, which, however, cannot provide a local theory
of the target. The motivation to explore the local phenomenon thus is provided by the
global theory. The aim of EE is a conceptualization and parametrization of the local
phenomenon, which may lead to a local target model. In most cases this local target model
does not change the foundations of the global theory.

[b.] Targets are confounding experimental discoveries. Thus the targets are known, but a
theoretical understanding is missing. As such the background theory does not motivate
exploration, apart from the trivial motivation to cure its failure. The outcome of EE and the
subsequent embedding of the discovery into a theoretical framework requires fundamental
changes to the background model, for example, new structures or ontologies.

[c.] A target is missing if a new parameter region is systematically probed without a theoretical
expectation, possibly leading to an astonishing discovery. The motivations for such mea-
surements could be scientific curiosity or the explicit aim to discover some new fundamental
entity due to global deficiencies of the background theory. If indeed something astonishing
is discovered, it affects the foundations of the background model.

Surveying the literature, these three classes cover at least a large fraction of EE, although
we do not exclude that additional classes may exist. These three types exhibit well identified
features and are clearly separable, however, in the process of exploration transitions from one
class into another may occur. For example, a successful EE search for astonishing discoveries
([c.]) may lead to EE to understand those ([b.]).

In passing, let us comment on observational surveys that are prominent in astrophysics. We
find that the three types of EE (or better exploratory observation) can also be identified. They
may explore some target which is known to exist, but at this stage needs more input to develop
a model (for example the Sloan Digital Sky Survey on galaxy formation), they may explore
instances and conditions of an astonishing discovery, say collecting measurements on dark energy
(Dark Energy Survey), or they are equivalent to [c.]: astonishing discoveries, like those of the
accelerated expansion of the universe obtained by systemically surveying high redshift galaxies.
These examples also obey the requirements we set on EE before.

7.4 Conceptualization in EE

In our discussions we studied the process of concept formation. We saw that because particle
physics is highly formalized and because of its very high precision of both theory and exper-
imentation, the steps in concept formation are particularly transparent. Let us discuss some
take–aways.

7.4.1 Role of Conceptualization for EE Types

While in [a.] a global theory is not able to understand a phenomenon in detail, it constrains
conceptualization. Here a concept does not preexist a theory, as in most other case–studies,
but vice versa: conceptualization starts from a global theory. However, the global theory just
provides boundaries, which have to be filled by experimental measurements. As mentioned
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before, sometimes such a situation may also be solved by mere model–building without further
exploration, e.g. by setting a theory parameter to some limiting value. But often this does
not lead to a viable concept and model. Instead the phenomenon may be too complex to be
conceptualized without experimental exploration. Here the role of EE is to collect facts that need
to be ordered. The empirical rules to be developed connect to, without being derivable from, the
global theory. In fact attempting such derivation may even not be pursued if no fundamental
new insights are expected but high operational investment is required.

In contrast, for our case–studies [b.] and [c.], conceptualization reaches beyond the founda-
tions of the background theory. They are the classes, for which Carrier (1998)(184) stated,
they would typically open up new areas of research. Here conceptualization is a step towards
extending the background theory or embedding it into a larger framework. This makes EE
an important part of the scientifically most interesting periods, where the dynamics of science
becomes manifest. Such cases have been frequently discussed in, for example, Hanson (1960),
Lugg (1985) or Nersessian (2008). However, their discussions take up mature states, in which
all relevant measurements of the phenomenon are available such that conceptualization is the
immediate preparation of an encompassing theory. In contrast, we discuss conceptualization at
a more infant state, where significant experimental information on phenomena is missing but has
to be collected and eventually ordered.

All our cases underline that also in the absence of a theory, physicists approach conceptual-
ization in a very organized and systematic way instead of a random trial–and–error procedure.
Within such a systematic approach, certain ideas may fail, but these play a significant role to
develop a viable concept.

7.4.2 Conceptualization without Hypotheses

The absence of a target theory in EE makes it at least difficult to develop a testable hypothesis,
contrasting it to the commonly assumed hypothetico–deductive argumentation. In our case–
studies of the early state of conceptualization, physicists did not hypothesize certain properties
of a phenomenon, they did not propose specific new measurements or develop a prediction that
could be tested. Instead, taking the case–study of Sect. 5, they embedded the observation of I
and a collection of measurements into the framework of Effective Field Theory, allowing physicists
to derive constraints on properties, I could or could not have. Doing so, underlines that before
developing concepts of phenomena that may allow one to express hypotheses, one has to collect
facts about it. This reflects the observation of Hanson (1960) that scientists start from facts.
But then, without a concept, it is not clear a priori, which facts should be collected. We saw in
our examples that scientists started out from facts close to the established background theory,
thereby implicitly acknowledging and building upon the past progress of their field. ‘Nearest
neighbor’ properties of the phenomena were collected to embed them into a framework, but not
following a testable hypothesis.

Such limitation of a hypothetico–deductive procedure towards a discovery has been frequently
shown, for example, by Hanson (1960) and Lugg (1985) for Kepler’s derivation of ‘his’ laws.
Also O’Malley (2007) in her analysis of proteorhodopsin finds that “the less controllable nature
of the phenomena means that strict hypothesis testing is practically impossible”(352).

7.4.3 Conceptualizing Nil–Results

The absence of a hypothetico–deductive procedure for conceptualization becomes obvious in case–
study [c.]. Here the particular challenge is to find an order in nil–results, at least for a transition
period. As discussed in Sect. 6.2, this is possible by building upon very general principles of
the background theory. Conceptualization in this context allows physicists to identify research
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paths, both in experiments and model–building, which appear less promising to reach the goal,
or those which amplify possible observations.

The importance of nil–results has also been discussed in other examples of conceptualization,
however, with a different flavour. For example, in the context of Kepler’s attempts to find
the order in Tycho Brahe’s measurements of positions of planets with time, Hanson (1960)
(105) concludes “ways in which scientists sometimes reason their way towards hypotheses, by
eliminating those which are certifiably of the wrong type, may be as legitimate an area for
conceptual inquiry as are the ways in which they reason their way from hypotheses”. Here a
nil–result is a failed hypothesis, not a non–observation as in our case. It is also different from
nil–results as obtained by the Michelson–Morley experiment, which refuted a concrete model
prediction (of the existence of an ether) and could be considered a classical experiment for
testing a hypothesis. Our example differs from Kepler and Michelson–Morley. Firstly, we do
not consider single nil–results, but a broad and different variety. Secondly, no model prediction
exists for a phenomenon, instead the nil–results are hoped to help to eventually lead to a model.

7.4.4 The Need of Conceptualization for EE

After analyzing the relation of conceptualization to EE, we now return to the question of Gu-
ralp (2019) if conceptualization should be seen as a defining requirement for EE. For [a.] and
[b.] exploratory experimentation has the explicit aim of conceptualization. Even though this is
different for [c.], also in this case it results in an organization of the measurements and a quan-
titative assessment. Thus, even if conceptualization may not be a defining requirement for EE,
it is integral part and natural outcome and necessarily connected to EE. It is unreasonable to
assume that scientists would develop a network of experiments to just collect facts and not try
to order their findings.

This is underlined by examples outside of LHC physics: as discussed by Franklin (2005),
the microarray survey is followed by “looking for and finding similarities between them that
they later hypothesized explained their similar behaviors” (894). Also the discovery of partons,
discussed by Karaca (2013), was systemized and organized by subsequent measurements.

One may even argue that conceptualization builds upon the requirements for EE. Scientists
will conceptualize predominantly new measurements – for which no established target theory
exists. Instead, conceptualization is a first step to devise such a target theory. Finally, con-
ceptualization can only work if a broad number of facts are known. The three requirements
for EE are thus preconditions for conceptualization. Since conceptualization follows from these
requirements of EE, it should not count as a requirement of EE itself.

8 Conclusion

Exploratory experimentation at the LHC highlights the conditions and methods of EE in the
framework of Big Science and high–throughput experiment. Early accounts of EE emphasized
the need for measurement facilities to be flexible, to be able to devise new ones etc.. In contrast,
we observe that the broadness of experimentation and the high–throughput at the fixed LHC
facilities is beneficial for EE.

In general agreement with discussions on exploratory experimentation in the literature we de-
fined EE by three requirements: probing a new region of parameter space, the absence of a theory
of the target and a broad range of measurements. We find that these requirements distinguish
EE from other kinds of experimentation, which may be interesting for an eventual comprehensive
analysis of different kinds of experimentation and their respective roles for scientific progress.
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While these requirements make EE well defined and distinct, they are also broad and encom-
pass experimentation with different qualities and thus suggest to classify EE. We suggest three
classes that align with the case–studies in the literature and EE at the LHC. The overarching
criterion to differentiate between the classes is their respective (theoretical) motivation to ex-
plore: either they fill a local gap in an otherwise well understood global theory, or they explore
properties of an astonishing discovery in conflict with the global theory, or they aim for a dis-
covery that is not predicted by theory. Beyond their (theoretical) motivation, this classification
implies other differences: some classes have a known target, some do not, also they have different
repercussions on the background theory. Thus, the three classes are clearly identifiable and play
different roles in the scientific inquiry.

Our case–studies also reveal how concepts of a target system are formed in a very early state.
Indeed, in almost all examples of EE discussed in literature, EE triggered conceptualization. This
may not be surprising in view of the large overlap between the requirements of EE with those
needed for concept formation, at least in its early stage. Conceptualization thus has to be seen as
a consequence from EE but, in contrast to some opinions, it is does not seem meaningful to count
it as a requirement for EE. We also saw in our examples that to a large extent, concept formation
did not start by hypothesizing. The absence of a target model, or even a general idea about a
concept of the target, makes it is difficult to formulate hypotheses. Thus, our case–studies support
observations that a hypothetico–deductive approach is not followed, although it certainly will
become relevant at more mature stages of concept formation. Instead of trying to hypothesize,
what is seen as center-stage in our examples, is the collection of relevant measurements, which
eventually should be ordered. These relevant measurements were collected based on established
research practices, acknowledging the scientific progress reached up to now. Our case–studies
further show the high importance of nil–results. Concept formation does not only work with
positive evidence, but of similar value are constraints that identify possible concepts to be dead–
ends. We discussed case–studies where nil–results worked together with positive evidence to lead
to concept formation. However, we also showed that conceptualization in EE in the absence
of positive evidence, but with a broad range only nil–results is possible, meaningful, and an
important means to define scientific strategies.
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Standard Model Effective Field Theory from a Model Perspective. Studies in History and
Philosophy of Science Part B: Studies in History and Philosophy of Modern Physics, 2022.
doi: 10.1086/710618.

F. J. Boge and C. Zeitnitz. Polycratic hierarchies and networks: what simulation-modeling at
the LHC can teach us about the epistemology of simulation. Synthese, 199(1):445–480, 2021a.

F. J. Boge and C. Zeitnitz. Correction to: Polycratic hierarchies and networks: what simulation-
modeling at the LHC can teach us about the epistemology of simulation. Synthese, 199(3):
11767–11768, 2021b.

J. Bogen and J. Woodward. Saving the Phenomena. Philosophical Review, 97(3):303–352, 1988.

R. M. Burian. Exploratory Experimentation and the Role of Histochemical Techniques in the
Work of Jean Brachet, 1938-1952. History and Philosophy of the Life Sciences, 19(1):27–45,
1997.

R. M. Burian. On MicroRNA and the Need for Exploratory Experimentation in Post-Genomic
Molecular Biology. History and Philosophy of the Life Sciences, 29(3):285–311, 2007.

M. Carrier. New Experimentalism and the Changing Significance of Experiments: On the Short-
comings of an Equipment-Centered Guide to History. In M. Heidelberger, editor, Experimental
essays: Versuche zum Experiment, pages 175–191. Nomos Verlagsgesellschaft, 1998.
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