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Abstract:	

Philosophers	of	science	have	in	recent	years	presented	arguments	in	favour	of	increasing	
cognitive	diversity,	diversity	of	social	locations,	and	diversity	of	values	and	interests	in	
science.	Some	of	these	arguments	align	with	important	aims	in	contemporary	science	policy.	
The	policy	aims	have	led	to	the	development	of	institutional	measures	and	instruments	that	
are	supposed	to	increase	diversity	in	science	and	in	the	governance	of	science.	The	links	
between	the	philosophical	arguments	and	the	institutional	measures	have	not	gone	
unnoticed.	Philosophers	have	even	explicitly	suggested	that	institutional	measures	could	be	
used	to	increase	diversity	in	science.	But	philosophical	criticisms	of	the	existing	institutional	
instruments	have	also	been	presented.	Here	I	review	some	recent	case	studies	in	which	
philosophers	examine	actual	attempts	to	increase	diversity	in	science	by	using	institutional	
measures	implemented	from	the	top	down	–	attempts	that	have	failed	in	one	way	or	another.	
These	studies	examine	attempts	to	involve	citizens	or	stakeholders	in	the	governance	of	
science	and	technology	and	attempts	to	increase	the	number	of	interdisciplinary	
collaborations.	They	draw	attention	to	the	limitations	of	such	instruments,	calling	into	
question	the	most	optimistic	visions	of	using	institutional	instruments	to	increase	diversity	in	
science.	
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1.	Introduction	

In	this	paper	I	review	some	recent	philosophical	case	studies	that	tell	us	about	the	limitations	
of	institutional	instruments	that	are	supposed	to	increase	diversity	in	science.	Philosophers	of	
science	have	in	recent	years	presented	several	arguments	in	favour	of	increasing	cognitive	
diversity,	diversity	of	social	locations,	and	diversity	of	values	and	interests	in	science	and	in	
the	governance	of	science.	While	I	find	some	of	the	arguments	in	favour	of	increasing	diversity	
in	science	convincing,	here	I	will	not	attempt	to	back	them	up.	Instead,	I	want	to	ask	what	
follows,	in	practice,	if	we	are	convinced	by	some	or	all	of	them.	Do	we	know	what	kind	of	
measures	should	be	taken	if	the	aim	is	to	increase	diversity	in	science?	

Some	of	these	philosophical	arguments	align	with	important	aims	in	science	policy.	The	latter,	
in	turn,	have	led	to	the	development	of	various	institutional	instruments	that	are	supposed	to	
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increase	diversity	in	science	and	in	the	governance	of	science,	and	philosophers	of	science	
have	endorsed	some	of	these.	However,	it	is	not	clear	that	they	are	always	very	effective.	
Critical	case	studies	of	such	instruments	are	useful	when	we	attempt	to	understand	whether	
and	to	what	degree	they	can	actually	increase	diversity	in	science.	

Throughout	the	paper	I	will	be	using	a	broad	notion	of	science,	one	that	also	encompasses	the	
social	sciences	and	the	humanities,	like	the	German	word	Wissenschaft	and	the	Latin	scientia.	
Moreover,	as	many	of	the	institutional	instruments	I	examine	have	been	implemented	at	the	
porous	boundaries	between	science	and	technology,	the	underlying	broad	account	of	science	I	
use	will	also	include	its	many	connections	to	technology.	

I	focus	on	instruments	implemented	from	the	top	down	that	aim	at	involving	citizens	or	
stakeholders	in	decisions	about	the	governance	of	science	and	technology,	and	instruments	
that	are	meant	to	increase	the	number	of	interdisciplinary	collaborations.	The	first	I	take	to	
illustrate	the	possibilities	and	limitations	of	using	top-down	institutional	measures	to	
increase	social	diversity,	particularly	the	diversity	of	values	and	interests,	in	the	governance	
of	science	and	technology.	The	second	I	take	to	illustrate	the	possibilities	and	limitations	of	
using	top-down	institutional	measures	to	increase	cognitive	diversity	in	research	groups.	

I	will	start	by	distinguishing	three	types	of	diversity,	and	briefly	summarising	some	
arguments	that	they	are	beneficial	in	science.	Then	I	introduce	the	types	of	institutional	
instruments	on	which	I	will	focus.	After	this,	the	bulk	of	the	paper	is	devoted	to	the	case	
studies	I	review.	Finally,	I	draw	some	conclusions	from	the	case	studies	reviewed,	arguing	
that	philosophers	should	be	wary	about	endorsing	top-down	institutional	instruments	as	
ways	to	increase	diversity	in	science,	as	they	may	not	be	particularly	effective.	

	

2.	Diversities	in	science	

Discussions	about	diversity	abound	in	contemporary	philosophy	of	science.	A	plethora	of	
arguments	point	towards	similar	conclusions:	it	is	good	for	research	groups	and	scientific	
communities	to	be	diverse,	it	is	good	if	decisions	in	science	and	informed	by	science	are	made	
in	a	way	that	takes	diverse	viewpoints	into	account,	and	it	is	good	if	diverse	values	and	
interests	influence	the	governance	of	science.	The	term	"diversity",	however,	refers	to	many	
different	forms	of	diversity,	and	the	similar	conclusions	form	a	cluster	of	claims.	I	will	now	
briefly	distinguish	three	forms	of	diversity	that	can	be	meant	when	talking	about	diversity	in	
science.	After	that	I	turn	to	some	ways	in	which	these	different	diversities	could	perhaps	be	
increased	by	using	institutional	measures.	

I	will	distinguish	between	cognitive	diversity,	diversity	of	social	locations,	and	diversity	of	
values	and	interests.	A	cognitively	diverse	group	is	one	where	the	members	use	different	
problem-solving	strategies,	have	different	competences,	background	beliefs	or	reasoning	
styles,	or	in	some	comparable	way	approach	the	subject	of	inquiry	from	clearly	different	
cognitive	perspectives.	A	group	that	is	diverse	with	respect	to	social	locations	has	members	
whose	social	locations,	such	as	class,	gender,	or	ethnic	identity,	vary.	And	a	group	that	is	
diverse	with	respect	to	values	and	interests	has	members	with	diverse	values	and	interests.		
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Philosophers	of	science	have	presented	epistemic,	moral,	and	political	arguments	that	all	lead	
to	a	similar	conclusion:	more	diversity	in	science	would	be	desirable.	

Cognitive	diversity	is	argued	to	be	beneficial	in	scientific	communities,	as	it	ensures	that	
research	efforts	are	distributed	widely,	and	cognitive	labour	is	divided.	This	is	epistemically	
valuable	when	it	is	unclear	which	line	of	inquiry	will	be	successful.	A	cognitively	diverse	
research	community	is	able	to	explore	research	problems	in	a	versatile	and	therefore	more	
efficient	manner	than	a	cognitively	more	homogenous	community.	With	complex	scientific	
problems	this	is	often	required:	they	should	be	approached	from	a	wide	range	of	different	
research	approaches	(Kitcher	1990;	Solomon	2001;	Weisberg	&	Muldoon	2009;	Pöyhönen	
2017;	Rolin	forthcoming).	Similar	arguments	have	also	been	presented	about	groups	and	not	
only	communities:	if	the	members	of	a	group	use	different	problem-solving	methods,	their	
combined	efforts	can	lead	to	better	outcomes	than	the	combined	efforts	of	a	cognitively	
homogenous	group.	This	idea	has	been	backed	up	particularly	with	the	"diversity	trumps	
ability"	hypothesis	introduced	by	Hong	and	Page	(2004;	Page	2008;	for	criticism	see	Reijula	&	
Kuorikoski	2021).	Their	modelling	approach	suggests	that	a	group	of	diverse	problem-solvers	
could	outperform	a	group	of	individually	more	capable	but	less	diverse	problem-solvers.	

Demands	for	more	diversity	of	social	locations	are	based	both	on	moral	and	political	
arguments,	and	on	epistemic	ones.	Many	social	groups	are	underrepresented	in	scientific	
communities,	and	this	is	both	unjust	and	potentially	epistemically	harmful.	It	is	unjust	
because	the	results	science	produces	affect	so	many	aspects	of	contemporary	societies;	it	is	
wrong	if	the	viewpoints	of	the	powerful	influence	scientific	knowledge	production,	whereas	
the	perspectives	of	marginalised	groups	are	not	taken	into	account.	Moreover,	standpoint	
epistemologists	argue	that	different	social	locations	can	offer	epistemically	privileged	
perspectives	to	different	issues,	and	particularly	the	viewpoints	of	members	of	socially	
marginalised	groups	can	make	an	epistemic	difference,	precisely	because	these	groups	are	
underrepresented	in	academia.	Their	inclusion	can	counteract	the	harmful	effects	of	social	
oppression	in	knowledge	production.	If	a	scientific	community	is	too	homogenous	in	the	
sense	of	social	locations,	it	risks	remaining	blind	to	some	issues.	(Wylie	2003;	Jasanoff	2003;	
Jaggar	2004;	Intemann	2010;	Harding	2015;	Rolin	2019.)	

Demands	for	more	diversity	of	values	and	interests	are	also	based	on	epistemic,	moral,	and	
political	arguments.	Feminist	empiricists,	most	notably	Helen	Longino	(1990,	2002)	have	
argued	that	well-functioning	epistemic	communities	need	members	who	have	diverse	values,	
because	this	guarantees	efficient	debates.	When	research	is	scrutinised	from	diverse	value	
perspectives,	it	is	unlikely	that	some	widely	shared	values	could	lead	to	errors	that	would	
remain	unnoticed.	Other	arguments	emphasising	the	importance	of	a	diversity	of	values	and	
interests	are	more	closely	linked	to	the	arguments	about	social	diversity	in	the	sense	of	social	
location.	A	socially	homogenous	research	community	in	the	sense	of	social	location	is	likely	to	
be	homogenous	also	in	the	sense	that	its	members	share	similar	values	and	interests.	This	can	
be	both	epistemically	and	socially	harmful	if	it	leads	to	a	situation	where	researchers	pay	
attention	mostly	or	only	on	issues	that	are	deemed	important	and	worthy	of	study	by	those	
who	share	their	social	location	and	values	–	and	issues	that	are	important	for	other	groups	in	
society	are	left	understudied	(Wylie	2003;	Intemann	2010).	It	is	also	argued	to	be	politically	
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questionable.	Many	philosophers	of	science	today	argue	that	value	decisions	are	unavoidable	
in	all	stages	of	research.	If	so,	in	a	democratic	society	these	decisions	should	not	be	made	by	
researchers	whose	views	by	no	means	represent	the	society	at	large.	Instead,	they	should	be	
made	democratically.	In	other	words,	the	values	should	either	be	representative	of	the	values	
of	the	general	population,	or	they	should	reflect	the	values	and	interests	of	stakeholder	
groups	who	are	likely	to	be	somehow	affected	when	the	results	of	research	are	put	into	use.	
(Kitcher	2001;	2011;	Douglas	2005,	2009;	Elliott	2011.)	

	

3.	Institutional	solutions	for	increasing	diversity?	

Some	of	the	aims	summarised	in	the	previous	section	chime	with	important	aims	in	
contemporary	science	policy.	Today,	the	importance	of	some	types	of	diversity	in	science	is	
emphasised	in	many	countries	as	well	as	in	many	international	science	policy	organisations.	
This	has	led	to	the	development	of	various	methods,	approaches,	programmes,	and	
institutional	measures	and	instruments	that	are	meant	to	increase	diversity	in	science	in	
different	ways.	Some	of	them	are	typically	implemented	by	researchers	who,	for	instance,	
conduct	community-based	or	participatory	projects	because	they	wish	to	engage	
representatives	of	socially	marginalised	communities	in	their	research	(see	e.g.	Jordan,	Gust,	
Schemann	2015;	Wylie	2015).	Also,	some	measures	that	are	being	supported	by	universities	
and	science	policy	bodies	are	fully	optional	for	scientists	–	think	of	programmes	of	voluntary	
mentoring,	for	example	(Montgomery	2018).	Here,	however,	I	am	interested	in	measures	that	
are	more	formal	and	implemented	from	the	top	down,	such	as	regulations	and	funding	
instruments.	I	will	call	them	institutional	solutions,	instruments,	or	measures	that	are	
supposed	to	increase	diversity	in	science.	Do	we	have	good	reasons	for	believing	that	they	
actually	succeed	in	increasing	diversity?	If	we	accept	some	or	all	of	the	arguments	
summarised	in	the	previous	section,	should	we	endorse	the	use	of	such	institutional	
instruments?	

We	can	identify	at	least	three	clusters	of	these	kinds	of	measures:	ones	meant	to	increase	the	
share	of	underrepresented	groups	in	scientific	communities,	ones	meant	to	involve	citizens	
and/or	stakeholders	in	the	governance	of	science	and	technology,	and	ones	meant	to	increase	
the	number	of	interdisciplinary	collaborations.	In	the	next	section,	I	will	concentrate,	in	more	
detail,	on	cases	belonging	to	the	last	two	of	these	clusters.	But	first,	let	me	briefly	describe	all	
three.	

Firstly,	it	is	a	widely	accepted	aim	in	science	policy	to	try	to	increase	the	share	of	women	and	
underrepresented	minorities	in	scientific	communities.	This	has	led	to	the	development	of	
various	institutional	instruments	that	are	meant	to	foster	social	equity	in	science.	For	
example,	regulating	recruitment	and	hiring	practices	and	tenure	and	promotion	processes	is	
relatively	common.	Some	philosophers	of	science	have	endorsed	such	practices,	
acknowledging	that	their	use	can	increase	the	diversity	of	social	locations	in	scientific	
communities.	For	instance,	Anna	Leuschner	(2015)	argues	that	increasing	the	representation	
of	members	of	underrepresented	social	groups	in	science	requires	the	use	of	"mechanical	
solutions",	such	as	hiring	quotas	and	triple-anonymous	review	procedures	where	the	identity	
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of	the	author	of	a	manuscript	is	not	known	even	by	the	editor	or	the	conference	organiser.	As	
many	of	the	instruments	developed	for	this	purpose	are	fairly	well	established,	and	as	their	
efficacy	has	already	been	studied	from	many	perspectives	(see	e.g.	Laursen	&	Austin	2020),	I	
will	not	concentrate	on	them	here.	I	will,	however,	return	to	them	briefly	in	section	5.		

Secondly,	recent	decades	have	witnessed	the	emergence	of	many	institutional	instruments	
that	are	meant	to	"democratise"	the	governance	of	science	and	technology.	Citizen	panels,	
programmes	of	stakeholder	hearings,	and	other	similar	measures	that	are	supposed	to	
improve	the	possibilities	for	members	of	the	general	public	and	stakeholder	groups	to	have	
their	voice	heard	in	the	governance	of	science	and	technology	have	been	implemented	in	
many	countries	and	endorsed	by	important	science	policy	bodies	(Maassen	&	Weingart	2005;	
Jasanoff	2017;	Eigi	2017).	Sometimes	such	programmes	are	initiated	by	scientists,	but	as	we	
will	see	in	the	next	sections,	they	can	also	be	mandatory.	Many	philosophers	of	science	have	
recognised	that	the	use	of	such	instruments	can	be	an	effective	way	to	increase	diversity	in	
the	governance	of	science	both	in	terms	of	social	locations	and	in	terms	of	values	of	and	
interests.	Such	programmes	of	democratisation	and	engagement	chime	particularly	well	with	
arguments	that	demand	for	democracy	in	the	value	decisions	that	are	unavoidable	in	science:	
they	are	precisely	meant	to	ensure	that	many	value	decisions	related	to	science	are	made	
democratically.	Recognising	this,	Heather	Douglas	(2005)	and	Kevin	Elliott	(2011),	for	
instance,	have	endorsed	the	use	of	such	instruments.	

Thirdly,	institutional	instruments	that	are	meant	to	increase	the	number	of	interdisciplinary	
collaborations	are	very	common	today.	Interdisciplinary	research	is	often	seen	as	
indispensable	when	attempting	to	find	solutions	to	urgent	societal	and	environmental	
problems.	Science	policy	bodies,	for	example,	devise	funding	instruments	and	targeted	calls	
for	interdisciplinary	research,	and	universities	create	space	in	their	structures	for	
interdisciplinary	institutes	and	research	platforms,	reallocating	research	funds	so	as	to	create	
strong	incentives	for	scientists	to	join	them.	Typically,	advocates	of	interdisciplinarity	argue	
that	only	by	integrating	different	disciplinary	perspectives	scientists	can	gain	a	profound	
enough	understanding	of	many	of	the	complex	societal	and	environmental	problems	we	face	
today.	(Huutoniemi	et	al.	2009;	Pohl	et	al.	2017;	MacLeod	&	Nagatsu	2018;	Salmela,	MacLeod	
&	Munk	af	Rosenschöld	2021;	Griffiths	2022.)	In	practice,	when	successful,	institutional	
instruments	that	are	supposed	to	increase	the	number	of	interdisciplinary	collaborations	in	
academia	lead	to	the	creation	of	research	groups	that	include	members	from	different	
disciplines.	The	idea	is	that	they	learn	from	each	other	and	come	up	with	solutions	none	of	
them	could	have	reached	had	they	used	only	the	problem-solving	strategies	of	their	own	
disciplines.	This,	I	argue,	chimes	very	well	with	the	main	gist	of	the	arguments	demanding	for	
more	cognitive	diversity	in	research	groups:	if	the	members	of	a	group	use	different	problem-
solving	strategies,	their	combined	efforts	can	lead	to	better	outcomes	than	the	combined	
efforts	of	a	cognitively	homogenous	group.	

In	the	next	section	I	review	some	recent	philosophical	case	studies	that	tell	us	about	the	
limitations	of	institutional	instruments	belonging	to	the	last	two	clusters.	In	other	words,	I	
will	peruse	some	of	the	ways	in	which	institutional	solutions	meant	to	increase	diversity	in	
science	can	fail.	This	is	possible	because	philosophers	interested	both	in	the	institutions	that	
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sustain	and	shape	scientific	knowledge	production,	and	in	the	epistemology	of	practice,	have	
in	the	recent	years	produced	some	illuminating	case	studies	about	such	instruments.	Some	of	
these	case	studies	tell	about	failures.	And	this	is	needed,	because	if	philosophers	of	science	are	
to	endorse	the	use	of	such	instruments,	a	thorough	understanding	of	their	limitations	is	
valuable.	

	

4.	Failures	and	unexpected	outcomes	

In	this	section	I	will	discuss	recent	case	studies	that	focus	on	two	types	of	institutional	
measures.	In	the	first	two	subsections	the	focus	is	on	attempts	to	involve	citizens	and	
stakeholders	in	decisions	about	the	governance	of	science	and	technology:	participatory	
programmes,	citizen	forums,	stakeholder	hearings,	and	other	similar	endeavours.	In	all	of	
them	one	of	the	explicit	goals	is	to	take	the	diverse	values	and	interests	of	citizens	and/or	
stakeholders	into	account	in	the	decisions,	thus	making	them	more	democratic.	In	the	last	
subsection	I	will	turn	to	institutional	instruments	that	are	meant	to	increase	the	number	of	
interdisciplinary	collaborations	in	science.	One	of	the	explicit	aims	in	such	initiatives	is	to	
create	research	groups	and	sometimes	even	larger	communities	where	the	members	have	
different	disciplinary	backgrounds,	and	thus	use	different	problem-solving	strategies	and	
have	different	competences.	I	take	all	of	these	instruments	to	be	illustrative	examples	of	the	
ways	in	which	institutional	measures	are	used	to	increase	diversity	in	science.	And	I	take	the	
case	studies	below	to	tell	us	about	the	limitations	of	such	measures.	

	

4.1.	Against	the	consensus	ideal:	adversarial	interaction	and	critical	activism	

In	a	recent	article,	Jeroen	Van	Bouwel	and	Michiel	Van	Oudheusden	(2017)	examine	and	
criticise	some	contemporary	participatory	programmes	that	seek	to	democratically	intervene	
in	scientific	practice.	They	claim	that	the	programmes	they	examine,	and	much	of	the	
literature	discussing	public	participation,	take	for	granted	an	ideal	of	reaching	consensus.	
According	to	Van	Bouwel	and	Van	Oudheusden	this	ideal	can	be	harmful,	as	it	can	lead	to	the	
exclusion	of	some	potential	participants	from	the	participatory	processes,	thus	curtailing	the	
potential	diversity	within	programmes	that	aim	at	public	participation	in	the	governance	of	
science	and	technology.	They	therefore	examine	possible	alternatives,	based	on	different	
models	of	democracy,	particularly	emphasising	agonistic	plurality	that	questions	the	
consensus	ideal	and	allows	for	adversarial	interaction	between	parties	who	respect	each	
others'	right	to	differ.	Their	criticism	draws	attention	to	stakeholders	who	may	be	excluded	
from	participatory	processes	because	they	question	the	rules	and	expectations	of	the	existing	
processes.	I	will	argue	that	even	processes	of	public	participation	that	are	not	built	on	the	
consensus	ideal	may	exclude	some	stakeholders,	if	they	do	not	trust	the	organisers.	
Stakeholder	activism	and	activist	research	movements	can	sometimes	–	but	only	sometimes	–	
be	a	more	effective	way	for	such	stakeholders	to	have	their	voices	heard	in	science,	
technology,	and	science	policy.	

Van	Bouwel	and	Van	Oudheusden	describe	and	discuss	a	programme	of	participatory	
technology	assessment,	Nanotechnologies	for	Tomorrow's	Society,	that	was	initiated	in	
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Belgium	in	2006.	Its	aim	was	to	align	science	and	technology	innovation	with	the	values	of	
society	by	instigating	several	participatory	rounds	over	a	five-year	period,	thus	subjecting	the	
"visions	and	expectations	that	inform	nanoresearch	to	public	debate	and	streamlining"	(Van	
Bouwel	&	Van	Oudheusden	2017,	499).	The	participants	included	researchers	and	members	
of	technical	communities,	civil	society	organisations,	and	citizens.		

While	conflict	between	the	participants	was	expected,	Van	Bouwel	and	Van	Oudheusden	
argue	that	the	initiative	failed	to	adequately	address	the	diversity	of	the	values	and	interests	
of	the	different	participants,	because	it	did	not	allow	for	protracted	conflict.	The	programme	
was	based	on	a	normative	commitment	that	such	conflict	should	be	reconciled.	The	
participants	were	to	"learn	to	locate	common	ground	whilst	they	reconfigure	their	identities	
and	interests	along	the	way"	(ibid.,	500).	The	aim	was	to	reach	at	least	a	mutual	
understanding	and	recognition	between	the	participants,	and	ideally	"a	common	identity	and	
culture"	that	would	provide	a	basis	for	future	innovation	(ibid.).	However,	some	of	the	
participants	refused	to	conform	to	this	deliberative,	consensus-seeking	process:	

For	instance,	several	nanotechnologists	refuted	the	project’s	aim	of	involving	
‘nonexperts,’	such	as	lay	citizens,	in	scientific	and	technical	assessment.	Instead,	they	
suggested	educating	citizens	about	nanotechnology	so	as	to	acquire	public	support	for	
technology	innovation	through	participation	and	outreach	[...].	As	a	consequence,	the	
NanoSoc	process	became	impracticable	and	even	undercut	the	deliberative	process,	
which	its	initiators	sought	to	sustain.	(Van	Bouwel	&	Van	Oudheusden	2017,	505.)	

The	problem,	Van	Bouwel	and	Van	Oudheusden	argue,	was	that	the	initiators	of	the	
programme	had	adopted	a	consensual	deliberative	model	of	democracy.	In	other	words,	the	
participants	were	supposed	to	engage	in	a	rational	debate,	build	understanding	by	listening	to	
one	another	and	by	questioning	their	own	assumptions,	and	thus,	ideally,	end	up	forming	a	
genuine	consensus.	The	programme	was	therefore	feasible	only	if	all	participants	agreed	with	
the	idea	that	such	consensus	was	desirable,	and	that	this	kind	of	deliberation	was	the	way	it	
should	be	reached.	The	programme	was	therefore	unable	to	deal	with	a	situation	where	no	
such	meta-consensus	about	the	deliberative	rules	of	the	process	or	its	desirable	outcome	
existed.	

Van	Bouwel	and	Van	Oudheusden	discuss	alternative	models	of	democracy	and	suggest	
agonistic	pluralism	as	a	possibly	useful	one	when	planning	participatory	processes	in	science	
and	science	policy.	They	follow	Chantal	Mouffe	(1999;	2000;	see	also	Van	Bouwel	2009),	who	
has	criticised	particularly	deliberative	models	of	democracy	of	depoliticising	political	debates,	
and	of	not	allowing	for	genuine,	protracted	conflict	and	disagreement	about	the	rules	and	
aims	of	political	negotiations.	Instead	of	consensus,	agonistic	pluralism	seeks	to	establish	
interaction,	not	just	antagonism,	between	parties	whose	conflicts	may	be	irresolvable,	and	
who	can	disagree	even	about	the	rules	of	the	interaction.	By	following	this	model	of	
democracy,	Van	Bouwel	and	Van	Oudheusden	argue,	a	participatory	process	could	admit	that	
for	instance	some	conflicting	group	interests	and	values	can	be	non-negotiable.	This	would	
also	create	space	in	the	process	for	stakeholders	who	are	wary	of	the	consensus	ideal.	
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A	participatory	process	based	on	agonistic	pluralism	will	not	always	reach	a	decision.	In	other	
words,	such	processes	may	not	produce	the	kind	of	clear	solutions	to	problems	that	are	often	
wanted	from	participatory	processes.	If	the	process	is	supposed	to	inform	decision-making,	
the	decisions	typically	cannot	be	postponed	indefinitely,	and	any	decision	may	well	be	
unacceptable	to	one	or	more	of	the	parties	involved	in	the	process.	However,	arguably	a	
decision	that	is	overtly	against	the	views	of	some	stakeholders	is	at	least	more	transparent	
than	one	that	claims	to	be	based	on	a	consensus	view,	but	is,	in	fact,	based	on	an	agreement	
that	was	reached	only	because	some	stakeholder	groups	were	excluded	from	the	decision-
making	process.	Moreover,	it	can	be	difficult	to	predict	whether	a	participatory	process	could	
lead	to	a	consensus	view.	If	some	stakeholders	doubt	the	possibility,	and	the	process	is	based	
on	a	normative	commitment	to	the	consensus	ideal,	they	may	decide	not	to	participate.	A	
process	that	allows	for	protracted	conflict	would	be	more	inclusive,	and	could	sometimes	
enable	the	formation	of	agreements	that	the	participants	initially	thought	to	be	unlikely.	

But	even	a	programme	of	public	participation	that	would	allow	for	protracted	conflict	would	
not	necessarily	be	able	to	reach	and	engage	all	relevant	stakeholder	groups.	As	Catarina	
Dutilh	Novaes	and	Silvia	Ivani	(2022)	have	pointed	out,	programmes	of	public	participation	or	
engagement	are	able	to	reach	only	those	who	already	have	a	certain	"modicum	of	trust"	in	the	
organisers	of	such	programmes.	There	are	people	and	groups	who,	for	various	reasons,	do	not	
have	such	trust,	and	who	are	therefore	unlikely	to	engage	in	programmes	of	public	
participation.	As	Dutilh	Novaes	and	Ivani	note,	this	is	why	it	is	unlikely	that	such	programmes	
could	build	trust	in	people	who	actively	distrust	scientists,	even	though	they	can	increase	
already	existing	trust	in	science.	

Institutional	instruments,	such	as	programmes	of	public	participation	and	engagement,	are	
most	likely	not	an	effective	way	to	hear	and	take	into	account	the	values	and	interests	of	the	
most	distrustful	stakeholder	groups.	An	alternative	to	such	programmes,	one	that	some	
groups	have	seized,	is	to	combine	social	activism	with	research	initiated	and	even	conducted	
by	the	activists	themselves.	Stakeholder	activism	can	sometimes	lead	to	the	emergence	of	
movements	that	also	operate	within	academia	and	are	able	to	influence	science,	technology,	
and	science	policy.	Kristina	Rolin	and	I	have	recently	examined	indigenous	activism	as	an	
example	of	a	movement	that	has	succeeded	in	influencing	research	in	many	fields,	challenged	
dominant	academic	practices,	and	made	indigenous	perspectives	and	interests	heard	and	
taken	into	account	(Koskinen	&	Rolin	2019).	It	is	easy	to	think	of	other	similarly	successful	
movements	–	for	instance,	disability	activism	–	where	stakeholders	have	not	relied	on	
programmes	of	participation	or	engagement	designed	by	others,	but	initiated	movements	
aiming	at	change,	and	succeeded	at	least	to	some	degree.	Such	movements	can	function	as	
alternatives	to	programmes	of	public	participation,	and	be	successful	in	engaging	
stakeholders	who	generally	distrust	scientists.	But	because	such	movements	typically	
originate	outside	academia,	it	is	very	difficult	if	not	entirely	impossible	to	control	their	
emergence	by	using	the	kind	of	institutional	instruments	discussed	here.	

Moreover,	as	we	point	out,	there	is	no	guarantee	that	even	when	an	activist	movement	with	
epistemic	aims	has	emerged,	it	will	choose	to	operate	within	academia	(Koskinen	&	Rolin	
2019;	Koskinen	2021).	It	can	easily	also	establish	an	antagonistic	relationship	to	science,	
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bolstering	distrust	and	sometimes	even	propagating	clearly	pseudoscientific	views.	José	
Medina	(2021)	has	suggested	that	avoiding	such	an	outcome	requires	epistemic	activism	
within	the	group,	that	is,	collective	epistemic	action	that	aims	at	changing	both	oppressing	
institutions	that	affect	the	group	and	potentially	harmful	epistemic	dynamics	within	the	
group.	This,	too,	is	something	that	can	hardly	be	controlled	by	using	institutional	instruments	
that	only	work	in	academia.	

In	other	words,	activist	movements	can	increase	diversity	in	science	and	its	governance	if	
there	is	a	strong	enough	impetus	within	the	movement	itself	towards	engaging	in	critical	
interaction	and	also	operating	within	academia,	rather	than	towards	antagonistic	dismissal	of	
science	or	the	existing	scientific	institutions.	It	is	hard	to	see	how	institutional	changes	within	
academia	or	the	development	of	new	institutional	instruments	within	academia	could	much	
increase	the	likelihood	of	this	happening.		

Van	Bouwel	and	Van	Oudheusden	(2017)	criticise	not	only	the	programmes	they	study,	but	
also	much	of	the	STS	literature	on	participation,	for	relying	too	strongly	on	deliberative	
models	of	democracy	and	accepting	the	consensus	ideal	too	easily.	Their	criticism	is	also	
relevant	for	philosophy	of	science.	For	example,	Philip	Kitcher's	(2001;	2011)	influential	idea	
of	well-ordered	science	is	explicitly	based	on	a	deliberative	theory	of	democracy.	He	argues	
that	the	choice	of	problems	and	topics	to	be	studied,	ethical	constraints	on	research,	and	the	
ways	in	which	scientific	results	are	applied	should	be	decided	democratically.	When	
envisioning	how	this	could	be	done,	he	describes	an	idealised	group	of	representative	
deliberators	who	are	tutored	so	that	they	understand	the	issues	at	hand,	and	who	then	
deliberate	until	they	reach	common	preferences.	Ideally,	they	should	reach	a	consensus	view;	
otherwise,	they	should	vote.	Douglas	(2005)	has	similarly	endorsed	the	consensus	ideal	when	
examining	science	shops,	citizen	planning	efforts,	and	consensus	conferences	as	practical	
examples	of	processes	in	which	citizens	can	take	part	in	the	value	judgements	needed	in	
science.	It	is	important	to	recognise	that	while	such	processes	may	bring	some	democratic	
legitimacy	to	the	decisions,	their	ability	to	include	diverse	values	and	interests	is	limited.	A	
procedure	that	has	to	produce	a	consensus	view	or	a	result	of	a	vote	will	exclude	some	
groups.	Those	who	have	some	non-negotiable	values	and	interests	to	defend,	and	who	believe	
that	they	would	lose	if	the	issue	were	settled	by	a	vote,	are	unlikely	to	participate.	And	if	they	
do	not	trust	the	organisers	or	the	other	participants,	they	most	certainly	will	not.	

Diversity	of	values	and	interests	–	be	it	connected	to	diversity	of	social	locations	or	not	–	can	
bring	about	genuine,	non-negotiable	disagreements	and	protracted	conflict.	I	agree	with	Van	
Bouwel	and	Van	Oudheusden	in	that	programmes	of	public	participation	based	on	the	
consensus	ideal	risk	excluding	individuals	and	groups	who	doubt	the	ideal.	And	I	agree	with	
Dutilh	Novaes	and	Ivani	in	that	including	such	groups	is	even	more	difficult	if	they	distrust	
science	or	the	organisers	of	the	programme.	While	activist	movements	can	at	times	offer	
another	avenue	through	which	diverse	values	and	interests	are	introduced	in	academia,	they	
can	also	end	up	in	an	antagonistic	relationship	with	science	or	scientific	institutions.	
Moreover,	it	is	hard	to	control	activist	movements	with	academic	institutional	instruments.	
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4.2.	Taking	advantage:	hijacking	and	diversity	washing	

Distrust	in	programmes	meant	to	increase	diversity	in	science	or	science	policy	can	be	
warranted.	Philosophers	and	STS	scholars	have	drawn	attention	to	several	cases	where	
institutional	solutions	that	were	meant	to	democratise	decision-making	and	increase	public	
participation	in	science	or	science	policy	have	not	delivered	what	they	promised.	Instead	of	
the	diverse	values,	interests,	and	viewpoints	of	citizens	or	stakeholders	actually	influencing	
decision-making,	the	participatory	process	can	be	seized	by	some	powerful	party,	or	its	
results	may	not	actually	influence	decision-making	(Wilholt	2014,	Koskinen	&	Mäki	2016;	
Kurtulmus	2021;	Radder	2021).	This	can	happen	more	or	less	intentionally,	and	the	
participants	can	be	more	or	less	aware	of	the	flaws	in	the	process.	

Hans	Radder	(2019;	2021)	has	recently	analysed	a	development	of	the	Dutch	National	
Research	Agenda,	a	programme	meant	to	hear	citizens	when	choosing	topics	that	should	be	
on	the	research	agenda	of	Dutch	scientists.	In	2015,	members	of	the	general	public	were	
invited	to	submit	questions	they	would	like	to	see	scientists	addressing.	The	11,700	questions	
received	were	then	processed,	mostly	by	academic	juries,	after	which	funding	was	made	
available,	and	research	teams	could	propose	projects	seeking	to	answer	the	questions	chosen.	
However,	the	institutional	design	of	the	programme	was	problematic	in	many	ways.	The	
coalition	that	directed	the	process	included	representatives	of	employers'	associations	and	
established	policy	organisations,	while	representatives	of	many	relevant	stakeholder	
organisations,	such	as	labour	unions,	NGOs	and	academic	grassroots	organisations	were	not	
heard	–	in	other	words,	all	relevant	stakeholders	were	not	involved.	Moreover,	the	final	list	of	
140	questions	was	hardly	representative	of	the	original	questions:	

[T]he	process	of	clustering	the	11,700	questions	into	the	140	overarching	ones,	which	
has	been	carried	out	exclusively	by	academics,	was	by	no	means	a	neutral	procedure.	
The	following	example	shows	what	gets	lost	in	this	process.	One	question	reads:	"How	
can	we	increase	the	inclusion,	resilience	and	talents	of	young	people	with	(mental,	
cognitive,	physical)	developmental	problems	and	retardations?"	According	to	one	of	
the	scientific	jury	members,	the	core	of	this	question	can	be	rephrased	as:	"How	can	we	
have	children	grow	up	safely?"	[...]	But	of	course	the	original	question	is	not	limited	to	
questions	of	safety.	And	while	the	latter	question	could	be	used	to	promote	
technocratic	research	about	security	policies,	the	former	question	could	entail	a	rather	
different	set	of	research	projects.	(Radder	2021,	121–122.)	

Radder	argues	that	the	process	failed	to	be	democratic.	Clearly	the	process	also	failed	to	
reflect	the	diversity	of	values	and	interests	in	the	questions	the	participating	citizens	
originally	submitted.	

Sometimes	the	participants	in	participatory	programmes	realise	that	their	contributions	and	
concerns	are	lost	in	the	system	and	have	no	real	effect.	Sara	Angeli	Aguiton	(2018)	has	
studied	such	a	development	from	an	STS	perspective.	She	examines	French	citizen	
conferences,	participatory	technology	assessments,	and	similar	administrative	and	
institutional	actions	meant	to	increase	"technical	democracy".	Their	explicit	aim	is	to	increase	
citizen	and	stakeholder	participation	in	discussions	and	decisions	about	science	and	
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technology	and	their	use	in	society,	and	to	increase	the	democratic	control	of	technoscientific	
development.	They	are	supposed	to	diminish	power	inequalities,	temper	conflicts,	and	lead	to	
responsible	research	and	innovation.		

Aguiton	argues	that	while	such	policy	instruments	have	been	common	in	France	for	decades,	
they	have	become	instrumentalised	in	ways	that	go	against	their	democratic	premises:	in	
many	of	the	cases	she	discusses	the	institutions	organising	participatory	conferences	and	
forums	have	mainly	sought	to	govern	critique	raised	against	new	technologies,	not	to	
redistribute	power.	Such	instrumentalisation	has	not	escaped	the	attention	of	activist	groups.	
As	they	have	become	disillusioned	with	the	conferences	and	forums,	they	have	stopped	
collaborating,	refusing	to	be	"domesticated",	and	have	started	to	protest	against	the	
participatory	programmes	by	disturbing	and	heckling	their	public	meetings.	Aguiton's	(2018,	
111–122)	discussion	of	the	growing	tensions	between	the	parties	culminates	in	a	detailed	
description	of	a	protest	during	a	public	forum	on	synthetic	biology,	held	in	Paris	in	2013.	
Activists	sabotaged	the	forum	by	invading	it,	dressed	up	as	chimpanzees.	

However,	when	something	goes	wrong	in	such	a	participatory	process,	activists	and	other	
participants	in	the	process	do	not	necessarily	realise	it.	Bennett	Holman	and	Sally	Geislar	
(2018)	have	analysed	a	case	in	which	a	pharmaceutical	company	successfully	captured	a	
participatory	process	that	sought	to	involve	patients	in	the	assessment	of	a	drug	developed	by	
the	company.	The	US	Food	and	Drug	Administration	has	developed	a	concept	of	patient-
focused	drug	development	meetings.	The	aim	is	to	hear	the	patients'	views	especially	in	
situations	where	it	is	difficult	to	weigh	the	risks	and	benefits	of	a	new	drug.	Hearing	the	
patients'	viewpoint	is	supposed	to	offer	the	FDA	a	fuller	understanding	of	the	patient's	needs,	
and	thus	complement	expert	evaluations.	

Holman	and	Geislar	argue	that	in	the	case	they	studied,	the	pharmaceutical	company	
successfully	manipulated	the	meetings.	From	the	meeting	documents,	Holman	and	Geislar	
were	able	to	identify	two	distinct	patient	groups:	those	who	had	an	affiliation	with	the	
company	–	often,	the	company	had	paid	their	trip	to	the	meeting	–	and	those	who	did	not.	The	
two	groups	understood	their	ailment	in	distinctly	different	ways,	indicating	that	the	company	
had	either	successfully	manipulated	the	views	of	the	first	group,	or	succeeded	in	having	
patients	whose	views	were	already	favourable	to	their	interests	participate	in	the	meeting,	or	
both.	This	went	unnoticed	by	the	organisers	of	the	meeting,	and	the	result	was	that	the	drug	
was	approved,	despite	expert	evaluations	suggesting	otherwise.	

When	some	powerful	parties	involved	in	a	participatory	process	have	important	interests	are	
at	stake,	"lobbying,	bullying,	and	bribery"	(Wilholt	2014,	171)	of	the	participants	must	be	
expected.	This	of	course	should	be	taken	into	account	when	designing	the	policy	instruments.	

Holman	and	Geislar	(2018)	suggest	that	in	programmes	such	as	the	patient	meetings,	the	
institutional	design	could	be	more	resistant	against	attempts	to	manipulate	the	results.	They	
argue	that	such	policies	should	include	ongoing	reliability	assessments,	and	that	they	should	
be	designed	so	as	to	be	robust	to	foreseeable	countermeasures.	The	best	solutions,	they	claim,	
would	succeed	in	aligning	the	interests	of	the	different	parties,	so	that	there	would	be	no	need	
for	constant	countering	of	new	attempts	to	manipulate	the	process	and	its	results.		
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Their	suggestions	are	reasonable	in	the	context	they	examine	–	one	where	it	is	easy	to	predict	
that	one	party	is	likely	to	attempt	to	manipulate	the	views	of	the	participants,	and	this	party	is	
not	the	one	that	plans	and	organises	the	participatory	process.	But	they	are	not	adequate	in	
situations	where	this	is	not	the	case.	For	instance,	the	case	of	the	Dutch	National	Research	
Agenda	that	Radder	(2021)	describes	is	not	one	where	we	could	identify	two	clear	parties,	the	
organisers,	and	the	powerful	stakeholder,	in	an	arms	race	of	manipulation	attempts	and	
countermeasures.	In	murky	cases,	it	may	well	be	that	no	one	involved	in	the	process	is	
involved	first	and	foremost	in	order	to	ensure	that	the	participants'	diverse	values	and	
interests	are	genuinely	taken	into	account.	And	as	the	examples	above	illustrate,	in	such	cases	
the	result	may	be	something	other	than	the	increase	in	diversity	that	the	institutional	
measures	were	supposed	to	produce.	

	

4.3.	Getting	something	other	than	was	envisioned:	scientific	subordination	instead	of	
interdisciplinarity	

Not	only	social	diversity,	but	cognitive	diversity	too	is	something	that	is	valued	in	many	
science	policy	initiatives	today.	Interdisciplinary	collaboration	is	often	seen	as	a	way	–	
perhaps	even	the	only	effective	way	–	to	solve	many	of	the	urgent	problems	of	our	
contemporary	societies.	While	"interdisciplinarity"	is	a	complex	term	that	can	be	and	has	
been	defined	in	numerous	ways,	it	is	common	to	assume	that	interdisciplinary	research	is	
marked	by	the	integration	of	different	disciplinary	approaches.	In	order	to	solve	complex	
problems,	members	of	genuinely	interdisciplinary	research	groups	learn	from	each	others'	
perspectives	and	come	up	with	new,	integrated	approaches	capable	of	addressing	all	sides	of	
the	multifaceted	problems	they	study.	(Klein	2010;	Huutoniemi	&	Rafols	2017.)	In	other	
words,	the	idea	that	it	is	beneficial	if	the	members	of	a	research	group	or	a	larger	research	
community	employ	different	problem-solving	strategies	is	widely	shared	in	contemporary	
science	policy.	

This	conviction	has	led	to	the	development	of	institutional	instruments	that	are	meant	to	
incentivise	interdisciplinary	collaborations.	The	functioning	of	such	instruments	has	started	
to	also	interest	philosophers	of	science.	Two	recent	articles,	reporting	on	separate	studies	in	
different	countries,	come	to	surprisingly	similar	conclusions:	rather	than	increasing	the	
number	of	interdisciplinary	collaborations	of	the	kind	sketched	above,	the	studied	
institutional	measures	have	led	to	something	else.		

Daniel	J.	Hicks	(2021)	has	used	bibliometric	methods	to	study	publications	produced	in	
nondepartmental	research	units	at	the	University	of	California,	Davis.	These	units	are	
supposed	to	support	interdisciplinarity,	but	Hicks's	evidence	shows	that	they	have	mostly	
succeeded	in	promoting	multidisciplinarity	–	that	is,	there	is	perhaps	fruitful	interaction	
across	disciplinary	boundaries,	but	the	collaboration	has	not	led	to	the	integration	of	different	
disciplinary	approaches.		

A	somewhat	similar	result	has	emerged	from	a	much	larger	case	study	conducted	in	a	project	
led	by	Mikko	Salmela,	where	I	was	part	of	the	research	team.	The	research	platforms	we	
studied	in	this	project	have	mostly	not	led	to	the	emergence	of	genuinely	interdisciplinary	
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collaborations	marked	by	the	integration	of	different	disciplinary	approaches.	Instead,	the	
platforms	have	promoted	something	else.	I	will	now	look	at	our	case	more	in	detail	in	order	to	
understand	what	this	might	mean	for	attempts	to	increase	cognitive	diversity	in	research	
groups.	The	results	of	the	case	study	that	are	of	interest	here	have	been	described	and	
analysed	in	detail	in	a	recent	article	by	Salmela,	Miles	MacLeod,	and	Johan	Munck	af	
Rosenschöld	(2021),	and	I	will	base	my	discussion	on	their	paper.	

Our	interdisciplinary	team	conducted	a	case	study	of	a	structural	reorganisation	of	a	small	
technical	university,	"BizTech".	During	the	four-year	study	period,	this	university,	located	in	a	
Nordic	country,	reallocated	its	internal	research	funds	to	temporary	research	platforms.	To	be	
able	to	apply	for	funding,	a	platform	had	to	incorporate	researchers	from	at	least	two	of	the	
university's	three	schools.	

Similar	developments	as	the	ones	we	studied	are	common	in	many	European	universities,	and	
as	Hicks'	case	illustrates,	also	in	many	other	countries	(see	also	Griffiths	2022).	In	Europe,	an	
important	catalyst	for	these	kinds	of	structural	changes	is	the	Horizon	Europe	funding	
programme	(and	its	predecessor	Horizon	2020)	which	aims	at	interdisciplinary	
collaborations	focusing	on	topics	that	are	deemed	societally	important.	Universities	attempt	
to	increase	their	researchers'	chances	of	gaining	the	highly	competitively	allocated	funding	by	
creating	structures	that	would	not	only	support,	but	strongly	incentivise	interdisciplinary	
research	collaborations.	(Lindvig	&	Hillersdal	2019;	Salmela,	MacLeod	&	Munck	af	
Rosenschöld	2021.)	

Our	research	team	included	philosophers	and	STS	scholars.	We	followed	the	creation	and	
development	of	the	platforms	at	BizTech,	and	conducted	semi-structured	interviews	with	
platform	PIs,	coordinators,	professors,	and	researchers	from	three	platforms,	as	well	as	the	
university	management.	The	aim	of	the	study	was	to	study	tensions	arising	in	
interdisciplinary	collaborations,	and	to	evaluate	the	epistemic	consequences	of	such	a	
structural	reorganisation	of	university	research.	One	of	our	team's	findings	is	of	particular	
interest	here:	in	only	one	of	the	three	platforms	we	saw	something	that	might	amount	to	
interdisciplinary	integration.	Instead	of	the	kind	of	exploratory	learning	by	which	"genuine"	
interdisciplinarity	is	supposed	to	be	characterised,	our	team	found	platforms	where	some	
strong	groups	with	established	epistemic	goals	formed	the	core	of	the	platform,	set	the	
research	topics,	and	framed	the	main	problems,	and	other	participating	groups	had	to	adjust	
their	research	to	serve	the	core.	Instead	of	different	disciplinary	perspectives	being	
integrated,	one	perspective	would	dominate.	In	other	words,	the	platforms	became	examples	
of	scientific	subordination	(MacLeod	2018)	rather	than	genuine	interdisciplinarity.	

Salmela,	MacLeod	and	Munck	af	Rosenschöld	(2021)	suggest	that	one	of	the	reasons	why	this	
happened	was	that	when	the	platform	strategy	was	planned,	the	aim	of	creating	
interdisciplinary	collaborations	was	conflated	with	the	aim	of	optimising	the	ability	of	
researchers	to	gain	external	funding.	The	strategy	proved	to	be	quite	efficient	with	regard	to	
the	latter	aim.	But	gaining	external	funding	for	the	platforms	did	not	require	genuine	
interdisciplinary	collaborations.	Rather	than	promoting	balanced	communication	and	
integration,	the	platforms	could	pool	resources	in	a	way	that	would	reinforce	the	goals	of	the	
central	group	or	laboratory.	
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This	is	in	line	with	what	has	been	found	in	studies	concerning	the	effectivity	and	impacts	of	
such	science	policy	instruments	as	targeted	funding	calls	and	programmes.	It	is	surprisingly	
difficult	to	predict	or	control	how	they	shape	the	development	of	research	agendas,	ways	of	
conducting	research,	or	its	content,	particularly	in	the	long	run.	The	contemporary	academic	
environment	makes	researchers	skilful	in	adapting	to	their	funding	conditions,	and	creative	in	
presenting	their	own	goals	in	ways	that	are	or	appear	to	be	in	line	with	the	changing	criteria	
of	different	funding	opportunities.	And	the	long-term,	macro-level	consequences	of	such	
adaptations	are	not	well	known.	(Shove	2003;	Laudel	2006;	Gläser	&	Laudel	2016.)	

Our	case	illustrates	how	the	adaptation	and	creative	reinterpretation	of	the	aims	of	science	
policy	instruments	can	happen	on	multiple	levels.	First	the	aim	of	increasing	interdisciplinary	
collaborations	was	merged,	in	the	planning	of	the	platform	strategy,	with	other	central	and	
well-established	aims	of	the	BizTech	administration	–	first	and	foremost,	that	of	gaining	
external	funding	for	the	university's	researchers,	regardless	of	whether	interdisciplinarity	
was	stressed	in	the	funding	call.	Then	the	researchers	who	applied	for	the	platform	funding	
found	ways	in	which	they	could	advance	their	own	research	goals,	while	still	complying	with	
the	criteria	of	the	internal	funding	call.	The	result	was	mostly	something	other	than	
integrative	interdisciplinarity.	

As	Hicks	(2021)	points	out,	getting	multidisciplinarity	instead	of	interdisciplinarity	is	not	
necessarily	a	bad	thing.	This	is	true	also	if	we	think	about	the	possible	epistemic	benefits	of	
cognitive	diversity	in	research	groups.	It	is	possible	that	gaining	such	benefits	does	not	
require	that	much	or	that	ambitious	integration	of	the	different	problem-solving	strategies,	as	
long	as	there	is	some	kind	of	fruitful	interaction	(see	also	MacLeod	&	Nagatsu	2018).	
However,	it	is	doubtful	whether	any	of	the	benefits	could	be	achieved	if	the	collaboration	is	
characterised	by	scientific	subordination	(MacLeod	2018),	where	one	disciplinary	perspective	
is	dominant,	and	the	work	of	the	participants	who	have	different	disciplinary	backgrounds	is	
subordinated	to	the	dominating	discipline's	goals.	In	such	a	situation,	not	all	of	the	different	
problem-solving	strategies	of	the	participants	are	employed,	as	some	strategies	are	dominant	
right	from	the	start	of	the	collaboration.	Naturally	researchers	are	still	exposed	to	each	others'	
perspectives	more	than	in	monodisciplinary	research,	and	this	may	have	some	effect	later.	But	
in	the	collaboration	at	hand,	the	possible	epistemic	benefits	of	cognitive	diversity	have	been	
quite	effectively	curtailed.	In	other	words,	the	kind	of	institutional	instruments	we	studied	do	
not	reliably	lead	to	epistemically	beneficial	cognitive	diversity	in	research	groups.	

	

5.	Limitations	of	institutional	instruments	in	increasing	diversity	

What	should	we	make	of	these	case	studies?	If	we	philosophers	hold	that	more	diversity	in	
science	would	be	beneficial,	should	we	endorse	the	use	of	top-down-implemented	
institutional	measures	that	are	meant	to	increase	diversity	in	science?	Do	these	case	studies	
help	us	in	finding	an	answer	to	this	question?	

I	believe	that	we	can	draw	some	relevant	conclusions	from	the	case	studies.	They	are	
examples	of	critical	philosophical	scrutiny	of	the	kind	of	institutional	instruments	that	are	
often	used	in	contemporary	science	and	science	policy,	and	they	draw	attention	to	
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vulnerabilities	and	limitations	in	the	instruments	studied.	And	together	they	give	reasons	to	
question	whether	and	when	this	kind	of	top-down	institutional	instruments	are	effective	in	
increasing	the	diversity	of	values	and	interests	in	the	governance	of	science	and	technology,	
or	in	creating	more	cognitive	diversity	in	research	groups.	The	case	studies	do	not	tell	us	how	
common	the	problems	identified	are,	nor	do	they	tell	us	how	effective	the	instruments	could	
be	if	they	were	redesigned,	taking	the	identified	problems	into	account.	However,	they	should	
give	philosophers	reason	to	pause	before	endorsing	the	use	of	top-down	institutional	
measures	that	are	meant	to	increase	diversity	in	science.	This	is	because	they	identify	
features,	interdependencies	and	mechanisms	that	can	reduce	an	instrument's	capability	of	
producing	the	wanted	result,	and	they	show	that	the	problems	identified	are	not	just	possible	
in	principle,	but	have	at	least	sometimes	materialised.	

The	philosophical	case	studies	I	have	just	discussed	combine	two	trends	in	contemporary	
philosophy	of	science.	Firstly,	they	are	examples	of	what	Elizabeth	Anderson	(2006,	8)	calls	
institutional	epistemology:	a	branch	of	social	epistemology	that	investigates	the	epistemic	
powers	of	institutions.	Secondly,	they	approach	the	institutions	that	surround	and	shape	
science	with	a	"philosophy	of	science	in	practice"	attitude	(Boumans	&	Leonelli	2013),	
focusing	on	the	practices	of	science	policy	and	scientific	institutions.	To	put	it	briefly,	these	
case	studies	are	examples	of	what	could	be	called	institutional	epistemology	in	practice.	

All	these	case	studies	draw	attention	to	the	limitations	and	vulnerabilities	of	the	institutional	
instruments	they	study.		

The	programme	Van	Bouwel	and	Van	Oudheusden	(2017)	studied	was	shown	to	be	not	quite	
as	inclusive	as	one	could	hope.	I	agree	with	them	in	that	if	a	participatory	programme	is	based	
on	the	consensus	ideal,	it	risks	excluding	those	who	are	not	willing	to	share	the	ideal.	And	as	
they	point	out,	the	consensus	ideal	is	fairly	pervasive	in	contemporary	participatory	practices.	
This	can	be	a	problem	if	the	aim	is	to	increase	diversity	of	values	and	interests	in	the	
governance	of	science,	as	it	can	lead	to	the	systematic	exclusion	of	some	values	and	interests.	
We	do	not	know	how	often	this	happens,	but	the	possibility	is	there.	Such	exclusion	can,	in	
practice,	also	mean	the	exclusion	of	some	social	minority,	so	the	consensus	ideal	can	be	
problematic	also	if	the	aim	is	to	increase	diversity	in	terms	of	social	locations.	The	problem	
can	be	aggravated	if	many	in	the	excluded	group	mistrust	science	or	the	organisers	of	the	
programme	(Dutilh	Novaes	&	Ivani	2022).	

The	case	examples	summarised	in	section	4.2	show	that	the	programmes	studied	were	
vulnerable	to	more	or	less	intentional	misuse.	Instead	of	the	diverse	values	and	interests	of	
citizens	or	stakeholders	actually	influencing	decision-making,	a	participatory	process	can	be	
seized	by	some	powerful	party	(Holman	&	Geislar	2018).	Such	processes	can	also	be	
instrumentalised	in	ways	that	diminish	their	actual	influence	on	decision-making.	If	the	aim	of	
increasing	diversity	is	combined	with	other	aims,	such	as	containment	of	critique	against	new	
technologies,	a	programme	that	is	in	principle	meant	to	democratise	decision-making,	can	fail	
to	do	so.	(Radder	2021;	Aguiton	2018.)	It	may	be	difficult	to	prevent	particularly	the	latter	
kind	of	failings,	ones	that	result	from	the	aim	of	democratising	the	governance	of	science	and	
technology	being	but	one	of	the	things	an	institutional	instrument	is	supposed	or	hoped	to	do.	
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A	similar	problem	was	observed	also	in	the	BizTech	case	studied	by	our	team	(Salmela,	
MacLeod	&	Munck	af	Rosenschöld	2021).	When	the	aim	of	creating	interdisciplinary	research	
teams	was	but	one	of	the	aims	built	into	the	platform	strategy,	the	strategy	failed	to	reliably	
result	in	interdisciplinary	collaborations.	But	even	if	it	were	the	only	aim,	it	may	be	difficult	to	
create	top-down	institutional	instruments	that	could	reliably	produce	genuine	
interdisciplinarity,	because	researchers	are	quite	apt	at	advancing	their	own	research	goals	in	
changing	institutional	settings.	If	their	goals	do	not	include	genuine	interdisciplinary	
collaboration,	a	funding	instrument	might	not	be	a	very	effective	way	of	producing	it.	

The	institutional	instruments	examined	in	these	case	studies	could	not	reliably	increase	
cognitive	diversity	in	research	groups	or	the	diversity	of	values	and	interests	taken	into	
account	in	the	governance	of	science	and	technology.	As	noted,	this	is	in	line	with	what	is	
known	about	the	ability	of	instruments	such	as	targeted	funding	calls	to	influence	research	
agendas,	ways	of	conducting	research,	or	its	content:	it	is	difficult	to	control	complex	
processes	with	such	measures.	Institutional	instruments	like	the	ones	discussed	here	are	not	
very	precise	tools.	They	may	be	serviceable	if	the	aim	is	clear-cut	enough.	For	example,	if	the	
goal	is	to	raise	the	share	of	women	in	the	STEM	fields	in	some	university,	it	may	well	be,	as	
Leuschner	(2015)	argues,	that	institutional	solutions	implemented	by	the	university	
administration,	such	as	hiring	quotas,	could	do	the	trick.	But	this	does	not	mean	that	other	
diversity	aims	are	as	easy	to	reach	by	using	similar	measures.	If	a	diversity	aim	is	not	easy	to	
measure,	the	use	of	an	institutional	instrument	implemented	from	the	top	down	can	lead	to	
something	other	than	what	was	sought	–	for	instance,	scientific	subordination	instead	of	
interdisciplinarity.	Moreover,	virtually	all	institutional	instruments	are	implemented	in	
complex	institutional	contexts	where	the	aim	of	increasing	some	form	of	diversity	in	science	is	
but	one	of	many	aims.	For	an	instrument	to	be	efficient	in	increasing	diversity,	this	aim	would	
need	to	be	prioritised	throughout	its	design	and	implementation.	If	the	instrument	is	
supposed	to	serve	several	goals,	and	some	other	goal	is	prioritised	–	for	instance,	the	ability	to	
handle	external	critique,	or	better	success	rates	in	the	competition	for	external	funding	–	it	is	
no	wonder	if	the	results	with	regard	to	diversity	are	slim.	In	practice,	the	efficacy	of	an	
instrument	that	is	supposed	to	increase	some	form	of	diversity	in	science	may	partly	depend	
on	whether	the	people	implementing	the	instrument,	and	the	ones	who	are	targeted	with	it,	
also	have	this	goal.	After	all,	many	of	the	failures	described	in	the	previous	section	were	due	
to	the	organisers	and/or	participants	having	different	goals,	and	advancing	them	rather	than	
the	goal	of	increasing	diversity.	In	such	cases,	such	instruments	might	not	be	any	more	
effective	than	measures	relying	purely	on	voluntariness.	

Obviously	institutional	instruments	implemented	from	the	top	down	can	also	succeed	in	
increasing	some	form	of	diversity	in	science.	Even	in	some	of	the	cases	discussed	above,	the	
use	of	the	instruments	led	to	some	increase	in	the	type	of	diversity	that	was	sought.	In	the	
BizTech	case,	for	example,	the	collaboration	in	one	of	the	platforms	involved	interdisciplinary	
integration.	But	whether	such	instruments	are	particularly	effective	can	depend	on	things	like	
whether	the	diversity	aim	can	be	measured	in	a	way	that	can	be	effectively	integrated	in	the	
intrument's	design,	or	whether	the	people	implementing	the	instrument	and	the	ones	being	
targeted	share	the	aim,	or	whether	there	is	some	stakeholder	group	that	attempts	to	
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manipulate	the	process,	or	whether	some	stakeholders	are	not	satisfied	with	the	design	of	the	
instrument.	In	other	words,	the	effectiveness	of	such	instruments	can	be	quite	context-
dependent.	A	philosopher	who	believes	that	more	diversity	in	science	would	be	beneficial	
should	therefore	consider	whether	a	top-down-implemented	institutional	measure	would	be	
effective	in	increasing	the	type	of	diversity	they	seek	in	the	contexts	where	they	think	a	
change	is	needed.1	The	known	limitations	and	potential	vulnerabilities	of	such	instruments	
should	naturally	be	taken	into	account	when	making	such	assessments.	Therefore,	I	believe	
the	case	studies	discussed	above	are	useful	when	we	try	to	decide	whether	we	should	endorse	
the	use	of	some	top-down	institutional	instrument	in	science.	

	

6.	Conclusion	

Some	important	science	policy	aims	today	align	with	philosophical	arguments	that	speak	in	
favour	of	increasing	diversity	in	science.	The	science	policy	aims	have	led	to	the	creation	of	
various	institutional	measures	and	instruments	that	are	supposed	to	help	in	reaching	those	
aims.	In	this	paper	I	have	reviewed	some	recent	philosophical	case	studies	that	take	a	critical	
stance	towards	such	measures.	

These	case	studies	focus	on	two	types	of	institutional	measures.	First,	I	discussed	case	studies	
of	programmes	that	are	meant	to	democratise	the	governance	of	science	and	technology	by	
involving	citizens	and/or	stakeholders	in	decision-making	processes.	These,	I	have	argued,	
show	some	limitations	that	should	be	taken	into	account	if	one	wants	to	suggest	using	top-
down-implemented	institutional	measures	to	increase	the	diversity	of	values	and	interests	
that	influence	the	governance	of	science	and	technology.	They	can	also	be	illuminating	when	
thinking	about	the	possibilities	of	using	such	instruments	to	increase	the	diversity	of	social	
locations	represented	in	such	decision-making.	Secondly,	I	discussed	two	recent	case	studies	
focusing	on	structural	changes	and	reallocations	of	funding	that	are	meant	to	increase	the	
number	of	interdisciplinary	collaborations	in	universities.	I	take	them	to	demonstrate	some	
limitations	of	top-down	institutional	measures	if	the	aim	is	to	increase	cognitive	diversity	in	
research	groups.	

The	case	studies	suggest	that	institutional	instruments	implemented	from	the	top	down	are	
not	always	an	effective	way	to	increase	diversity	in	science.	Philosophers	ought	to	take	the	
known	risks	and	limitations	of	such	instruments	into	account	when	deciding	whether	the	use	
of	some	instrument	in	some	context	should	be	endorsed	or	not.	
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