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Catherine Allamel-Raffin
University of Strasbourg (France)
catherine.allamelraffin@unistra.fr

From Intersubjectivity to Interinstrumentality. The Example of Surface Science.

Abstract: My aim is to show how a strategy used in the experimental sciences, which I
name “interinstrumentality”, can minimize the role of sociological factors when one tries
to understand how the debates about the interpretation of data come to an end. To defend
this view, two examples are presented. The first is historical — the invention of the
Scanning Tunneling Microscope (STM) — and the second is collected during an
ethnographic study in a surface science laboratory. I would like to emphasize that
interinstrumentality contributes to objectivity of the experimental results and constitutes a

part of it as well as intersubjectivity.
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1. Introduction

Among the methodological requirements to which all scientific work is submitted, one of
the first is the objectivity of processes and results. But what is objectivity? And how should
one use the notion in a meta-epistemological perspective? If one thinks along with Daston
(1992) that the term is unclear, it is probably because it is an umbrella-term. Let us just say
that “absolute objectivity” (Megill, 1994) is based on the belief that the reality could be
described literally, weeding out most of the subjectivity’s effects. Such a definition
constitutes more a problem than a solution. If the aim of our study is to take into account
the day-to-day practices of laboratory, perhaps it would be better to agree with Putnam
when he writes (2003, 142): “In scientific practice, the questions about objectivity do not
concern metaphysics.” Thus, objectivity has to be conceived as a continuum. Putnam
asserts: “If we consider our statements as based on a continuum (...), the statements which
eminently depends on our interests, on our points of view and on our idiosyncratic
characteristics, are the subjective extremity of the continuum, whereas the statements
become more objective and could pretend to be more true as they less rely on idiosyncratic

points of view or on personal interests” (2003, 141).

Usually, objectivity is related to intersubjectivity. Even if contemporary
philosophers of science admit that intersubjectivity is hard to define, this notion permits to
emphasize on the collective dimension of the scientific activity. To constitute

intersubjectivity, a communication between subjects (ideally interchangeable subjects) is
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needed, their purpose is to get an assessment of their process and the evaluation of the
results provided by each member. Such a definition underlines the fact that we have no
more confidence in individual reason as a way to establish absolute truths. The scientific
intelligence is now conceived as distributed. Besides, this definition of intersubjectivity has
the advantage to avoid the a priori issued of the fundationalists positions (divine guarantee,

first principles...).

Even if this definition of objectivity presents many advantages, we have to keep its
limits in mind. Indeed, the term “intersubjectivity” is not consensual: perception’s
agreement in a phenomenological perspective; critical thinking of the researchers which
allow them to eliminate false theories, and determine which of the remaining theorie:
best available onecollective confidence attached to discipline’s standards. In all
definitions, for philosophers as for sociologists or for historians of science, a central
feature is the concordance of the individual points of view. And none could reasonably
dispute such assertion: the subjects are, ultimately, the ones who assign the signification to
data, and who decide how they will validate the knowledge as true and justified. But this
assertion could be expressed more or less radically. We could consider that the construction
of consensus in the scientific community may rely on determining factors such as
psychological characteristics, know-how, tacit knowledge of scientists themselves. This
consensus could also rely on the social contexts in which those researches appeared. In that
matter of case, the natural world’s phenomena, which are studied, play only a limited role

in the elaboration of scientific knowledge. This is the point of view of cognitive relativism.
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In the rest of my paper, I will focus on a contemporary version of this cognitive relativism:
the relativistic Sociology of Science lead by Harry M. Collins®. This relativism is assumed
as a fundamental injunction for the methodology of empirical studies. The methodology at
work in this kind of sociology relies on observation of day-to-day practices as they occur
in laboratory (either with an ethnographic approach or with historical studies). According
to this approach, such observations permit to produce a non reductivist description of the

scientific work.

My study also tries to pay attention to the day-to-day activities in scientific
laboratory, but it gives results which contradict previous conclusions promoted by the
relativistic sociology of science, as I will show it in the following pages. The attention
given to the practices elicits strategies, which aim to strengthen the objectivity of
experimental results and, by the way, refutes the fact that objectivity only relies on social

consensus. Interinstrumentality is the name I give to the strategy described in this paper.

In a first part, I specify briefly the thesis on which I opposite: Collins’ Empirical
Programme of Relativism. In a second part, I use an historical example - the invention of
STM- to carry off my critic. This illustration permits to identify the role of
interinstrumentality, when the validity of a new instrument is settled. In a third part, I will
underline that such a strategy does not characterize only exceptional events (as the

invention of a new scientific instrument). It could also appear in the day-to-day activities
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of surface science laboratory, as the second example, borrowed from my ethnographic

studies?, will underline it.

2. Collins’s Empirical Programme of Relativism

Collins brings out the stages of an “Empirical Programme of Relativism” (EPOR), since
his synthetic article of 1981. The stages of the programme (stages 1 and 2 of EPOR) aim:
- to demonstrate that experimental data are submitted to a so-called “interpretative
flexibility”;
- to clarify the processes which give an end to the debate between competing

interpretations.

2.1. The Interpretative Flexibility of Data

In Collins’ studies, the interpretative flexibility expresses the fact that the same empirical
data, produced or collected during a research, could be differently interpreted. Many
factors, according to Collins, could explain such an ‘interpretative flexibility’. One of them
is tacit knowledge, about which Collins stresses particularly in his work. For him, the
scientific practice is not resumed by formal rules or heuristics. Tacit knowledge can never

be fully articulated or translated into a set of rules®. My reader might be surprised, but I
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agree on the Stage 1 of EPOR. Indeed, it focuses on a fundamental element of science, as it

runs in the laboratory: the contingency is irreducible in the day-to-day practices.

2.2. The End of Debates between Competitive Interpretations of Experimental Data

The Stage 2 of EPOR aims to offer an explanation about how the debates generated by the
interpretative flexibility, introduced at the Stage 1, could be ended. In their empirical
studies, the relativistic sociologists consider that the only factors which are relevant to
conduct the debates to end are micro- and macro-social factors. Collins himself writes: “In
each case (...), coherence and accumulation of experimental results are not enough to
explain closure — reference to rhetoric, authority, institutional positions, and everything that
comes under the « catchall » terms interests and power, is also required. (...) the consensual
interpretation of day-to-day laboratory work is only possible within constraints coming
from “outside that work’” (Collins 1982, 141-142).

If one accepts to consider this second stage of EPOR as relevant, one must agree with a
particular vision of science concerning the role of intersubjectivity. Considering that
intersubjectivity alone produces the content and the methods of science seems to be
radical; but it is the conclusion when the constraints from the natural word are not
considered as a decisive factor, whereas the mutual understanding of the subjects is
essential. Collins (1981a, 3) is explicit about this point: “the approach ‘embraces an
explicit relativism in which the natural world has a small or non-existent role in the

construction of scientific knowledge”. And mutual understanding is characterized by him
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as follows: “(...) mutual understanding seems to be possible even when nothing real is the
subject matter. The quality of a poem or a picture, the number of angels that could dance
on the head of a pin, or the cut of the emperor’s new clothes can all be discussed without

there being any lumps in the world that correspond to them.” (1992, 174).

So should we renounce to an ideal of objectivity as the relativistic sociologists do? Should
we restrict to nothing the role accorded to phenomena in the constitution of scientific
knowledge? I don’t think so. We have to consider the fact that the researchers, in their
laboratories, are competent enough to be reflexive about their practices. Indeed they are
aware of the interpretative flexibility due to their idiosyncratic features, their tacit
knowledge, the problems inherent to technical devices, and the impossibility to identically
reproduce an experiment. Moreover, they are daily confronted with situations including
uncertainty. To reduce this intrinsic limitation of the data’s collect, the scientists develop
strategies to increase the degree of objectivity of their results. One of their strategies could
be called “interinstrumentality”. Some authors proposed a quite similar point of view:
Chang, 2001; Culp, 1995; Hacking 1983; Hudson, 1999; Nederbragt, 2003; Wimsatt, 1981.
The fact to report to various different methods in order to confirm a hypothesis has several
denominations: ‘robustness’ for Wimsatt (1981) or Chang (1995), ‘triangulation’ for Star
(1986), ‘independence of route’ for Hudson (1999), ‘multiple derivability’ for Nederbragt
(2003).

Three remarks in order to argue for the interest of my study. Firstly, it concerns the

contemporaneous physics contrary to the previous which are about biology, except those of
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Chang. Secondly, the biologists evoked in these studies try to locate the same entities. In
surface science, the approach is a little bit different. Most frequently, the aim is not to
locate the same objects on the images produced by different microscopes: it is impossible
because the samples are deteriorated by the microscope’s handling. For example, if a
scientist uses a STM to observe cobalt atoms on a gold surface, the sample would be
deteriorated. He will clean the gold substrate before evaporating cobalt. This new sample
could be studied with a Transmission Electron Microscope (TEM) in order to confirm the
presence of cobalt atoms. TEM allows to observe the atomic structure of a sample. In
surface science, using various instruments aims to make sure that the properties expected
from the studied objects are real. Thirdly, none of these studies points particularly that the
interinstrumentality is a daily approach. Finally, few authors have considered the role of
interinstrumentality during the phases of invention and diffusion of a new instrument

contrary to the present study.

For me, ‘interinstrumentality’ could be characterized as a consecutive use of various
instruments based on different physical principles in order to realize an experimental study.
Each instrument provides a specific kind of information about the object studied. The
information can be chemical, topographic, magnetic, electronic... The robustness of the

interpretation is based for the scientists on the concordance between them*.
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3. Interinstrumentality and the Acceptance of the Scanning Tunneling Microscope

How could interinstrumentality play a role in the consensual agreement’s process about the
reliability of the STM? Designed in 1981 by Gerd Binnig and Heinrich Rohrer, the STM
awarded the Nobel Prize of Physics in 1986. This microscope opens the door to what we
call now nanotechnologies: single atoms on a surface can be displayed in three dimensions.
The STM is based on the concept of quantum tunneling. When a conducting tip is brought
very near to the surface to be examined, a voltage difference applied between the two can
allow electrons to tunnel through the vacuum between them. This is the tunneling effect
phenomenon in contradiction with the classical physics. The stakes were high: was it
possible to build a macroscopic device which did not perturb the quantum effect observed
only in the infinitesimal world? At that time, most of the scientists considered such
ambition as unattainable.

Focusing on the process which conducts to the invention of STM, a surprising complexity
emerges. Initially, Binnig and Rohrer did not expect to build a new microscope. They had
insufficient knowledge about microscopy and surface science. At the request of their
colleagues, whom studied insulating layers for electronic components, they researched a
way to study finely the defaults of some materials. The original idea then was not to build a
microscope but rather to perform spectroscopy locally on an area less than 100 A in
diameter. Only after many weeks, they realized that their probe could collect topographic
information in addition to spectroscopic local information (Binnig & Rohrer 1986, 392).

The STM was born.
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In 1981, the first results were coldly received by the scientific community: in a private
conversation, a researcher from the GSI told me: “These first images were literally
incredible”. Some scientists went so far as to charge Binnig and Rohrer with fraud. “My
personal opinion is, in that period, many scientists considered atom as a sacred object. It
could never be handled. So an approach allowing to see and to handle atoms with such an
accuracy was counterintuitive. The scientists did not want to consider such possibility.
Indeed they refused to discuss it. It was like a taboo, like to talk about the devil.”
(interview with Binnig and Rohrer, 2001)°. The first submission of the paper about the
tunneling effect in open air was rejected. The referees argued that the study of the samples
should be done under ultra-high vacuum in order to eliminate any possible contamination.
And even if this procedure would be used, the samples could be corrupted before their
insert in the ultra-high vacuum enclosure. A second critic of the referees was the
insufficiency of the theory used to explain data. In response, Binnig and Rohrer argued in

order to obtain the agreement of their colleagues.

The publications written since 1981 to 1985 reveal the different steps of this process.
Besides scientific reports about their new data, each paper intended to respond to the
detractors’ critics. My analysis reveals six strategies developed by Binnig and Rohrer:

(1) To consolidate the theoretical foundations of the phenomenon;

(2) To avoid all possible exogenous variables (vibrations’ reduction, vacuum’s

improvement, better proceedings to prepare the samples...);
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(3) To simplify the manipulation of the instrument, in order that other scientists
could run the same experiment;

(4) To show the interest of the instrument in some other scientific areas;

(5) To study simple and well-known surfaces.

(6) To resort to interinstrumentality, in other words, to collect data with other

scientific devices such as X-ray diffraction, TEM, etc.

These six strategies could be found in their papers during this period:

- In Applied Physics Letters (1982), the authors argue that the sources of vibration
are enough controlled to interfere anymore with the collected data (Strategy 2)

- In Physical Review Letters (1982), in order to convince their peers that the data
collected with the STM were not the product of their imagination, they use a
common technique in Surface Science, the Low-energy electron diffraction
(LEED) (Strategy 6);

- In Surface Science (1983), Binnig and Rohrer, who have technically simplified
their instrument, try to convince the community of the surface science physicists of
the STM’s interest for their own researches. To do that, they study materials
commonly used in surface science such as gold and silicon. To convince that their
results are not a fancy, they compare them with others produced with instruments

which have acquired a reliability in the community (Strategies 4, 5 and 6);
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- In Surface Science Letters (1983), they use well-known materials and well-known
instruments based on different physical principles such as TEM and X-rays
diffraction (Strategies 5 and 6);

- In 1984, they are more confident in their method. Indeed, other researchers give a
consistent theoretical basis to STM. From then on, Binnig and Rohrer endeavour to
make their observations easier to reproduce. In their publication of 1984, in
Physica B, they stress that the main source of problems is constituted by the
metallic tip of the STM. They try to solve it (Strategies 1 and 3);

- Still in 1984, in Surface Science, they respond to a main critic: the risk of
contamination during the sample’s handling. They study gold’s samples with
different instruments (LEED and Auger spectroscopy of electrons - AES -), without
any move of the samples. The same sample stays in the vacuum’s enclosure and is
examined successively with each instrument. Such handling reduces drastically the
possibilities of contamination (Strategies 2, 5 and 6);

- In Surface Science Letters (1985), they increase the images of the silicon 7 x 7, and
above all they corroborate their results appealing to AES and to LEED (Strategies 5
and 6);

- The final paper is published in Scientific American, so the STM can be known by a
large public.

This brief historical background reveals the numerous trial-and-errors needed to pass from
the first version of STM including a remarkable complexity to the easiest handling

versions used today commonly in surface science laboratories. The numerous
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improvements made to the first version of STM result partially from the objections
expressed by the scientific community to Binnig and Rohrer: to put the STM under ultra-
vacuum enclosure in order to restrict the contaminations, to integrate in their plan other
instruments already used in 1980s as LEED, AES, etc. The debt contracted with the
detractors is essential: they urge the two researchers to justify their theoretical principles
and to modify their instrument. Binnig and Rohrer had to convince their colleagues
providing good arguments in order to get the agreement of their peers. Each paper analyzed
previously replied to a category of objections. The force of Binnig and Rohrer is not only
in their attempt to test the reproducibility of their own experiments, but in their quasi
systematic use of instruments commonly ran by their detractors in order to support their
own argumentation. The scientists relied on well-known instruments used in surface
science (as LEED, AES, TEM ...) to confront their own results to those of others. This
approach has two aims: to convince themselves of the reliability of their results and to
convince their colleagues.

One could suppose that interinstrumentality is necessarily needed in such case, because of
the controversial nature of the STM. But I want to underline the fact that
interinstrumentality does not allow scientists to suppress all ambiguities and so to lead to
absolute certainty, but it allows so “to decrease the risk of error” in their interpretation of
the results. They increase the robustness of their conclusions.

When the process is achieved, has the STM a status which is once and for all justified?
Could one use it as a black box? We answer both yes and no. The reliability of the results

produced with a STM is no more discussed. A student could easily learn to run it.
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However, when the aim is to use the instrument in certain conditions such as high
resolution, for example, it is very difficult to master the various parameters and it needs a
close knowledge of the instrument in order to obtain satisfactory results. In that case, the

STM could not be considered as a black box.

In their day-to-day activities, the physicists are aware of the numerous uncertainties linked
to the use of instruments as the STM, uncertainties which involve interpretative flexibility
of data. The samples being irrevocably damaged with each observation, the experiments
are strictly speaking not reproducible. The problem of reproducibility links in such a case
to the mastery of concrete operations. Indeed, to master the technical factors (such as the
variable quality of the vacuum, the reduction of the mechanic or electronic disturbances,
etc.) is extremely problematic. Moreover, the tacit knowledge plays a great role in this kind
of experiment (some manual know-how is needed in the polishing of a sample of metallic
materials, in the preparation of the tip of a STM, contaminations, etc.). All variables have
to be considered and to be mastered. An image of good quality needs frequently weeks to
months to be produced with a STM. The surface science researchers are aware of the
eminently problematic nature of the reproducibility so as the interpretative flexibility of the
collected data. However, contrary to Collins, who argues that social factors are decisive for
the end of the controversies, we can consider that such role is devolved in particular to
interinstrumentality. Indeed the scientists are not confronted to endless controversies,

because they can use strategies as interinstrumentality. In surface science, they use it quasi
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systematically in order to reduce the interpretative flexibility, even if, in a first stage, the

experiment seems to run perfectly.

4. Interinstrumentality and Day-to-Day Research in Surface Science

The case developed briefly in this part is based on ethnographical observations in a surface
science laboratory. I consider such case as representative from the daily practices in the
laboratory. The young scientist described here aims to get carbon nanotubes. To produce
these, he elaborates a sample in which he believes that he has made grow such nanotubes.
To study them, he uses a scanning electron microscope (SEM) which gives morphological
information about the sample. The scientist sees, in his own terms, “a forest of spaghetti”.
He considers that this “forest” corresponds to the expected nanotubes. At that point of his
research, all seems to be coherent with his expectations and the handling occurred during
the sample’s preparation. A priori, nothing constraints him to confirm his first SEM
observations. But the scientist has learned that one sort of information produced with only
one instrument could not be enough. So he has to try to corroborate his first observations.
That is why he chooses to study his sample with a TEM in order to reveal the carbon
atomic structure and to obtain chemical precisions at the same time. After many work
sessions with TEM, the researcher does not have the expected result: he observes on the
images things which seem to be nanotubes’ traces but the chemical analysis of these does

not reveal carbon.
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Figure 1: Nanotubes’ traces or not? Micrograph performed with TEM. G. Erhet GSI .

How can this surprising fact be explained? Is it a problem of instrumental artifact? Or an
artifact induced by the preparation of the sample? The two microscopes delivered
conflicting informations. The physicist is now engaged in a laborious investigation in order
to eliminate all the possible causes of artifacts. One has to precise that one major difficulty
of such approach is the impossibility for the scientist to determine a priori if the
incompatibility of the results between the two microscopes is due to a single artifact or by
unfortunate conjunction of various artifacts. In order to succeed, one has to use an
abductive reasoning (Peirce, 1903). This abductive stage is essential for two reasons:
firstly, it is the creative side of a research’s work and secondly, nothing guarantees that a
researcher always produces fruitful abductive hypotheses. We observe that a problem could
be generated by a conjunction of various causes. Moreover, our observation of the

activities in this surface science laboratory leads us to assert that the competence to
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formulate abductive hypotheses is variable from a researcher to another. This variation has

direct effects on the quality of the researches, creating a degree of uncertainty.

Our scientist faced to a surprising phenomenon (the absence of nanotubes on the sample
observed with TEM) should formulate hypotheses about its origin and corroborate them or
not. In this case, hypotheses would be about the possible causes of artifacts: would the
problem be linked to the preparation of the nanotubes? Would the microscopes or the
computers used to produce data dysfunction? After a process of three months, the
researcher finally finds that the preparation of nanotubes is the source of his problem.
Contrary to his expectations, he did not produce carbon nanotubes, but another substance.
In the case related here, the resort to interinstrumentality does not permit to confer to the
first SEM images the status of proof. Consequently they could not be published and the

study must run again including the constitution of new hypotheses.

Finally, we observe that an image produced by a microscope could never be considered by
the scientists as a sufficient convincing proof. The scientists have to evaluate data with
other instruments (TEM, STM, AES...) in order to produce other images and other results.
Almost all of these instruments involve resorting to tacit knowledge and generate a part of
interpretative flexibility. But what scientists are searching is the reliability of the
information issued from the observations collected with the instruments. To obtain
congruent information allows conferring a status of element of proof to such images

instead of a status of simple and local coincidence. To resort to interinstrumentality is a
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way to reduce the uncertainty. What the scientist aims to produce is a kind of Peircean
cable constituted with many fibers (each fiber is, for example, an image). A cable is robust
because it is made of many fibers and, unlike a chain, the solidity of which depends on its
weakest link, the cable remains robust even if one or two of its fibers break. (Callebaut
1993, 57). This Peircean cable resorts to theoretical models, to intersubjectivity, and
especially to interinstrumentality. When the Peircean cable is considered as enough
consistent, i.e when the elements of proof are sufficiently matching and coherent among
them to resist to objections, the scientists publish. However, a Peircean cable is always
potentially subject to revision: new elements can be added, its composition can be
criticized, it can be considered as insufficient or too partial. The texts of the referees are a
particular and eloquent example of this last point. The referees stress frequently that the
researchers assert such thesis relying on data insufficiently corroborated by other

instruments.

5. Conclusion

With the two case studies briefly evocated above, I try to show that it is possible to enrich
our understanding of the concept of objectivity, and most particularly when it concerns the
results obtained in natural sciences. Traditionally, its definition refers mainly to
intersubjectivity. I propose to complete it with a set of strategies, and especially the one I
called interinstrumentality®. What the interinstrumentality questions are the conclusions

proposed by Collins. For me, social factors are not essential to end the controversies due to
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the interpretative flexibility. I could have two points of agreement with Collins: firstly, the
choice of a strategy as interinstrumentality is based on a consensus among the scientists,
and secondly the results produced with each instrument include social factors in a more or
less large sense. But the convergence of results could not be reduced to social factors. For
me, interinstrumentality increases the degree of reliability but cannot succeed to reach
absolute reliability. It permits to conduct the investigation up to the point in which the
hypotheses are considered as true “beyond all reasonable doubt”. So objectivity can no
more be understood as a question of ‘all’ or ‘nothing’ but as a continuum according to

Putnam (2003). Objectivity is a question of more or less.
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Abstract: I present three reasons why philosophers of science should be more concerned
about violations of causal faithfulness (CF). In complex evolved systems, mechanisms
for maintaining various equilibrium states are highly likely to violate CF. Even when
such systems do not precisely violate CF, they may nevertheless generate precisely the
same problems for inferring causal structure from probabilistic relationships in data as do
genuine CF-violations. Thus, potential CF-violations are particularly germane to
experimental science when we rely on probabilistic information to uncover the DAG,
rather than already knowing the DAG from which we could predict the right experiments

to ‘catch out’ the hidden causal relationships.
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1. Introduction

Several conditions must be met in order to apply contemporary causal modeling
techniques to extract information about causal structure from probabilistic relationships
in data. While there are slightly different ways of formalizing these requirements, three of
the most important ones are the causal Markov, causal modularity, and causal faithfulness
conditions. Potential failures of the first two of these conditions have already been the
subject of discussion in philosophy of science (Cartwright 1999, 2002, 2006; Hausman
and Woodward 1999, 2004; Steel 2006; Mitchell 2008; Woodward 2003, 2010). I will
address failures in the third condition, causal faithfulness, and argue that failures of this
condition are likely to occur in certain kinds of systems, especially those studied in
biology, and are the most likely to cause trouble in experimental settings.

Faithfulness is the assumption that there are no precisely counterbalanced causal
relationships in the system that would result in a probabilistic independence between two
variables that are actually causally connected. While faithfulness failures have been
discussed primarily in the formal epistemology literature, I will argue that violations of
faithfulness can impact experimental techniques, inferential license, and issues
concerning scientific practice that are not exhausted by the formal epistemology
literature.

In particular, a formal methodological perspective might suggest a distinction
between genuine and merely apparent failures of CF, such that supposed examples of CF-

violating systems are not ‘really’ CF-violating, but merely close. But as I will argue, this
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distinction is not epistemically justifiable in experimental settings: we cannot distinguish
between genuine and merely apparent CF violations unless we already know the
underlying causal structure; without this information, merely apparent and genuine CF
violations will be indistinguishable. Violations of CF faithfulness are particularly
germane to experimental science, since CF is the assumption that takes us from
probabilistic relationships among variables in the data to the underlying causal structure.
In contrast, for instance, the Causal Markov condition takes us from causal structure to
predicted probabilistic relationships. Going from data to underlying causal structure is the
most common direction of inference from the epistemic vantage point of science. Rather
than beginning by knowing the true causal graph of the system in question to predict
probability distributions, experiment moves from probabilistic relationships to the
underlying causal structure.

This means that failures of CF arguably have the most potential for wreaking
havoc in experimental settings, and have interesting methodological consequences for the
practice of science: we should expect to find epistemic practices that compensate for CF-
violations in fields that study systems where faithfulness is likely to fail. Thus, these
conditions are of interest not only to those working on formal modeling techniques, but
also to broader discussions in philosophy of science, especially those that concern

epistemic practices in the biological, cognitive, or medical sciences.

2. Violations of the Causal Faithfulness Condition
Violation of CF occurs when a system involves precisely counterbalanced causal

relationships. These causal relationships appear “invisible” when information about
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conditional and unconditional probabilities is used to ascertain a set of possible causal
directed acyclic graphs (DAGs) that are consistent with data from that system. More

precisely:

Let G be a causal graph and P a probability distribution generated by G. <G, P>
satisfies the Faithfulness Condition if and only if every conditional independence
relation true in P is entailed by the Causal Markov Condition applied to G. (Spirtes,

Glymour, and Scheines 2000, 31)

One can think of faithfulness as the converse of the Causal Markov condition:
faithfulness says that given a graph and associated probability distribution, the only
independence relations are those that follow from the Causal Markov condition

alone and not from special parameter values... (Woodward 2003, 65)

Informally, variables should only be probabilistically independent if they are
causally independent in the true causal graph; when causal relationships cancel each other
out by having precisely counterbalanced parameter values, the variables are
probabilistically independent, but not causally independent. Thus, in systems that have
CF-violating causal relationships, the probabilistic relationships between variables
include independencies that do not reflect the actual causal relationships between those
variables.

Probabilistic relationships are used to generate possible causal graphs for the

system. There may be multiple distinct causal graphs which all imply the observed set of
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probabilistic relationships. The candidate graphs can then be used to generate further
interventions in the system that will distinguish between the graphs; if two candidate
graphs make different predictions for the consequences of an intervention on variable A,
then performing this intervention on A should return an answer as to which of the
candidates graphs matches the observed results. The use of probabilistic data to generate
candidate causal graphs that can then be used to suggest further interventions can save
huge amounts of time and energy by focusing on a few likely candidates from an
indefinitely large number of candidate causal structures.

DAGs of causal faithfulness violations may take several forms. For example:

Figure 1a Figure 1b
° b=-cd
= = ab=-c i
b =-ac \ a 1 l C
b Pr X2 : Y2 )

Some authors (Pearl 2000, Woodward 2010) rely on a stronger constraint, causal
stability, which requires that probabilistic independence relationships be stable under
perturbation of parameter values across some range, to eliminate “pathological” (i.e. CF-

violating) parameter values.

Definition 2.4.1 Stability:
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Let I(P) denote the set of all conditional independence relationships embodies in P.
A causal model M = <D, ®> generates a stable distribution if and only if P(<D,
®>) contains no extraneous independences — that is, if and only if I[(P(<D, ©>)) C

I(P(<D, ®'>)) for any set of parameters ®". (Pearl 2000)

Violating causal stability would require a system to respond to changes in one parameter
value with compensating changes in another parameter, so that the values remain exactly
counterbalanced for some range of values.

The potential for CF-violations to reduce the reliability of methods for extracting
causal structure from data is well-known in formal epistemology. However, I will argue
that philosophers of science in general should pay more attention to such violations;
understanding the difficulties that CF-violations pose will enhance our ability to
accurately characterize features of experimental practice, and should be included in
normative considerations regarding evidence and inference. The main arguments in this

paper can be summarized in three brief points:

(1) Even if CF-violating systems are measure 0 with respect to the set of causal
systems with randomly distributed parameter values, this does not imply that we
will only encounter them with vanishing probability. CF-violating systems may be
of particular interest for modeling purposes compared to non-CF-violating systems,
in particular because certain kinds of systems may have structural features that

render CF-violating parameter values more likely.
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(2) As an example of point 1, structural considerations regarding dynamically
stable systems that are the result of evolutionary processes should lead us to expect
CF-violations in various biological systems. For systems that have evolved to
maintain stable equilibrium states against external perturbation, we should also
expect violations of the stronger condition, causal stability. I briefly present an

example of this: mechanisms for salinity resistance in estuary nudibranchs.

(3) “‘Apparent’ CF-violations in equilibrium-maintaining systems can be generated
in certain experimental conditions even though the actual causal relationships in
question may not be exactly balanced. Some measurement circumstances will result
in a data set that violates CF, even if the actual system being measured does not
genuinely violate CF. We should be as concerned with merely apparent as with
genuine CF-violations, since both kinds of violations lead to the same difficulties

for moving from probabilistic relationships in data to accurate DAGs of systems.

These three points highlight why philosophers of science in general should be concerned:
causal systems may not genuinely violate CF, but yet pose the same problems for
experimental investigations as if they did. Apparent CF-violations occur when systems do
not in principle violate CF but appear to due to measurement issues connected with data-
gathering. In both genuine and merely apparent CF-violations, probabilistic relationships
in the data will suggest a set of candidate causal graphs that are inaccurate; as a result,
further interventions will yield conflicting answers. Scientists could in principle ‘catch

out’ these merely apparent CF-violations if they knew exactly how to test for them. But to
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do this, they would need the DAG, and this is the information that they lack when
proceeding from the data to underlying causal structure. When we have incomplete
knowledge of the causal structure of the system under investigation, we lack this ability
to distinguish between merely apparent and genuine CF-violations. Both raise the same

problems.

3. The measure of CF-violating systems

Spirtes, Glymour, and Scheines (2000) offer a proof that CF-violating systems are
Lebesgue measure 0 with respect to possible causal systems, while non-CF-violating
systems are measure 1. “The parameter values—values of the linear coefficients and
exogenous variances of a structure—form a real space, and the set of points in this space
that create vanishing partial correlations not implied by the Markov condition have
Lebesgue measure 0” (41). From this, they conclude that we are vanishingly unlikely to
encounter CF-violating systems, and so proceed on the initial presumption that any given
causal system is not CF-violating. This proof may be part of the reason why
comparatively little attention has been paid to causal faithfulness compared to the causal
Markov and modularity conditions. However, the fact that CF-violating systems are
measure 0 in this class does not imply that we will not encounter them with any
frequency.

To motivate this, consider an analogy with rational numbers. They are also
measure 0 with respect to the real numbers, while irrational numbers are measure 1. And,
there are circumstances under which we are vanishingly unlikely to find them. If a

random real number were to be chosen from the number line, the probability that we will
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draw an irrational number is so overwhelming as to warrant ignoring the presence of
rational numbers. However, this does not imply that rational numbers are unlikely to be
encountered simpliciter: bluntly put, we don’t ‘encounter’ the numbers by randomly
drawing them from the number line. Rational numbers are encountered overwhelmingly
more often than one would expect from considering only the proof that they are measure
0 with respect to real numbers.

The Spirtes, Glymour, and Scheines proof assumes that all parameter values
within the range of a continuous variable are equally probable (Zhang and Spirtes 2008).
Without this assumption, one can’t presume that the CF-violating values are vanishingly
unlikely. For instance, this assumption does not hold for systems that involve
equilibrium-maintaining causal mechanisms. Such mechanisms work to maintain
counterbalanced parameter values, rendering it much more likely that parameter values
will result in CF-violations.

It is true that if causal systems took on parameter values randomly from their
range, we would expect to encounter CF-violating systems with vanishingly small
probability, and in that scenario, we could safely ignore CF-violations as a real possibility
on any given occasion. However, some systems survive, and become scientifically
interesting targets for investigation, precisely because they achieve long-term dynamic
equilibrium using mechanisms that rely on balanced parameter values. In such systems,
the parameter values are most certainly not indifferently probable over their range. In
fields like biology, neuroscience, medicine, etc., we are disproportionately interested in
modeling systems that involve equilibrium maintaining mechanisms. This suggests that

our modeling interests are focused on CF-violating systems in a way that is
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disproportionate to their measure when considered against all possible causal systems.
Thus, we cannot conclude from the fact that CF-violating parameter values have measure
0 with respect to all possible parameter values that we will not encounter such violations
on a regular basis.

Zhang and Spirtes (2008) discuss some circumstances in which systems may
violate CF. However, their discussion makes it seem like CF-violations occur primarily in
artificial or constructed circumstances. One such example is homeostatic systems, which
maintain equilibrium against some range of perturbations, such as thermostats
maintaining a constant temperature in a room. Zhang and Spirtes demonstrate that CF can
be replaced with two distinct subconditions, that, taken together, provide almost the same
inferential power as causal faithfulness. If systems violate only one of these
subconditions, such violations can be empirically detected. This is an extremely useful
result, and increases the power of Bayes’ nets modeling to recover DAGs from data.
However, this result should not be taken as resolving the problem.

In particular, their use of a thermostat as example of a homeostatic system does
not do justice to the incredibly complex mechanisms for homeostasis that can be found in
various biological systems. Considering these more sophisticated examples provides a
clearer view of the potential problems involved in modeling such systems under the

assumption of causal faithfulness.

4. Evolved dynamical systems and equilibrium-maintaining mechanisms

The tendency for evolved systems like populations, individual organisms,

ecosystems, and the brain to involve precisely balanced causal relationships can be easily

10
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explained by the role these balanced relationships play in maintaining various
equilibrium states (see, for instance, Mitchell 2003, 2008). Furthermore, the mechanisms
by which organisms maintain internal equilibrium with respect to a huge variety of states
will need to be flexible. They need to not simply maintain a static equilibrium, but
respond to perturbation from the outside by maintaining that equilibrium. This means that
many mechanisms for equilibrium maintenance will have evolved to keep an internal
state fixed over some range of values in other variables, not merely for a single precise
set of values. Any system that survives because of its capacity to maintain stability in the
face of changing causal parameters or variable values will be disproportionately likely to
display CF-violating causal relationships, and, more strongly also violate causal stability.

An intriguing example is nudibranchs, commonly known as sea slugs (see
especially Berger and Kharazova 1997). Many nudibranchs live in ecosystems such as
reefs, where salinity levels in the water change very little. These nudibranchs are
stenohaline: able to survive within a narrow range of salinity changes only. In cases
where salinity levels vary over narrow ranges, nudibranchs respond to changes in salinity
levels by a cellular mechanism for osmoregulation, where cells excrete sodium ions or
take in water through changes in cell ion content and volume. This mechanism provides
tolerance, but not resistance, to salinity changes, because it maintains equilibrium by
exchanging ions and water with the surrounding environment. In cases of extremely high
or low salinity, this mechanism will cause the animal to extrude too much or take in too
much (this is why terrestrial slugs die when sprinkled with salt).

Euryhaline nudibranchs, found in estuary environments where saline levels may

vary dramatically between tides and over the course of a season or year, display a much

11
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higher level of resistance to salinity changes. There is a pay-off, in the form of increased
food sources with reduced competition for nudibranchs that are able to withstand the
changing saline levels. But in these environments, the osmoregulatory mechanism for
salinity tolerance is insufficient. A further mechanism has evolved in nudibranchs (and in
molluscs more generally) for salinity resistance in conditions of extreme salinity
variations in the external environment. These two mechanisms for salinity regulation in
euryhaline nudibranchs are fairly independent. The osmoregulation mechanism is
supplemented with an additional mechanism which involves hermeticization of the
mantle, which prevents water and ion exchange with the outside environment.. This can
accommodate changes in salinity that take place over fairly short periods of time, since
salinity levels can change dramatically over the course of an hour. Instead of maintaining
blood salinity at the same level as the outside environment, this additional mechanism
allows the organism to maintain an internal salinity level that differs from that of its
environment. Mantle hermeticization and osmoregulation are distinct mechanisms, but in
contexts of extremely high or low salinity, they will both act such that the variables of
external and internal salinity are independent

Further, there are two distinct mechanisms in muscle cells that work in coordination
in extreme salinity cases to maintain a balance of ions inside the muscle cell. The
concentration of these ions, especially sodium and potassium, can change dramatically in
low or high salinity levels. There are two ion pumps in the cell that maintain overall ion
concentration at equilibrium across a fairly substantial range of salinity variation in the
external environment. Even though external salinity has several causal effects on the

internal ion balance of a cell, these two variables will be probabilistically independent for

12
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a range of external salinity values (in particular, for the range in which the organisms are

naturally found).

The ion balance of muscle cells during adaptation to various salinities could not be
achieved by virtue of the Na/K-pump alone, removing sodium and accumulating
potassium. As it is clear from the data obtained, the concentration of both ions
drops at low salinity and increases at high salinity. Therefore, the effective ion
regulation in molluscan cells can be provided only by cooperative action of two
pumps — the Na/K-pump and Na,Cl-pump, independent of potassium transport.

(Berger and Karazova 1997, 123-4)

There are several points that this example illustrates. The first is that of the
comparative probability that a complex system, such as an organism like a nudibranch,
will display CF-violating causal relationships in the form of mechanisms that maintain
equilibrium. Consider the (Spirtes, Glymour, and Scheines 2000) proof that assumes that
all parameter values are equally likely. We can see how this falls apart in the case of
evolved systems. Let’s grant that, in some imaginary past history, all the parameter
values for mechanisms such as these two ion pumps were equally likely. This would have
resulted in a vast number of organisms that ended up very rapidly with internal ion
imbalances and then (probably rather immediately) died. The organisms that managed to
stick around long enough to leave offspring were, disproportionately, those with
mechanisms that were precisely counterbalanced to maintain this internal equilibrium.

Having CF-violating mechanisms would be a distinct advantage. The same applies for

13
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other important equilibrium states —organisms with less closely matched values are less
capable of maintaining that equilibrium state. Insofar as these are important states to
maintain, it becomes extremely probable that. Over time, those with the closest matches
for parameter values will be more likely to survive. Thus, even if we grant the
assumption (already unlikely in this context) that all parameter values start out as equally
likely, we can see how rapidly the CF-violating ones would come to be vastly
overrepresented in the population.

The second point it illustrates is how such sophisticated equilibrium-maintaining
mechanisms can violate CF in a much more problematic way than the comparatively
simplistic thermostat example considered by Zhang and Spirtes.' Finally, note that the
two ion pump mechanisms are not balanced merely for a single external salinity value:
they are balanced for a range of values. Thus, this example violates not merely CF but
also the stronger condition of causal stability.’

I am certainly not claiming that all causal relationships in such systems will
violate CF or causal stability. But it is possible that, for any given system that involves
equilibrium-maintaining mechanisms, and especially for those with sophisticated evolved

equilibrium-maintaining mechanisms, there will be at least some causal relationships in

1 Note that a DAG representing the two mechanisms for the ion pumps, connecting
external salinity levels as a variable to a variable representing internal ion balance
in muscle cells, is not of the triangular form that is potentially detectable using the
methods in Zhang and Spirtes (2008).

2 This example also provides weight to the Russo-Williamson thesis, that
information about probabilistic relationships requires supplementation with
information about underlying mechanisms in order to justify causal claims. These
examples suggest how investigation into mechanisms for equilibrium-maintenance
compensate for the methodological issues that CF violations generate; we would
expect the Russo-Williamson thesis to hold particularly of systems liable to violate
CF.

14
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the system that violate either or both of these conditions. This changes the stance we take
at the beginning of an investigation: rather than starting from the assumption that CF-
violations are vanishingly unlikely, and only revisiting this assumption in the face of
difficulties, we should start investigations of such systems with the assumption that it is

highly likely that there will be at least one such spurious probabilistic independence.

5. Apparent CF-violations and their experimental consequences

Consider a possible response to the argument in the previous section. One might
be concerned that the examples I offer do not involve genuine CF-violations—when
examined more closely, it may turn out that the causal relationships in questions are not
exactly balanced, but merely close. This response might involve the claim that even in the
case of biological systems, CF is not genuinely violated, because there are slight
differences in parameter values that could be identified, especially if one performed the
right interventions on the systems to ‘catch out’ the slight mismatch in parameter values.
Or, by taking recourse to causal stability, one might say that while the equilibrium state
of some systems involves precisely counterbalanced causal relationships, in the case of
perturbation to that equilibrium, these relationships will be revealed. Perturbation of
systems that return to equilibrium would thus be a strategy for eliminating many (or
most) merely apparent CF-violations.

Answering this challenge brings us to the heart of why CF-violations deserve
broader discussion. Considered from a formal perspective, there is a deep and important
difference between systems that actually violate CF, or causal stability, and those that do

not. This fact motivates a response to merely apparent CF-violations that takes them to be

15



San Diego, CA -39-

not methodologically problematic in the same way that genuine ones are. But the ways in
which merely apparent CF-violations can be ‘caught out’ generally will require
information about the DAG for the system, in order to predict precisely which variables
should be intervened on, within what parameter ranges, in order to uncover closely-but-
not-exactly matched parameter values. While it is in principle possible to do this, it
requires knowing precisely which intervention to perform, and it is this information that
will be lacking in a large number of experimental situations where we don’t already have
the DAG for the system, since that is what we are trying to find.

Thus, a particular data set drawn from a target system for which investigators are
seeking the DAG may have spurious conditional independencies between variables (i.e.
violate CF) even though in the true DAG, those parameters are not precisely balanced. In
other words, depending on how the data is obtained from the system, the data set may
violate CF even though the system itself doesn’t. How could this happen? There are a
soberingly large number of ways in which a data set can be generated such that a merely
apparent CF-violation occurs. The point to note here is that merely apparent violations
will cause exactly the same problems for researchers as would genuine CF-violations.
There are methodological issues in dynamically complex systems such that a non-CF-
violating system may nevertheless result in a dataset that is CF-violating. Here are some
ways in which this may happen.

The first is quite obvious: parameter values that are not exactly opposite may
nevertheless be close enough that their true values differ by less than the margin of error
on the measurements. Consider the parameter values in diagram la. A genuine CF-

violation will occur if a=-bc. However, an apparent CF-violation will occur if axe;=-
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bexe,. Concerns about the precision of measurements and error ranges are well-known,
but it is useful to consider them here with respect to the issue of causal faithfulness as
another way to flesh out their role in investigatory practices.

Two other ways in which apparent CF-violations may occur concern temporal
factors which may play a key role in the ‘catching’ of equilibrium-balanced causal
relationships. Temporal factors can distinguish systems with or without causal stability,
for instance, a CF-violating system that is fragilely balanced.

Consider the time scale of a system that involves balanced causal relationships for the
purposes of restoring and maintaining some equilibrium state: this may be on the order of
milliseconds for some cellular processes, tens to hundreds of milliseconds for many
neurological processes, minutes to days for individual organisms. After a perturbation
takes place, the system will re-establish equilibrium during that range of time. In order to
successfully ‘catch’ the counterbalanced causal relationships in the act of re-
equilibrating, the time scale of the measurements must be on a similar or shorter time
scale. If the time scale of measurements is long with respect to the time scale for re-
establishing equilibrium, these balanced causal relationships will not be caught.

This basic point about taking state change data from dynamic processes has
particular implications for CF-violations. For processes that re-equilibrate after 50 ms, for
instance, a measurement device that samples the process at higher time scales, such as
500ms, will miss the re-equilibration. Thus, even though the system does not violate
causal stability, it will behave as if it does, as it will appear that there is a conditional
independence between two variables across some range of values, namely, the range

between the initial state and the state to which the system was perturbed. In particular, if
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we do not know what the time scale is, or is likely to be, for re-equilibration, we cannot
ensure that a persisting probabilistic independence between two variables in question is
genuine or a consequence of an overly fast re-equilibration timescale.

Not only does comparative time scales matter for apparent CF-violations; there
are also possibilities for phase-matched cycles that that will make a non-CF-violating
oscillating system appear to violate CF. Some systems develop equilibrium mechanisms
that result in slight oscillations above and below a target state. If the measurements from
this system are taken with a frequency that closely matches that of the rate of oscillation,
then the measurements will pick out the same positions in the cycle, essentially rendering
the oscillation invisible. This would constitute an apparent CF-violation as well.

Predicting possible CF-violations, real or apparent, requires information about the
dynamic and evolved complexity of the systems in question, the particular equilibrium
states they display, the time scale for re-establishment of equilibrium compared with the

time scale of measurement, and/or the cycle length for cyclical processes.

6. Conclusion

To summarize briefly: some kinds of systems, especially those studied in the so-
called ‘special sciences’, are likely to display the kinds of structural features that lead to
CF-violations, such as mechanisms for equilibrium maintenance across a range of
variable values. Some systems that do not have CF-violating DAGs may nevertheless
generate CF-violating data sets. When we are considering the inferences made from
probabilistic relationships in data to a DAG for the underlying system, and do not already

have the DAG in hand, we cannot distinguish between genuine and merely apparent CF-
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violations; both will cause the same epistemic difficulties for scientists, which is why
merely apparent CF-violations deserve broader attention.

It’s important to note that I am not discounting the extraordinary achievements in
formal epistemology and causal modeling that have marked the last two decades of
research on this topic. The steps forward in this field have been monumental, including
the development of methods by which to reduce some of the issues arising from CF-
violations (such as Zhang and Spirtes 2008). Rather, my goal is to clarify the ways in
which apparent CF-violations can arise, the kinds of structural features a system might
display that would increase the likelihood of CF-violation, and to bring this issue from

discussion in formal epistemology into consideration of scientific practice more broadly.
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Abstract. This essay considers the extent to which a concept of emergence can be associated with Effective Field
Theories (EFTs). I suggest that such a concept can be characterized by microphysicalism and novelty underwritten
by the elimination of degrees of freedom from a high-energy theory, and argue that this makes emergence in EFTs
distinct from other concepts of emergence in physics that have appeared in the recent philosophical literature.
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1. Introduction

An effective field theory (EFT) of a physical system is a description of the system at energies
low, or distances large, compared to a given cutoff. EFTs are constructed via a process in which
degrees of freedom are eliminated from a high-energy/short-distance theory. Formulating a
concept of emergence for EFTs is important for at least two reasons. First, EFTs play essential
roles in contemporary physics: many authors believe the Standard Model of particle physics is
an EFT, and most if not all condensed matter systems can be described by EFTs. Second, the
types of physical systems that can be described by EFTs have been associated with various
concepts of emergence in the recent philosophical literature: Mainwood (2006) suggests that the
"new emergentism" of condensed matter physicists (e.g., Anderson 1972, Laughlin and Pine
2000) can be characterized by microphysicalism and novelty underwritten by the physical
mechanisms of spontaneous symmetry breaking and universality. Morrison (2012) similarly
stresses the role of spontaneous symmetry breaking as essential to a concept of emergence, while
Batterman (2011) focuses on universality. On the other hand, Wilson (2010) claims an
appropriate concept of emergence should be based on the elimination of degrees of freedom from
a theory in physics. I will suggest that while a concept of emergence appropriate for EFTs shares
aspects of these views, it is distinct from them.

The plan of the essay is as follows. Section 2 reviews the steps involved in the construction of
an EFT, section 3 offers an interpretation of EFTs from which section 4 extracts a concept of
emergence based on the notions of microphysicalism and novelty. Finally, section 5 compares
this concept with recent discussion of emergence in the philosophical literature.

2. EFTs and the Elimination of Degrees of Freedom

The concept of emergence I wish to associate with EFTs will ultimately be based on the
elimination of degrees of freedom from a field theory in physics. I will take a degree of freedom
associated with a theory to be a parameter that needs to be assigned a value in order to provide a
dynamical state description of a physical system described by the theory. A dynamical state
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description is a description of the system at an instant in time that, in conjunction with an
equation of motion, determines a future or a past state. Thus, for example, a dynamical state
description of a free classical particle governed by a second-order partial differential equation of
motion (Newton's second law, for instance) is specified by the values of its position and
momentum. In three spatial dimensions, this amounts to 6 degrees of freedom. A dynamical
state description of a free classical field ¢(x) governed by a second-order partial differential
equation of motion is specified by the values that ¢(x) and its first derivative d,¢(x) take at every
point x of spacetime, which amounts to an infinite number of degrees of freedom.

For some field theories, degrees of freedom associated with high energies (or short distances)
can be eliminated in such a way that the result is an effective field theory that produces the same
predictions as the original when restricted to low energies (large distances). One advantage of
using the effective theory is that it makes calculations more tractable. Moreover, many quantum
field theories can only be solved via perturbative expansions which contain divergent integrals at
high energies. For these theories, the construction of a low-energy effective theory provides not
just a practical way of avoiding these divergences, but a conceptual framework on which to build
an interpretation of what these theories are telling us about the world. This construction
proceeds in two steps:

(I)  The high-energy degrees of freedom are identified and integrated out of the Lagrangian
density representing the theory.

This first step assumes that the theory is encoded in a Lagrangian density £[@], which is a
functional of a field variable ¢(x)." This means that £[¢] depends on all the possible functional
forms the field can take, each form ¢(x) taking values at all spacetime points x. Each such form
of ¢(x) represents a possible field configuration of field values; i.e., a possible way the field
could be spread over spacetime. To identify the high-energy degrees of freedom, one first
choses an appropriate energy cutoff A and then decomposes the field variable into high- and low-
energy parts, ¢(x) = ¢u(x) + ¢r(x), where @pu(x) and ¢ (x) are associated with momenta greater
than and less than A, respectively. Once this is done, the high-energy degrees of freedom ¢@n(x)
are integrated out of the generating functional Z constructed from L[ @w, @],

7= J.D(bL Doy eijd“x L[¢r, ¢u] _ J.D¢L ei_[d4x Legl¢r] ) (1)

This functional integral is taken over all possible field configurations of the high-energy degrees
of freedom @u(x). This literally eliminates these degrees of freedom from the Lagrangian density
by replacing them with appropriate configurations of the remaining degrees of freedom
(conceptually, in the same way a variable y is eliminated from an algebraic equation ax + by = c,
by replacing it with an appropriate relation for the remaining variable: y = (¢ — ax)/b). The
result of this is an effective Lagrangian density L.4{¢;] that depends only on the low-energy
degrees of freedom ¢@.(x).

"In general a Lagrangian density of a field theory L[¢;, d,¢], i=1..N, £ =0, 1, 2, 3, is a functional of N field
variables @;(x) and their first (and possibily higher-order) derivatives. For the sake of exposition, I'll restrict
attention to a single scalar field variable.
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Typically, the functional integral over ¢x(x) in (1) is not exactly solvable, and even when it is, it
may result in an effective Langrangian density that contains non-local terms (in the sense of
depending on more than one spacetime point). These problems are jointly addressed by the
second step in the construction of an EFT:

an

The effective Lagrangian density is expanded in a local operator expansion

Leg= Lo+ Y, ciO; )

where L can be taken to be the interaction-free Lagrangian density (for weak interactions),
the ¢; are coupling constants, and the sum runs over all local operators O; allowed by the
symmetries of L.

Steps (I) and (II) can be characterized in the following ways:

(@)

(i)

(iii)

First, the effective Lagrangian density is formally distinct from the high-energy Lagrangian
density. To the extent that this entails that the Euler-Lagrange equations of motion of the
effective theory are distinct from those of the high-energy theory, the low-energy degrees
of freedom ¢,(x) are dynamically distinct from the original degrees of freedom ¢(x).”

Second, while the local operator expansion in Step II can be viewed formally as an
approximate perturbative solution to the path integral (1), one can argue that an effective
Lagrangian density is not simply an approximation of a high-energy Lagrangian density.
In many cases, the exact form of the high-energy Lagrangian density is unknown, but an
effective Langrangian density can still be constructed. Such a "bottom-up" EFT is obtained
by including in the local operator expansion (2) all terms consistent with the symmetries
and interactions assumed to be relevant at the energy scale of interest. A "folk theorem"
identified by Weinberg (1979, pg. 329) then justifies viewing such bottom-up EFTs as not
simply approximations to a high-energy theory.” This suggests that, even in the context of
a "top-down" EFT for which a high-energy theory is known, the local operator expansion
conceptually stands on its own.

Finally, the elimination of degrees of freedom in the construction of an EFT results from
the imposition of a constraint (an energy, or minimum length, cut-off) directly on a
Lagrangian density, as opposed to a set of equations of motion. Again, the result is a
formally distinct effective Lagrangian density with a distinct set of equations of motion and
a distinct set of dynamical variables.

% Fora Lagrangian density L[¢;, d,¢], i = 1...N, the Euler-Lagrange equations of motion are defined by JL/d¢; —
I(OLIN ) = 0.

The folk theorem states that "...if one writes down the most general possible Lagrangian, and then calculates
matrix elements with this Lagrangian to any given order of perturbation theory, the result will simply be the most
general possible S-matrix consistent with analyticity, perturbative unitarity, cluster decomposition, and the assumed
symmetry principles" (Weinberg 1979, pg. 329).
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3. An Interpretation of EFTs

The fact that EFTs come in two flavors, top-down and bottom-up, and that only the former is
explicitly associated with a high-energy theory, might initially give one pause in attempting to
formulate a notion of emergence appropriate for EFTs. In particular, the concern might be that
such a notion assumes a distinction between a theory that describes emergent phenomena and a
second theory that describes phenomena from which the former emerge; and such a distinction
can only be made in the case of a top-down EFT. But this objection is easily blunted: Nothing
in the construction of a bottom-up EFT precludes us from assuming that an associated high-
energy theory exists; rather, the working assumption is simply that we do not know the form this
high-energy theory takes. (A high-energy theory in this context need only be a theory that
describes phenomena at an energy scale above that associated with an EFT; i.e., it need not be a
Grand Unified Theory applicable to all energy scales in tofo.) Moreover, even in the top-down
context, the EFT does not completely determine the form of the high-energy theory: for a given
high-energy theory, more than one top-down EFT can be constructed.

These considerations suggest the following interpretation of EFTs, both top-down and bottom-
up:

(a) Failure of law-like deducibility. 1f we understand the laws of a theory encoded in a
Lagrangian density to be its Euler-Lagrange equations of motion, then the phenomena
described by an EFT are not deducible consequences of the laws of a high-energy theory.

(b) Ontological distinctness. The degrees of freedom of an EFT characterize physical systems
that are ontologically distinct from physical systems characterized by the degrees of
freedom of a high-energy theory.

(c) Ontological dependence. Physical systems described by an EFT are ontologically
dependent on physical systems described by a high-energy theory.

Claims (a) and (b) are suggested by the formal distinction between an effective Lagrangian
density and a high-energy Lagrangian density, and their corresponding Euler-Lagrange equations
of motion. In the case of (b), this suggests that the degrees of freedom of an EFT are
dynamically distinct from those of a high-energy theory; moreover, the former are typically
encoded in field variables that are formally distinct from those that encode the latter (i.e.,
different field variables appear in the Lagrangian densities of an EFT and a high-energy theory).
On the other hand, the fact that the degrees of freedom of the former can be identified, via Steps
(I) and (II) outlined above, as the low-energy degrees of freedom of the latter suggests (c): the
physical systems described by an EFT do not completely "float free" of the physical systems
described by a high-energy theory.

I'd now like to flesh out the above interpretation with two examples, and then extract a notion of
emergence from it. The following examples are of a top-down EFT for a 2-dimensional quantum
Hall liquid, and a bottom-up EFT for general relativity.
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Example 1. A Top-Down EFT for a 2-dim Quantum Hall Liquid.

The high-energy degrees of freedom of a quantum Hall liquid describe electrons moving in a 2-
dimensional conductor and coupled to external magnetic and Chern-Simons fields. This is
described by a non-relativistic Lagrangian density,

L=iy'{0,— ie(4o — ao)}y y— (12m)y' {0, + ie(4; + a)} y + py' y+ 0ea,d,a, 3)

where the field variable y encodes the electron degrees of freedom, the pair (4o, 4;), i =1, 2,
encodes the degrees of freedom of an external magnetic field, a, (1 =0, 1, 2) encodes the
degrees of freedom of a Chern-Simons field, u is the chemical potential, and the coefficient ¥ is
chosen so that the electrons are coupled to an even number of "internal" magnetic fluxes, and
hence refered to as "composite" electrons (Schakel 2008, pg. 349). Technically, this description
entails that, in the presence of a strong external magnetic field, the electrons experience the
quantum Hall effect. This occurs when the conductivity o of the system becomes quantized in
units of e*/h; i.e., 0= We/h), where v is called the "filling factor". The Integer Quantum Hall
Effect (IQHE) occurs for integer values of v and the Fractional Quantum Hall Effect (FQHE)
occurs for values of v given by simple fractions. Both the IQHE and the FQHE are characterized
by incompressibility and disipationless transport, properties associated with superconductors.
This suggests that these effects characterize a state of matter distinct from the conductor and
refered to as a quantum Hall liquid.*

The properties of a quantum Hall liquid can be derived from the high-energy theory (3) by
integrating out the electron degrees of freedom. The remaining degrees of freedom of the bulk
liquid can then be identified with two Chern-Simons fields, a,, (A, + a,), described by a "pure"
Chern-Simons effective Lagrangian density,

Ley=06"a,0,a;, + 0'¢" (A, + a,) (A4, + a;) 4)

where the coefficient on the last Chern-Simons term is chosen to produce the integer QHE for
the second CS field (Schakel 2008, pg. 349). This is an example of a topological quantum field
theory (i.e., a QFT encoded in a Lagrangian density in which a spacetime metric does not
explicitly appear).

In this example, the high-energy Lagrangian density (3) is formally distinct from the effective
Lagrangian density (4): (3) encodes a non-relativistic quantum field theory (QFT), whereas (4)
encodes a topological QFT. This suggests that the laws of the EFT are not deducible
consequences of the laws of the high-energy theory (failure of law-like deducibility); and that the
EFT is dynamically distinct from the high-energy theory. Dynamical distinctness, coupled with
the formal distinction between the field y that encodes the degrees of freedom of the high-energy

* The IQHE can be explained by reference to the discrete spacing between the energy levels of the system. The
filling factor is given by v = (#of electrons)/ (# of states per energy level). At integer values of v, the first v energy
levels are full, and this entails incompressibility in the sense that no further electrons can be excited without a large
cost in energy. The FQHE can be explained by noting that attaching an even number of fluxes to each electron
cancels just enough of the external magnetic field to change the filling factor back to an integer value. Thus (in this
description), the FQHE is the IQHE for composite electrons (Schakel 2008, pg. 343).
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theory and the fields a,, (A, + a,) that encode the degrees of freedom of the EFT, suggest that the
later characterizes physical systems (i.e., two topological Chern-Simons fields) that are
ontologically distinct from those characterized by the former (i.e., non-relativistic composite
electrons). Finally, the fact that the degrees of freedom of (4) are exactly the low-energy degrees
of freedom of (3) suggests that the physical systems described by (4) are ontologically dependent
on those characerized by (3). In particular, the bulk quantum Hall liquid characterized by the
topological fields a,, (A, + a,) ultimately consists of non-relativistic composite electrons.

Example 2. A "Bottom-Up" EFT for General Relativity.

Recall that a bottom-up EFT is constructed in the absence of a high-energy theory by first
identifying the relevant symmetries of the phenomenon in question and then constructing an
effective Lagrangian density as a local operator expansion (2) that includes all possible
interactions consistent with these symmetries. In the case of general relativity, these symmetries
are general covariance and local Lorentz invariance. If one assumes that the metric g, encodes
low-energy degrees of freedom of an unkown high-energy theory, then an effective Lagrangian
density corresponding to (2) can be given by,

Qﬁ=\/§{/1+CIR+CZR2+c3RWR'”+...+£ ) (5)

matter

where g = det(g,,), R, R, are the Ricci scalar and Ricci tensor, the ¢; are coupling constants, and
the elipses refer to higher-order terms (Donoghue 1995, pg. 7). The Euler-Lagrange equations of
motion generated by the first two terms are the Einstein equations with cosmological constant A,
and one can argue that the effect of higher-order terms is beyond current tests of general
relativity.

In this example, since a high-energy theory is not known, the EFT is trivially characterized by
the failure of law-like deducibility and ontological distinctness. Ontological dependence is
secured by the assumption that the field variable g,, encodes the low-energy degrees of freedom
of the unknown high-energy theory.

4. Emergence in EFTs

The philosophical literature typically distinguishes between two senses of emergence. The first
views emergence as descriptive of the ontology (i.e., entities or properties) associated with a
physical system with respect to another. To say phenomena associated with an EFT are
emergent in this ontological sense is to say the entities or properties described by the EFT
emerge from those described by a high-energy theory. A second sense of emergence views it as
a formal relation between theories. To say phenomena associated with an EFT are emergent in
this sense is to say the EFT stands in a certain formal relation to a high-energy theory.

Note that an EFT does not stand in a precise mathematical relation to a high-energy theory. As
outlined in Section 2, Step (I) in the construction of an EFT requires both a choice of cutoff and a
choice of low-energy degrees of freedom with respect to the latter. These choices typically will
be dictated by the specific context of the problem at hand, as opposed to being products of a
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formal procedure. Similarly, the local operator expansion in Step (II) requires a context-specific
identification of the symmetries of the high-energy theory (when it exists) or of the phenomena
under investigation. This suggests that a purely formal concept of emergence for EFTs may not
be appropriate. The approach adopted in this section will be to extract an ontological concept of
emergence from the interpretation of EFTs suggested in Section 3. This interpretation motivates
the following desiderata.

(1)  First, the emergent system should ultimately be composed of microphysical systems that
comprise the fundamental system and that obey the fundamental system's laws.

(i) Second, the properties of the emergent system should not be deducible from the properties
of the fundamental system.

I will follow Mainwood (2006, pg. 20) in refering to these desiderata as microphysicalism and
novelty, respectively. They are underwritten in the EFT context by the elimination of degrees of
freedom in the construction of an EFT. In particular, one might tell the following story about
how the properties (and/or entities) of a system described by an EFT, encoded in an effective
Lagrangian density L.y, emerge from a fundamental system described by a high-energy theory
encoded in a Lagrangian density L:

(1)  First, the high-energy degrees of freedom are identified and integrated out of £. This
entails that the degrees of freedom of L.y are exactly the low-energy degrees of freedom of
L. Thus is microphysicalism secured.

(ii) Second, the elimination of degrees of freedom also entails that the solution L. of the path
integral (1) is dynamically distinct from £, and is a functional of field variables that do not
appear in £. Dynamical distinctness suggests a failure of law-like deducibility from £ of
the properties described by L.z and a difference in field variables suggests the properties
and entities described by L.;rand L are ontologically distinct. Thus is novelty secured.

5. Other Notions of Emergence
To further flesh out the above notion of emergence for EFTs, it will be helpful to compare it with
other accounts in the philosophical literature.

5.1. "New Emergentism", Spontaneous Symmetry Breaking, and Universality.

Mainwood (2006, pg. 20) characterizes the "new emergentism" of prominent condensed matter
physicists (e.g., Anderson 1972, Laughlin and Pines 2000) in terms of microphysicalism and
novelty, as described above, underwritten by a physical mechanism. According to Mainwood,
the specification of the latter is essential to avoid trivializing the concept of emergence:
"...emergent properties are not a panacea, to be appealed to whenever we are puzzled by the
properties of large systems. In each case, we must produce a detailed physical mechanism for
emergence, which rigorously explains the qualitative difference that we see with the
microphysical" (pg. 284). Such a mechanism plays both an explanatory and a formal role. First,
it explains how novelty arises: New Emergentists "...follow a strategy of first exhibiting
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evidence for emergence: the novel and unexpected character of certain systemic properties, and
only then presenting a physical process - a 'mechanism'’ - that explains how such novelty can
arise" (pg. 87). Second, formally, it underwrites the elimination of degrees of freedom from a
constituative system, resulting in a system characterized by fewer degrees of freedom and
exhibiting emergent phenomena. For Mainwood, the physical mechanism of most interest that
accomplishes these tasks is spontaneous symmetry breaking (SSB): "The claim of the New
Emergentists is that in the phenomenon of symmetry-breaking we have a mechanism by which
the set of 'good coordinates' of the whole can be entirely different from the sets of good
coordinates which apply to the constituent parts when in isolation or in other wholes" (pg. 107).
However, Mainwood is careful to note that, in addition to SSB, the New Emergentists identify
other mechanisms including renormalization, the integer and fractional quatum Hall effects, and
localization (pg. 93), as well as universality (pg. 116).

SSB is the mechanism associated with the Landau-Ginzburg theory of phase changes in
condensed matter systems, and its extension by renormalization group (RG) techniques. These
theoretical frameworks associate phases with internal orders characterized by symmetries, and
phase transitions with symmetry breaking. In the RG approach, phase transitions are analyzed
by observing the behavior of a theory as its parameters are rescaled. Such rescaling generates a
flow in the theory's abstract parameter space. A fixed point of such a flow is a point at which the
values of the parameters remain unchanged under further rescaling; i.e., they become scale
invariant. This occurs at a critical point corresponding to a phase transition. Thus phase
transitions are characterized by scale independence: the properties associated with a phase
transition are independent of the micro-scale properties of the system. In general, there can be
many distinct RG flows that terminate at a given fixed point. A fixed point x thus defines a
universality class insofar as the theory defined by x is independent of the microphysical details
of any theory on an RG flow that terminates at x.

Both SSB and universality play essential roles in two other recent discussions of emergence in
physics. These accounts view universality as underwriting the ontological non-reductivism they
deem necessary in descriptions of emergent phenomena, but differ on the significance of SSB.
On the one hand, Batterman (2011, pg. 1034) has suggested that the notion of a protectorate (i.e.,
a universality class) underwrites a concept of emergence "...that goes beyond mere claims to the
effect that symmetry breaking occurs." According to Batterman (2011, pg. 1038), "It seems
hardly satisfactory to appeal to symmetry breaking as an organizing principle independent of
microdetails when we have such a profoundly successful story about why the microdetails in fact
are largely independent or irrelevant." On the other hand, Morrison (2012, pg. 157) focuses
explicitly on SSB as essential to the concept of emergence: "Although the RG provides an
explanatory framework that shows why microphysical details can be ignored, it does not give us
the kind of physical dynamics required for the production of emergent phenomena. For that we
need symmetry breaking and the accompanying phase transitions". Morrison (2012, pg. 147)
moreover suggests that "understanding emergent phenomena in terms of symmetry breaking -- a
structural dynamical feature of physical systems... -- clarifies both how and why emergent
phenoemena are independent of any specific configuration of their microphysical base." To
support this claim, Morrison (2012, pp. 153-155) discusses an example due to Weinberg (1986)
in which the essential properties of a superconductor are derived, not from a theory of its
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microconstituents (i.e., Cooper pairs), but by imposing symmetry constraints directly on a
Lagrangian density.

Weinberg's example is instructive in the context of this essay insofar as it is an example of a
bottom-up EFT. This raises two questions: First, how are SSB and universality related to EFTs,
and second, if we agree with the above authors in their insistence on identifying a mechanism to
underwrite a nontrivial concept of emergence, what is the nature of this mechanism in the EFT
context?

The answer to the first question is explicit in the two examples discussed in Section 3: neither
involves SSB or universality, at least as the latter is usually defined. Example 1 involves a phase
transition from a less ordered conductor state to a more ordered quantum Hall liquid state;
however, the orders cannot be distinguished by their symmetries. Wenn (1995, 2004) has
developed a theory of "topological orders" that characterize the states associated with quantum
Hall liquids, and argues that such liquids cannot be described by the standard Landau-Ginzburg
theory of phase changes governed by SSB.” Moreover, while quantum Hall liquids may be
described in terms of a concept of universality, assumedly it will not involve the same technical
description as that provided by the RG analysis of fixed points.® In this broader sense, SSB is
sufficient, but not necessary for universality. Example 2 also is not characterized by SSB or
universality. In general, while the expansion point in the local operator expansion (2) of an
effective Lagrangian density is defined by a fixed point (and hence a universality class)’, an EFT
itself need not be identified with a fixed point, nor, necessarily, with a point on an RG flow that
terminates at a fixed point. Both of the latter correspond to renormalizable theories, whereas
EFTs in general need not be renormalizable.® This suggests that a concept of emergence based
on universality is too narrow for the EFT context. (It also suggests that a concept of emergence
based on universality will have to include as emergent those phenomena associated with
renormalizable theories; in particular, all the phenomena associated with the Standard Model
would count as emergent.)

A concept of emergence appropriate for EFTs should thus be broader than a concept
underwritten by SSB and/or universality. In Section 4 I suggested that emergence in EFTs be

> Wenn (1995, pg. 408) observes that the ground-state degeneracy that characterizes a quatum Hall liquid is not a
consequence of the symmetry of the corresponding Hamiltonian, but rather depends on spatial topology. This fact,
together with the fact that the ground-state degeneracy is robust under perturbations, suggests to Wenn that it be
associated with a notion of universality characterized, not by symmetries and RG fixed points, but by topological
order.

® Mainwood (2006, pg. 264, f.n. 3) acknowledges that the general concept of a universality class as used by New
Emergentists "...is clearly meant to also extend beyond areas in which the RG techniques are usually applied".

For weak interactions, the point of expansion Ly is taken to be a Gaussian fixed point in the parameter space of the
high-energy theory, but any fixed point will serve this purpose. In general, the terms in the local operator expansion
(2) are characterized by their behavior with respect to a fixed point (they can either increase, decrease, or remain the
same as the RG flow approaches the fixed point), and this characterization is essential to the behavior of the EFT.
¥ A fixed point corresponds to a renormalized theory; i.e., a theory that is energy scale-independent. A point on an
RG flow that terminates at a fixed point corresponds to a non-renormalized renormalizable theory; i.e., a "bare"
theory that is capable of being made energy scale-independent, but whose parameters have not yet been rescaled to
make this so. The most general form (2) of an EFT encompasses both of these theory types, but also a theory
represented by a point on an RG flow that passes through a neighborhood of a fixed point, but does not intersect it.
Such a theory is non-renormalizable.
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characterized in terms of microphysicalism and novelty, and that these characteristics are
underwritten simply by the elimination of degrees of freedom in the construction of an EFT.
Both Mainwood and Morrison require a causal/mechanical explanation of emergent phenomena
in terms of a physical dynamical process like SSB (Batterman, on the other hand, is content with
a unifying explanation based on the renormalization group). Morrison (2012, pg. 160), in
particular, views an appeal to the elimination of degrees of freedom as not enough: "[t]he
important issue...is not just the elimination of irrelevant degrees of freedom; rather it is the
existence or emergence of cooperative behavior and the nature of the order parameter (associated
with symmetry breaking) that characterizes the different kinds of systems." In response, I would
agree that, by itself, an appeal to the elimination of degrees of freedom does not explain the
existence of cooperative behavior, nor does it explain the existence and novel nature of emergent
phenomena. On the other hand, the particular emergent phenomena associated with EFTs are not
essentially characterized by cooperative behavior: while some examples are (quantum Hall
liquids as described by EFTs), others are not (general relativity as described by an EFT).
Moreover, within the interpretive framework suggested in Section 3, the elimination of degrees
of freedom in an EFT does fulfill a causal/mechanistic explanatory role. In particular, the
elimination of degrees of freedom in an EFT explains the existence and novel nature of low-
energy emergent phenomena by explaining how they are related to high-energy phenomena by a
failure of law-like deducibility, and by ontological distinctness tempered by ontological
dependence. Thus I would argue that the particular type of elimination of degrees of freedom in
an EFT, coupled with an appropriate intepretation of EFTs, succeeds in doing the explanatory
work deemed necessary by Mainwood and Morrison for a nontrivial concept of emergence.

5.2. "Weak Ontological Emergence".

An approach to a concept of emergence that stresses the importance of the elimination of degrees
of freedom is given by Wilson (2010), who refers to this concept as "weak ontological
emergence".” The elimination of degrees of freedom in a theory in physics, according to Wilson,
involves the imposition of constraints that eliminate functional dependences between system
properties and some subset of degrees of freedom (pg. 284)."° Wilson takes the following to be
examples of this:

1. The electric field of a spherical conductor, which depends only on the degrees of freedom of
the charges on its boundary (pp. 285-286).

2. Statistical mechanical aggregates: "[S]uccessful applications of the RG method to certain
composed entities indicate that such entities have DOF [degrees of freedom] that are

eliminated relative to systems consisting of their composing [parts]" (pg. 288).

3. Quantum degrees of freedom in the classical limit (pp. 288-290).

? Wilson (2010, pg. 280) takes "weak ontological emergence" to be compatible with physicalism, as opposed to
"strong ontological emergence", which is not.

1% Wilson (2010, pg. 282) considers a more general notion of a degree of freedom that the one adopted in Section 2,
allowing that it need not necessarily figure into a state description that underwrites a dynamics.

10
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These examples arise in different contexts, none of which is appropriate for EFTs. Example 1
arises in the context of a single theory by the imposition of boundary conditions on the theory's
equations of motion; thus it does not apply to the EFT context which involves two formally and
dynamically distinct theories. Example 2 is drawn from discussions in Batterman (2002) and
elsewhere and arises in the context of two theories (statistical mechanics and thermodynamics)
related by a limiting relation. Arguably, this example also does not apply in general to the EFT
context: Briefly, the procedure involved in constructing an EFT, as outlined in Section 2 above,
does not produce a limiting relation between the EFT and its high-energy theory (see Bain 2012,
pp- 28-32, for further discussion of Batterman's (2002) notion of emergence in the context of
EFTs). Finally, Example 3 also seems to arise from an assumed limiting relation between two
theories (classical and quantum mechanics), and thus is not applicable to EFTs. (The nature of
the limiting relation in Example 3 is a bit more controversial than in Example 2, insofar as more
than one dynamically distinct quantization of a given classical system can be constructed).

In the construction of an EFT, the elimination of degrees of freedom is not characterized by a
limiting relation between theories, nor by the imposition of constraints on a set of equations of
motion. Rather, it is characterized by the imposition of a constraint (in the form of a boundary
condition that imposes an energy, or minimum length, cutoff) directly on the degrees of freedom
of a Lagrangian density, as opposed to its equations of motion. This yields a formally distinct
effective Lagrangian density with a distinct set of equations of motion. This formal distinctness
severs functional dependences between the remaining low-energy degrees of freedom and the
dynamics of the high-energy theory.

This type of elimination of degrees of freedom in an EFT does not appear to be what Wilson has
in mind. Wilson takes the sort of elimination of degrees of freedom that underwrites ("weak
ontological") emergence to play two roles. First, it establishes the physical acceptability of an
emergent entity by securing the law-like deducibility of its behavior from its composing parts.
This is taken to partially underwrite a concept of physicalism:"!

...s0 long as a given special science treats only of entities £ whose characterization requires the
same or fewer DOF [degrees of freedom] as their composing e;, the special science is
appropriately seen as extracted from the more fundamental science treating the e;, such that the
laws of the special science (expressing, in particular, the properties and behavior of E) are
deducible consequences of the laws of the more fundamental science (expressing, in particular,
the properties and behavior of the ¢;). This is the case, in particular, with the special sciences
(statistical and classical mechanics) treating entities satisfying Weak ontological emergence
(Wilson 2010, pg. 295).

" For Wilson, physicalism in the context of weak ontological emergence is also underwritten by the claim that
"...the law-governed properties and behavior of [an emergent entity] are completely determined by the law-governed
properties and behavior of the [composing entities]..." (2010, pg. 280). If "completely determined" refers to an
ontological notion of dependence between the emergent and fundamental entities, then this amounts to the notion of
microphysicalism in Section 4. But if "completely determined" refers to a formal characteristic of a set of equations
of motion, then I would argue that it is too strong a criterion on which to base a notion of physicalism. In particular,
it fails in the context of typical EFTs.

11
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Second, according to Wilson, the elimination of degrees of freedom entails that an emergent
entity is characterized by different law-governed properties and behavior than those of its
composing parts. This is taken to underwrite a failure of ontological reductionism:

The line of thought appeals to the laws that scientists take to govern an entity of a given type,
as providing an appropriate basis for identifying the DOF associated with that entity... [The
argument] concludes that [the emergent entity] £ is not identical to [its composing parts] e,, on
grounds that there are scientific reasons for associating £ with certain laws, such that
specifying E's law-governed properties and behavior requires certain DOF; and for associating
e, with certain laws, such that specifying e,'s law-governed properties and behavior requires
certain DOF different from those required to characterize £ (Wilson 2010, pg. 301).

This failure of ontological reductionism might charitably be associated with a notion of novelty,
and this, coupled with physicalism might suggest a similarity between Wilson's weak
onotological emergence and the sense of emergence in EFTs expounded in Section 4 above.
However, again, the elimination of degrees of freedom that underwrites Wilson's physicalism
and the failure of ontological reductionism is decidedly different from that which underwrites
microphysicalism and novelty in EFTs: Where Wilson suggests elimination of degrees of
freedom secures the law-like deducibility of an emergent entity from its composing parts, I've
suggested that elimination of degrees of freedom in an EFT is characterized, in part, by a failure
of law-like deducibility, and take this to underwrite novelty (in the sense of dynamical and
ontological distinctness). I've also suggested that elimination of degrees of freedom in an EFT is
also characterized by the retention, in the EFT, of the low-energy degrees of freedom of the high-
energy theory, and it is this fact that underwrites a concept of (micro)physicalism (as opposed to
a relation of law-like deducibility). Thus, while Wilson's concept of emergence may be
applicable to some subset of physical systems described by theories in physics, it is not
applicable to EFTs, under the interpretation suggested in Section 3.

6. Conclusion

This essay suggests that emergence in an EFT can be characterized by novelty and
microphysicalism underwritten by the elimination of degrees of freedom from a high-energy
theory. This is an elimination of degrees of freedom imposed directly on a high-energy
Lagrangian density, as opposed to a set of equations of motion. It results in an effective
Lagrangian density that can be interpreted as describing novel phenomena in the sense of being
dynamically independent of, and thus not deducible from, the phenomena associated with a high-
energy theory. These novel phenomena can be said to ultimately be composed of the phenomena
that are constitutive of a high-energy theory, insofar as the degrees of freedom exhibited by the
former are exactly the low-energy degrees of freedom exhibited by the latter. Finally it was
argued in Section 5 that this concept of emergence in EFTs is more general than concepts of
emergence based on spontaneous symmetry breaking and/or universality, but more narrow that a
concept based simply on the elimination of degrees of freedom.

12
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Deep Conventionalism about Evolutionary Groups
Matthew J. Barker, Concordia University

Joel D. Velasco, California Institute of Technology

Concepts of evolutionary groups are some of the most important concepts in biology
and its philosophy. These groups include often-cited players in evolutionary
processes, such as populations, species, biological races, and lineages of various sorts.
In a broad sense, certain products of evolution are also considered evolutionary
groups, including clades of species, of populations, of organisms, and of gene families.
Assumptions about evolutionary groups feature in nearly every biological study,
whether explicitly evolutionary, molecular, or otherwise. And philosophers have
exported views about evolutionary groups as far afield as debates about how we

should organize and fund science in democratic societies.!

The widespread importance of concepts of evolutionary groups helps make disputes
about them important. But it makes perhaps even more important a rare consensus.
The consensus is a form of objectivism about what determines which collections are
evolutionary groups. It allows that our research interests may help determine which
group concept is best in a given case. But it says that on any single prevailing group
concept, we as minded agents do not help fix or determine which candidate groups
are indeed evolutionary groups under that concept; instead, objective facts alone
suffice for that. Although a mix of biological, chemical, psychological, physical facts

and so on may be recognized among these objective facts, it is harmless in this
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context to use “biological facts” to refer them. What is important is that this set
includes only mind independent facts. It excludes by definition those facts that are
instead fully or partially mind dependent, e.g., facts about our research interests,
perceptual abilities, general values, and so on. Given these terms, the consensus view
says objective biological facts alone suffice—we as minded agents are not needed—to

determine whether a candidate group is in fact a kind of evolutionary group.

Explicit statements of objectivism about evolutionary groups in biology literatures
are typically each about one or another specific kind of evolutionary group. And
fellow biologists seldom challenge these. When molecular phylogeneticists and
developmental botanists argue that the AGL6-like family of genes is a clade that has
existed for at least 300 million years, colleagues may dispute whether the AGL6-like
group really is a clade.2 But the vast majority on either side of any such dispute will
agree that it is the biological facts alone that determine whether the AGL6-like group
satisfies the notion of clade that they all (let us suppose) are using. In another chapter
of the objectivist consensus, evolutionary ecologists argue that many a biological
taxon has objective cohesion owing to gene flow between but not beyond the
populations constituting it.3 Again, any disputes about this will very probably not
indict objectivism. Indeed, objectivism about evolutionary groups is typically taken
for granted without explicit statement. And when stated, authors happily leave it as
an assumption.* What could be more obvious than, say, that a clade of plants would

be a clade even were we never here to discover that?
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Philosophers have more explicitly treated or adopted objectivism about evolutionary
groups as a general consensus, rather than dwelling only on more specific
objectivisms about this or that kind of group. For example, Dupré, Ereshefsky, and
Kitcher clarify that their respective pluralisms about biological classification are
consistent with objectivism about many kinds of evolutionary groups (though they
may disagree on some Kinds of groups).5 But their discussions do not aim for, and so
understandably do not provide, close scrutiny or detailed defense of objectivism
about evolutionary groups. The basic and assumed idea is that many different
evolutionary groups are, despite their differences, similarly objective because the

evolutionary processes that involve and produce such groups operate objectively.

The sway the consensus holds in both local chapters and as a whole is remarkable.
Objectivism about clades lies behind the common view that there is a single universal
tree of life. Objectivism about taxonomic groups prevails among even non-objectivists
about taxonomic ranks, and is part of the idea that any one species concept univocally
classifies organisms (barring vagueness) despite competing species concepts
ambiguously cross-classifying them.® Authors working on the Human Genome
Diversity Project have used population objectivism to justify decisions about what
kind of informed consent to acquire and when, and about which research methods
and data to use.” And the objectivist consensus has motivated attempts in more
general philosophy of science to retain a form of scientific realism despite recognizing
an increasing number of ways in which values (in a general sense) must shape

scientific inquiry.8
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Despite its dominance, we will argue that this consensus is mistaken because
objectivism about many and perhaps all commonly recognized kinds of evolutionary
groups is mistaken. This paper aims to displace the consensus with a new view, Deep

Conventionalism.

This new view consists of two parts. The first is a pluralism that is deeper than
familiar pluralist views attributed to Dupré, Kitcher, and Ereshefsky. Unlike their
pluralisms, ours undermines the objectivism of the consensus. The second part of our
view fills this void with a conventionalism that applies to a wide variety of
evolutionary groups. This conventionalism says that even given any single, specific
evolutionary grouping concept, typically something more than the objective
biological facts must determine or fix which things are such groups. The “something
more” is a mix of facts about us. The mix includes various conventions of ours, but
also our research interests, values, abilities, and so on. We use “conventionalism” for

short.

To proceed, we first situate Deep Conventionalism among related views. This
positions us to clarify a key notion of suppressed variables and the deep pluralism
associated with these. We then undertake the central task of showing how such
variables ensure that our view holds for a variety of evolutionary grouping concepts,

using cohesive functional units, populations, and clades as exemplars. Finally, we
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discuss potential objections and highlight implications for a range of important

positions.

1. Situating Deep Conventionalism
What is an evolutionary group? An innocuous answer is that an evolutionary group is
any group of things that have certain evolutionarily salient relations that set them
apart from other things. Exactly when things enjoy such relations, they make an
evolutionary group out of what would otherwise have been, from an evolutionary

perspective, a mere group or collection.

The category of “evolutionary group” divides into distinct kinds of evolutionary
groups. Authors recognize these with definitions and elaborations of different
evolutionary grouping concepts, distinguished by appeal to different evolutionarily
salient relations. For instance, “species” is said to name one kind of evolutionary
group, and “population” another. Definitions of the species concept typically attempt
to identify the evolutionarily salient relations between organisms and/or groups of
them in virtue of which those things together form a species. Definitions of
“population” typically attempt to identify the relations in virtue of which organisms

form a population.

Sometimes a dispute about a group concept is about which definition of it is “correct”,
“best” or “legitimate”—about which identified relations are the ones that make a

group a species, or a population, etc. This is sometimes further understood as
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competition between more specific concepts, each vying to be the specification of the
broader concept under dispute, the one that objectively does or does not apply to
each candidate group. Someone with this understanding sees the biological species
concept, phylogenetic species concepts, and ecological species concepts battling to be

the objective species concept.

What we will call pluralistic objectivism is an increasingly popular way of interpreting
these sorts of disputes differently, a way of qualifying or even eliminating some of the
dispute in each case while still conforming to the objectivist consensus.® This
pluralism and how it differs from our own is most easily seen by drawing from its
application in the species concepts literature, though when later arguing for our own
view we will only treat species concepts implicitly, through discussions of other

related important kinds of evolutionary groups.

Pluralistic objectivism has two noteworthy features. First, it claims that the concept in
question either subsumes or should be eliminated in favor of two or more—a
plurality—of finer-grained concepts, each of which is legitimate. This pluralism about
legitimacy allows that two concepts thought to be competing for legitimacy are
instead each legitimate for distinct purposes. For example, the biological species
concept is said to be legitimate (or the best, or the correct concept to use) for some
purposes, phylogenetic species concepts for others, and ecological ones for still
others. Our interests help determine which finer-grained concept of a given broader

type is best in which case.
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Second, pluralistic objectivism says that for each finer-grained concept it is objective
facts alone that suffice to determine how a set of things divides into groups under that
concept. So our interests help determine which of these concepts to use in a given
case, but the objective facts have already determined what the groups are under each

of the concepts our interests are choosing between.

More precisely, take the set of organisms, S, consisting of two populations of organism
on opposites sides of a mountain, population North and population South. According
to pluralistic objectivism, objective facts suffice to determine whether and how S
divides into biological species groups, or just biological groups when these are
deemed objective but their assignment to the species rank is not, and whether and
how it divides into ecological species groups, or just ecological groups. Suppose the
pluralistic objectivist believes that objective facts determine that North and South
together form one biological species group, while objective facts also determine that
North is one ecological species group, and South another. That is, one finer-grained
concept lumps North and South, the other splits them. Then, in (say) a research study
or classification project involving S, our interests enter the picture, helping determine
whether it is best or legitimate for us to recognize the lumping divisions of the
biological species concept, or the splitting divisions of ecological ones, or both, or

neither. Independently of us, the divisions are there.
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In typical empirical conditions our view disagrees with the objectivism in pluralistic
objectivism. There are many ways to convey this, with some ways useful to some
people and others to others. Our view says that conventions—facts about our
interests, values, abilities, and so on—help determine not only which concept is
relevant or legitimate in a given case, but also to which candidate groups it applies in
that case. Our conventions are needed along with objective facts to fix the extensions
of evolutionary group concepts. Conventions are needed to determine whether a
collection of organisms is a population, clade, give type of species, etc. How many
biological species are in a given set of organisms is not fully fixed by objective facts
across all research contexts; in some research contexts facts about us pair with
objective facts to give one count, in other research contexts they pair to give others.
Conventions help determine not only significance but also accuracy of group identify
(and associated taxonomic) claims. In typical empirical conditions, the biological facts
cannot determine whether North and South form distinct ecological species, let alone

species simpliciter.

As we will clarify near the end of the paper when discussing concept splitters, our
conventionalism about grouping concepts, including finer-grained ones, should not
motivate pluralistic objectivists to simply split their finer-grained concepts into even
finer-grained ones in the hope of reaffirming objectivity at still finer conceptual
levels. We are stuck with our conventionalism and should abandon pluralistic
objectivism. Our reasoning begins in the next section by clarifying what we call

Indeterminacy Pluralism. This is pluralism with respect to the values that can be
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taken by the suppressed variables associated with any single prevailing evolutionary
grouping concept, not pluralism about multiple concepts being legitimate. To
understand suppressed variables, we start with a non-biological, linguistic example.
But we stress that this is only to intuitively convey the form that Indeterminacy
Pluralism takes, and how it can mandate conventionalism. We will then have to show
that the biological cases take this form. Distant views in philosophy of language do no

work in any of this.

2. Suppressed Variables
Suppose Charles is at a large picnic with much of Alfred’s extended family. Alfred is in
a small group of people around a punch bowl, and Charles, walking towards them,
senses that the small group is not enjoying the live country music. But the rest of the
people at the picnic love the music. Charles asks, “So is this small group of you unified

in your response to country music?”

Alfred answers “yes.” But this is correct only by drawing on context to further specify
the question. Alfred gathers that Charles asked his question with certain kinds of
responses in mind, and certain kinds of country music. Without explicitly or implicitly
choosing particular values for these variables, there is no correct answer to the
question. And on other values of the variables, we can imagine that the relevant facts

ensure that Alfred’s answer is instead not correct.
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Take the case in which the small punch bowl group includes just Alfred and his
brother and sister. For the kinds of response variable, choose the “emotional
response” value. For the kinds of country music variable, choose the “pop-country
music” value. Then, given facts about his family, Alfred can assure you that he was
correct to affirm that the small punch bowl group is unified in its response to country
music. He and his siblings each react with disgust to pop-country music, and more so
than any of the attending extended family does. However, now change the value of the
kinds of country music variable to “alt-country music.” Then Alfred’s affirmative
answer to Charles’s question switches to not correct. Alfred likes alt-country music
and his brother loves it. But his sister detests it, more than any people in the extended
family. Changing the other variable, from “emotional response” to “sensory-motor

response,” may also make Alfred’s affirmative answer incorrect.

In cases like the picnic scenario, semantic facts about the meaning of “response to
country music” leave many variables open. Short of further inputs, there is no
semantic fact of the matter about whether the kinds of response variable takes the
“emotional response” value or “sensory-motor response” value. Given that such
variables do often get fixed in the face of these factual shortfalls, something else must

add to the semantic facts to fix the variable values.

In the picnic case, that “something else” is pretty clearly our conventions about
contextual information. Suppose that at the picnic it is pop-country music, in

particular, that is playing when Charles asks his question. Then very probably, both

10
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he and Alfred have in mind the “pop-country music” value of the kinds of country
music variable. And this is most likely because both of them are following a
reasonable convention, which here implies: if it is pop-country music that is playing
at the picnic, then presume that the kind of country music that the question is about is
pop-country music. Indeed, it seems that in cases with conditions like this case,

conventions must help with any fixing of variable values.

The relevant biological variables, not just linguistic ones, are also of this kind and lead
to similar results. To see this, first consider that in the picnic case we have
Indeterminacy Pluralism consisting in two conditions. One: whether a group of
people is unified in its response to country music depends on variables that can each
take one of a plurality of values that are all included among the facts. In fact, Alfred
emotionally responds to alt-country music in one way, and to pop-country in another.
Two: for some or all of these variables some different available values would on their
own lead to incompatible results, e.g., to the punch bowl group having a unified
response on some variable values but not on others. So the facts independent of our
contributions leave it indeterminate whether the punch bowl group is unified in its
response to country music. Given that indeterminacy in some cases like this is

overcome, our contributions are needed to make up those indeterminacy shortfalls.

Analogously for prevailing kinds of evolutionary groups, Indeterminacy Pluralism is
true and concerns the plurality of values that are available for variables of being an

evolutionary group of the given kind. Regardless of whether there is a plurality of

11
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legitimate species concepts as familiar pluralisms claim, the above two conditions are
typically met when using any one of these or any other prevailing evolutionary group
concepts. And again we must make up this shortfall conventionally. To make good on
these claims, the next three sections discuss prominent examples of forward looking
evolutionary groups and then backward looking evolutionary groups; for brevity,

general objections are discussed after these sections rather than repeated in each.

3. Functional Units and Cohesion
Many evolutionary groups are what Baum calls “functional units”, characterized by
“cohesion or causal efficacy” that allows them to be “players” or forward looking
groups in ongoing evolutionary processes (op. cit.,, p. 74). Although authors, including
Baum, typically have species in mind when discussing these units, some note that the
cohesion that is supposed to make species functional units is also had to greater
degrees by some non-species groups, such as populations, and to lesser degrees by
other non-species groups, such as multi-species syngameons and perhaps some

higher taxa.l9 We dwell first on the species grade of this cohesion: species cohesion.

Species cohesion has been important in many articulations of the nature of species
since the Modern Synthesis.!! This is explicit in some species concepts, such as the
evolutionary species concepts of Wiley and Simpson, and implicit in others, such as
Mayr’s biological species concept.l?2 Species cohesion is also important to various
interventional and field studies, e.g., attempts to explain why conspecific populations

together trace a distinct trajectory through the space of evolutionary pressures,
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including various forms of natural selection. Some such projects attempt to discover
and mathematically represent relationships between effective population sizes,
population subdivision, migration, and species cohesion. For instance, a traditionally
recognized relationship is that the effective number of migrants, Nem, from one
population to another must be = 1 for “maintaining species cohesion” across those
populations.13 Studies of evolutionary forces attempt to refine this view.1* Although
the importance of species cohesion and similar sorts of functional cohesion differ
from the importance of the clades in phylogenetics, many phylogeneticists insist that

species are special precisely because of their functional cohesion.?>

The question for us is whether species cohesion is a conventional sort of unity due to
featuring suppressed variables. Only recently have authors provided the clarification
of “species cohesion” required to answer this.16 Species cohesion is a grade of
evolutionary response cohesion that involves organisms or populations responding
similarly to evolutionary pressures. Importantly, whether a group responds in such a
way depends partially on the contrast class. Take a collection of populations. It
manifests evolutionary response cohesion exactly when the responses of its
populations to evolutionary pressures are more similar to each other than to any
outside the collection. This is for a collection to be exclusive, in at least one way,
among others. Without this particular relativization to things outside the collection, it
is hard to see how the collection could have the cohesion that is supposed to set it

apart from other things - give it functional unity.
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Once it is clear that evolutionary response cohesion distinguishes evolutionary
groups that we call functional units, it is easy to see that being such a unit depends on
the values that suppressed variables take. These are variables of evolutionary
response cohesion. Recall populations North and South, flanking the mountain. They
will face many evolutionary pressures, often concurrently: a drought, a nutrient
deficiency, emergence of an advantageous mutation. And there are different
responses they can have to any one pressure: this trait declines in frequency in one
population and increases in the other; that trait increases in both populations.
Minimally then, two suppressed variables of evolutionary response cohesion (of any
grade) that can take many values are which evolutionary pressures and which aspects

of response.

In typical cases, there will be an enormous number of values these variables can take
because organisms and populations have many traits and face many evolutionary
pressures. On many combinations of these values the two mountain populations
would count as having evolutionary response cohesion while on many others, they
would not. Suppose that in each population, just 1% of organisms have a suite of
genes that, during depressed humidity, contribute to their retaining moisture far
better than the other 99% of organisms. Then there is a series of devastating
droughts. The suite of genes increases to 35% representation in both populations. In
organisms of other nearby populations, genes involved in moisture retention are
quite variable, resulting in no pattern of frequency response during the droughts.

Choosing “moisture retention genes” for the which aspects of response variable, and
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“series of droughts” for the which evolutionary pressures variable, along with many
other values of these variables that similarly relate the populations, would count the
two mountain populations as having associated evolutionary response cohesion. The
responses of moisture retention genes in those two populations are more similar to

each other than to any responses in other populations.

At the same time, in North, and in all populations nearby except South, a new
sequence at a genetic locus has emerged that dramatically helps utilize increased
sunlight hours for energy production. Spikes in sunlight hours accompany the
droughts. Selection then facilitates a spike in population frequencies of the new
sunlight utilization sequence—except in South, which does not yet enjoy that
sequence. If we change the value of the which aspects of response variable, from
“water retention genes,” to “sunlight utilization locus” plus other aspects of response
that similarly relate all the populations, then the two mountain populations would

not count as having evolutionary response cohesion.

This clarifies how functional units distinguished by evolutionary response cohesion
will typically satisfy the two conditions of Indeterminacy Pluralism. To help verify
that this is typically so, most any study of population differentiation will do. Barbara
et al. (op. cit.) recently described a nice model for studying population differentiation
across continental radiations. The model involves populations of Alcantarea species,
perennial plants in Brazil that grow on large granite outcrops (similar to Ayers Rock,

aka Uluru). Populations in these species made a useful model partly because
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measurements suggested that factors known to complicate some population
differentiation studies (e.g., populations diverging markedly from Hardy-Weinberg
and selection/drift equilibriums) were absent, or otherwise would not significantly

distort assessments of these populations.

Highly varied traits characterized organisms in these populations. For example, all
eight microsatellite loci investigated in populations of one species, Alcantarea
imperialis, “were polymorphic, with up to 14 alleles per locus” (ibid., p. 1985). And the
scattering of populations across granite outcrops suggests varied evolutionary
pressures across those populations. Together these points indicate there are many
values that the variables responses to evolutionary pressures and which aspects of
response will take across the studied populations of Alcantarea imperialis (first
condition of Indeterminacy Pluralism). Also, evidence suggested that for at least some
of these variables some different available values would on their own lead to
incompatible verdicts on whether the populations of the Alcantarea imperialis jointly
manifest the species grade of evolutionary response cohesion (second condition of
Indeterminacy Pluralism). Genetic distances between populations of Alcantarea
imperialis, for example, were sometimes nearly as large as between that species and
another Alcantarea species (ibid., p. 1986). Genetic variance, too, between conspecific
populations was near what it was between the species (ibid., p. 1988), and many
researchers believe that in many cases variance between conspecific populations is
even greater than that between species. These statistical measures of distance and

variance strongly suggest that many particular genetic responses to evolutionary
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pressures are more similar between populations of distinct species than between

conspecific populations.

Generally across functional unit candidates, many of the biological values available
for suppressed variables of evolutionary response cohesion would count the
candidate as being a functional unit. Many other available biological values would
have the opposite result. Both results cannot obtain. And the biological facts do not
choose which of all the biological values are taken by the variables. We must do that.
Species cohesion and other grades of evolutionary response cohesion are therefore
conventional sorts of unity in light of the Indeterminacy Pluralism that is true of
them. This entails conventionalism about functional units distinguished by such

cohesion.

4. Populations and Interaction Rate Exclusivity
Not all forward looking functional units are distinguished by some grade of
evolutionary response cohesion. For others, it is how they causally interact with each
other, rather than how they causally respond to shared evolutionary pressures, that
makes them functional units of an evolutionary kind.l” Populations are the prime

example.

Millstein usefully compares prevailing distinct population concepts in terms of
permissiveness.!® Some are astonishingly permissive, recognizing any collection of

organisms within a species as a population (ibid., p. 61). For our purposes it would be
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most convincing to show that the least permissive, or most specific, population
concept that is common in evolutionary studies features Indeterminacy Pluralism.
Millstein, following in the wake of others, refines the definition of such a concept.
Roughly, “the causal interactionist population concept” says that a population is any
group of multiple conspecific organisms that is the largest group for which the
internal rates of survival and reproduction interactions are much higher within the

group than outside it (ibid., p. 67).

As with evolutionary response cohesion, the evolutionary group-making property
that this definition picks out is a kind of unity or exclusivity property. It is relativized
to things outside candidate populations, as you would expect of a property that is
supposed to unify and set apart a group from other things. In this case, it is survival
and reproduction interaction rates that are supposed to be distinctive between group
members, relative to outsiders. Effectively these interaction rates are to be greater

between group members than between them and outsiders.

This property also features Indeterminacy Pluralism due to variables that can take
many values, some large sets of which would suggest a group has the property and
other large sets of which would imply otherwise. We find these variables at more
than one level. At a first level, there is a variable that is not suppressed at all, the kind
of interaction variable. It is not suppressed because two values of this variable -
“survival interaction” and “reproduction interaction” - are explicitly referenced in the

description of the definitive property. These two values can pull in opposite
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directions. Many organisms frequently interact with others in a way that changes
their life expectancy (e.g., negatively in the case of direct or indirect competition, and
positively in the case of cooperation), without changing their expected reproductive
output (ibid.). The situation escalates if we omit the stipulated restriction of a
population to members of the same species, as Godfrey-Smith suggests we do to
properly understand natural selection, and as one must (on pain of circularity) if one
defines “species” in terms of populations.1? Highest rates of reproductive interactions
for some plant in my garden might connect it with pollinators and seed dispersers,
while highest rates of survival interactions might connect it with other plants

crowding it for soil and sun.

One level down we find two suppressed variables: kinds of survival interaction and
kinds of reproductive interaction. These can take several values, indicated when
Millstein notes there are several different kinds of survival and reproductive
interactions, respectively (op. cit., pp. 67-68). Among the reproductive kind, she cites
successful matings, unsuccessful matings, and different offspring rearing activities.
Survival interactions include direct competition, indirect competition, and
cooperation. Values for each of these will often simultaneously pull in opposite
directions with respect to a candidate group’s being “interaction rate exclusive.” A
tree in Mauro’s backyard has perennially poor fruit. The local deer nearly always
choose the neighbor’s tree fruit instead. Furthermore, most of the fruit from Mauro’s
tree rots below it, leaving seeds to struggle for the little light penetrating through

other crowding trees of Mauro’s. The struggling seeds of Mauro’s tree involve that
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tree in frequent (unfavorable) reproductive interactions with Mauro’s other trees; the
fruit of that tree involve it in frequent (unfavorable) reproductive interactions with
the neighbor’s tree. Many organisms frequently each have many reproductive
interactions, some of which suggest connections to one group, some to another,

others to another still, and so on. Likewise for their survival interactions.

Suppose we accept that for many a candidate population in the popular sense that
Millstein refines, many values for the variables we have discussed would imply that
the candidate has the exclusivity or unity that marks such populations. And many
other values would imply the candidate does not have this property. Then we again
have Indeterminacy Pluralism, and many population boundaries must be ones we

help fix. Populations popularly conceived are then conventional in our sense.

5. Clades, Splitting and Genealogical Exclusivity
In many areas of biology the central evolutionary grouping concept is that of a clade
or a monophyletic group. Clades are evolutionary groups because they feature a kind
of evolutionary unity - they are united by a shared common ancestry, which makes
them backward looking groups. Relative recency of common ancestry often explains
why members of a clade share the traits that they do, grounds a variety of inferences
about the past, and provides evidence about what unseen traits in members of the
group will be like. Such features make clades so important in taxonomy that a
common view of biological taxa is that they must be clades. The importance extends

far beyond taxonomy. Phylogenetic trees are recognized as the background
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information required for a huge number of inferences and explanations. But trees are
simply a representation of which groups under examination form clades that do the
real explanatory work. Essentially any question in evolutionary biology, or other
branches of biology that make evolutionary assumptions, depends on history and so

on clades.20

But in fact there is no single “common ancestry” relationship that grounds clade
groupings. A standard definition of “clade” is that it is some species and all of its
descendants. Yet it is not clear at all which groups are species. (Nor clear if there are
any species.?!) Further, some of the most popular views about species require that
they are clades, and so at least those views cannot define “clade” in terms of species.
For these reasons, it is now common to see clades defined directly in terms of groups
of populations or organisms and their relationships.22 But there are different,
incompatible ways of understanding the history of populations and of organisms.

Take these in turn.

Defenses of phylogenetic concepts of species often talk about trees of populations, to
argue that all taxa (including species) should be monophyletic groups of
populations.23 That is, a clade should be some ancestral population and all of its
descendants. This maneuver avoids talking about ancestral species, and avoids having
delineation of clades depend on delineation of speciation events. But we then replace
the avoided problem with the problem of delineating populations and population

lineage splits. Velasco argues that lineage splits are context-dependent.?* One rough
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argument for this is that lineage splits represent a loss of cohesion between groups
and the introduction of distinct evolutionary paths. However for certain kinds of
traits a group may still be cohesive, while for others, the very same group may be
broken up into independent trajectories. Only the context and associated conventions
can determine which kinds of traits are of interest and so must help determine

whether a lineage split has occurred.

The history of populations is naturally “loose” in a way that allows for some
reticulation between groups. The very idea of migration dictates that it must be
possible to have some gene flow between distinct populations without thereby
collapsing them. How much reticulation is allowed is precisely what is at issue and
what drives the point that lineage-splitting (and so cladehood) is context-dependent.
Grant and Grant talk about distinct clades of Darwin’s finches and place them on a
phylogenetic tree, but later discuss hybridization between these groups.25 There are
many reasons to treat sister species of Darwin’s finches as distinct clades. But
whether the relevant lineages should be considered separate at all depends on

context and convention.

This brings us to the history of organisms, because for some purposes, in some
contexts, we want to be strict, and then it is important to think of clades as
genealogically exclusive groups of organisms. That is: a group of organisms, all of
which are more closely related to each other than to any organisms outside the group,

with no exceptions such as hybrids. De Queiroz and Donoghue introduced this
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concept of exclusivity to the taxonomic literature to separate it from monophyly in
reticulating groups (such as organisms within a single species).26 But there are
different ways of understanding how organisms are related to one another. Baum and
Shaw first carefully spelled out exclusivity in terms of genetic concordance, but
Velasco defines it in terms of organismal parent-offspring relationships.2” These two
kinds of group are incompatible, with some biological projects concerned with one

and different projects the other.28

Thus when we ask whether a group is genealogically exclusive, there is a suppressed
variable that we might call kind of genealogical exclusivity. It can take (at least) the
values “recency of organismal common ancestry” or “genetic concordance.” But the
biology alone does not determine which of these values the variable takes. So long as
the available values are objectively incompatible as these two often are, any
determination of whether a candidate group is genealogically exclusive is
determination that we help with. This is because in such a typical case, our research
interests, conventions, and so on, are involved in selecting among the available
variable values. These contributions of ours must help select, if variable values are
taken at all. Genealogical exclusivity is therefore conventional in our broad sense -
determined by biology plus by us. When being a clade is being genealogically

exclusive, we also help determine whether something is a clade.

We do not always want our understanding of common ancestry to be as strict as

genealogical exclusivity, even though that exclusivity represents a kind of shared
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ancestry that can ground many kinds of inferences. After all, a small number of
hybrids between two different clades destroys either kind of genealogical exclusivity
just described. And often we want to understand the distribution of some “broader
level” feature such as biogeography, in which case it seems appropriate to think of the
history of whole populations as determined by population lineage splits. But in these
cases conventions help fix the variable value “distinct population lineage” in place of
“being genealogically exclusive.” And we saw that this fixed value itself has deeper
suppressed variables, because population splits depend on contexts that have
incompatible outcomes and which the biological facts alone do not choose between.

So at multiple levels there is Indeterminacy Pluralism and conventionalism.

The general source of this is that different parts of a taxon have different histories.
Which parts we care about varies across contexts. Our research interests help decide
between the looser “population lineage” definition of clade or the more strict
“genealogical exclusive group of organisms” idea. What is important to see is that on
either of these readings, there are still further suppressed variables whose objective
values would incompatibly dictate which things are population level lineages or
which organisms are most closely related to each other. And the biological facts leave
us with a plurality of possible values that lead to incompatible grouping of organisms

into clades. Further details are needed for any determination of cladehood.

This is most obvious in extreme cases like Thermotogales. While much of the group’s

history remains uncertain, ribosomal RNA and other “core” operational genes give us
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strong reason to believe that the Thermotogales are a bacterial group that share a
“cellular” history with the bacteria Aquifilales; however, the majority of their genome
indicates some other phylogenetic position - including many genes which are clearly
of archaeal origins.2? Context combined with various conventions helps determine
whether Thermotogales is a clade of Bacteria, a clade of Archaea, or not a clade at all.
While Thermotogales is among the most extreme cases we know, this kind of context
dependence is unavoidable. There is then is no unique objective grouping of

organisms into clades and so no uniquely correct tree of life.

6. Lumpers and Splitters
For splitters, those with a preference for finer-grained concepts, an objection now
quickly comes to mind. Just as Dupré, Ereshefsky and Kitcher have split “species” into
“genealogical species” and “interbreeding species” and others, objectivists can split
the concept of “clade” into “population level clade” and “organism level clade”. This
may concede conventionalism about “clade”, but relocates objectivism to the finer-
grained concepts that the splitting of “clade” produces. Perhaps this splitter strategy

can be applied to “functional cohesive unit” and “population” too.

Our above discussion indicates that the “clade” splitter’s first division, between
“population level clade” and “organism level clade,” will only confront the further
suppressed variables we have uncovered for each of these. Can the splitter then
simply try and split yet again? Technically, yes. But consider the kinds of concepts

that result:
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. “population level clade” as clarified by a strict-but-not-too-strict “with
<1 incoming migrant per generation per population”
. “organism level clade as defined by being an exclusive group due to
being a clade on the plurality of the genome tree with respect to all genes and
all organisms”
Putative objectivism about these concepts faces two problems. The first is that key
components of these are also conventional. It is doubtful that biological facts alone fix
what counts as a generation or a migrant, for example, much less what it takes to fix

what counts as an organism or a population.

The second and more decisive problem is that these concepts, and the additional
splitting that produced them, are theoretical dead ends. These concepts are not
evolutionary grouping concepts at all. They are ad hoc constructions for the sole
purpose of being objective and would play no role in biological theorizing. Being a
clade is important. If we want to know what a clade is, we should focus on the role
that the term “clade” plays in biological theory. But if we do this, it is clear that being
a clade is tied up with many different kinds of processes, patterns, and methods of
detection, and is fundamentally intertwined and interdefined with other “problem”
concepts like lineage, species, and population. Being overly precise in defining “clade”

robs the term of its power to play the large number of roles that it is expected to play.

This problem is even clearer for splitting “functional cohesive unit,” which would give

way to concepts such as:
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. “functionally cohesive group with respect to trait T1 and pressure P1”
. “functionally cohesive group with respect to trait T2 and pressure P2,”
and...

If one of these applies to a group, it will typically apply to only that group—the one
featuring T1 that is subject to P1, for example. Such concepts do not pick out kinds to
which many member groups belong and over which theoretically interesting
generalizations and predictions hold. Splitting “population” yields similarly vapid
concepts:

. “population due to rate exclusivity with respect to survival interactions

S1 and reproductive interactions R1”

. “population due to rate exclusivity with respect to survival interactions

S2 and reproductive interactions R2”
The theoretical reasons for caring about the kinds of groups we have focused on in
this paper are absent for those produced when avoiding our conventionalism by
splitting. Better to not split and retain conventional concepts that are theoretically
important. In other words, the utility of evolutionary group concepts depends on
their flexibility in application. Empirical facts about the organization and diversity of
the biological world dictate that our grouping concepts allow for flexibility in
application in distinct contexts. It would be a mistake to conclude that this diversity
requires instead a tremendous explosion in the number of evolutionary grouping

concepts that we must use.
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Lumpers will agree that splitting buys objectivity at too high a theoretical cost, and
that we should retain instead the theoretically important concepts we have analyzed.
But many lumpers will keep their agreement with us short, insisting that these
unsplit concepts can objectively apply with theoretical significance across many
contexts. For example, of course we would allow that in one context a group of
populations is a functional cohesive unit if all their trait responses to all evolutionary
pressures are more similar to each other than to any other populations. But the
lumper argues that we also need to allow that a different group of populations can
have the same property of being a functional cohesive unit with just 80% of their trait
responses to all evolutionary pressures being more similar to each other than to any
other population. In another context, 75% may suffice if this includes the right traits.
In still others the difference may concern percentage of pressures instead of traits,
but we still have a cohesive functional unit. We may need to recognize similar
flexibility to being a population: in one context, exclusivity with respect to large sets
or certain reproductive and survival interactions suffices, in another a smaller set of a
different but especially salient mating interactions is enough. Perhaps a similar kind
of consideration could apply to the different kinds of genealogical connections

relevant to being a clade.

Effectively, these suggestions indicate that the unsplit concepts of “functional
cohesive unit,” Millstein’s “population” and “clade” are all cluster concepts.3? This is
regardless of whether a particular group that one of these concepts picks out is a

natural kind, an individual, or something else—in each case, the concepts are defined
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by disjunctive clusters of conditions; no one of these conditions is necessary for

application of the concept, but a variety of combinations of them is each sufficient.

There are two candidate ways to claim biological facts alone determine when such
concepts apply. One is by putatively objective weighting schemes. Such a scheme
hopes to tell us how much different factors matter in different cases. Notice that the
weighting scheme that says that all factors matter equally across all cases in all
contexts is still a weighting scheme (it is a strictly equitable one). The problem with
any of these schemes is not that they are hopeless; they can be quite useful. The
problem is for an objectivist reading of them. Thinking that biological facts alone
determine which traits matter to what degree in what context is hopeless. Using the
language of suppressed variables, our arguments in this paper have already implied

these weightings are conventionally determined.

This fact inspires the second candidate way to claim that biological facts alone
determine when cluster concepts apply in particular cases. The idea is that cluster
grouping concepts cannot be defined in terms of the relative similarities or kinds of
interactions between things that groups comprise. Granted, the disjunctive
specifications of conditions above may be epistemic guides—they may help indicate
whether a given concept applies to a group. But these conditions obtaining between
things grouped are not what makes those groups evolutionary ones. Instead, the
groups themselves have ontological priority as real units, whether as individuals (the

populations of Millstein) or natural kinds (the species taxa of Boyd, op. cit, and
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Wilson, Barker and Brigandyt, op. cit.). Reductive definitions of them are then bound to

fail and the ontologies of evolutionary groups resist deeper specification.

This “groups first” view may seem a desperate way for the objectivist lumper to avoid
the conventionalism of weighting schemes. But it is a difficult view to refute. We think
it becomes more plausible when elements of it are retained in a conventionalist
framework. In that framework, we appeal to biological facts, but also draw on our
research interests, abilities, values, and so on, to conventionally determine which
things are evolutionary individuals or kinds. Indeed, the least strained descriptions of
biological practice accord with this. After conventional “group first” delineations pick
out the groups, epistemically useful cluster specifications can be given and explain
why these groups, rather than other possible groupings, fall under the relevant

concept.

7. Conclusion and Broader Issue
Our chief conclusion is that evolutionary grouping concepts, such as those of clades,
functional cohesive units, and populations, do not objectively delineate groups, but
rather, when they do apply to some collection or organisms, they must do so with the
help of our conventions. More specifically, facts about the context and our
conventions, interests, and values combine with the biological facts to determine
whether some collection of organisms is a group of a particular kind. The central
reason for this concerns the suppressed variables built into these concepts. The

concepts apply only when the variables take values. But the variables cannot take
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values independently of context. And without our conventions helping to determine
which values are taken, there is simply no fact of the matter about which collections
are groups according to that concept. For just a flavor of how this conclusion is
relevant not only to discussions of evolutionary groups, but also connects to a range

of other issues, we finish with snapshots of broader implications.

The common assumption that the evolutionary groups we study form objectively
determined branches on a single objective tree of all life is false. Prevailing taxonomic
concepts each do not unambiguously divide sets of organisms into taxa when taking
only objective biological facts as inputs. Instead, in different contexts, different groups

are properly regarded as taxa.

Biological taxonomies have featured as case studies in broad “science and values”
debates about whether and how our conventions and interests do or must attach to
such taxonomies. Some objectivists concede that our conventions and interests help
determine the significance of taxonomies, but we now see this is not a sufficient
concession. Conventions and interests also help determine the accuracy of those

taxonomies, because conventions and interests help fix the groups taxonomized.

Objectivity of evolutionary groups is often thought to contribute to or feature as a
part of policy justifications. For instance, to help justify the conservation of certain
caribou groups, the Committee on the Status of Endangered Wildlife in Canada

(COSEWIC) can be understood as appealing to normative principles of the following
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sort: if a described group of organisms objectively satisfies the definition of an
evolutionary group concept (even a definition arbitrarily chosen among competitors),
then the group is a unit of diversity that should be protected or conserved when
endangered.3! Even though the justification of this principle will probably be
normative, it applies to any given group only if that group is objective. Policy makers,
including COSEWIC, often suggest that the only or main obstacle to satisfying this
objectivity condition on the application of the normative principle is a lack of
empirical data (ibid.,, p. 9). But our conclusion implies the obstacle is greater—that
the objectivity condition cannot be met, nor the principle applied, no matter the state

of empirical data.
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Time and Fitnessin Evolutionary Transitions in Individuality

Abstract

It is striking that the concept of fithess although fundamental in evolutionary thelbrngnsains
ambiguous. | argue here that time, although usually neglected, is an importanttpara
regards to the concept of fithess. | will show some of the benefits of tidldagously using th
example of recent debates over evolutionary transitions in individuality. |fetartOkashas
assertion that once an evolutionary transition in individuality is completed an ontologiea
level of selection emerges from lower levels of organization. | argue thah&kalaim to hav
identified two ontologically distinct levels of selecti®an artifact created by an undesel
comparison between the fitness of the collective level and the fithess oh#stuents. Onc
fitness is assessed over the same period of time at the two levelmpization it becomes cle

that only one, unique process of selection is acting upon both levels.

1. Introduction

Yes, fitness is the central concept of evolutionary biology,t
is an elusive concept. Amost everyone who looks at it seri

comes out in a different plat

Leigh Van Valen 1989,2-3
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It is striking that the concepff fithess, although fundamentalDarwinian Theoryijs not ye:
unified, and after more than 150 years still remains ambigi®finessanecological descriptt
or a mathematical predictof®o species hava fithess, and if they do, how shale measurat?
Should fitnessbe measured over shodr long periodsof time? All these questions are ¢
without clear answergn this article, |1 have two aims. First, | will clarifydlconcepof fitness
by arguing thatiime is an important parametesf this concept. Discussions over the conas|
fitness are numerous and | will nbe ableto cover them all. Rather, | will concentrabe
particular benefits that pairing the conceptfitness with ime can bring to one contempora
discussion over the levets selection, namely evolutionary transitiom individuality (ETI). |
will demonstrate, and this wihe my second aim, that the mod#fl ETIs developed by Okas
(2006), relyingon Michod andcolleagues’ work, faces a serious problem. This problem, |
argue, comes precisely from the fact tinabis model Okasha does not sufficiently take time

account when measuring fitnestdifferent levelsof organization.

ETls are eventin the courseof evolution thatlead to the formationof new higher leve
individuals dueto the cooperatiorf two or more individualsat a lower levelof organizatiol
(Michod 2011). One examplef ETI is the transition from unito multicellular organisms.
number of other ETIs have been proposed, among them the tiomssirom prokaryoteto
eukaryote cells, from unicellulao multicellular organisms, and from multicellular organisio
integrated colonies su@scoloniesof antsor honeybees. Onef the most accomplished mod
of ETI is the one suggested by Michod and colleagliesa numberof articles and bool
(Michod 1999, 2005; Michod, Nedelcu, & Roze 2003; Michod, Viossatar Hurand, &
Nedelcu 2006) they propose a numbérconditions for ETIso occur. Okasha (2006, 20:

recently set Michod andolleagues’ work in the frameworkof Multilevel Level Selection
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(MLS1)/ Multi Level Selection 2 (MLS2), which was initigltleveloped by Damuth and Heis

(1988).

Okashas and Michods models of ETIs are committeid a conceptof fithess whichis
measured by the abilityf a given entityto survive and reproduda its environment. Accordir
to this definition, he higher the survival and reproductive rafehis entity, the higher its fitne
is. Although such definitionis somewhat restrictive and does not cover whole rangeof
possibilities which can be embraced by the conogfitness, | will accepit ascommon groun
for the developmenbf my arguments, which will ruras follows. In Section 2, | will briefl
review Michod anctolleagues’ aswell as Okashds models of ETIdn regardgo fitness. | will
present two specific claims defended by both authors: ét)dibrng the last stagef an ETI,
once a divisiorof laboris in place, the fithessf the components constituting the newly eme
individual reacks zemw; (2) that there are two fundamentadlistinct processesf selection
namely multilevel selection 1 (MSL1) and multilevel stien 2 (MLS2), occurring alternate
at the different stagesf an ETIl. Claims (1) and (2) are slightly different versiomlswhat is
called the expordf-fitness viewon ETI. Claim (1) has been recently criticized by Godf
Smith (2011, 77-78) for its metaphorical nature. Although thiscism deserves a ma
thorough examination, that will ndsie donein this article.In Section 3, | turrto claim (2) an
demonstrate that fitnessis assessed over the same pedbtime at the collective level andat
the levelof its constituents, then there is commensurability betwidbese two model®f
selection. Br that reason, they cannot represent two ontologicaltindigprocessesf selection
but are waydo describe the same process from the perspectitwwo spatial and two tempol
scales. However, do not deny the epistemological valud describing ETIs witim the

MLS1/MLS2 framework and will examine the reasons for this.
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2. Michod and Okasha on evolutionary transitionsin individuality

Michod and colleagues propose the following maxfeéETI. For new individualst a highe
level (“collective” level) to emerge from a lower levétparticle level”)', e.g. for multicellula
organismsto emerge from unicellular organisms, two things must happénst, conflict:
between membersf the collective neetb be eliminated. Conflictsanbe resolvedin different
ways such as for instance policing mechanisms and develbgint®ttlenecksto name two ¢
them. They both promote genetic homogeneity and constyjoeduce competition between
different member®f a group. However, eveifi genetic homogeneitis reached between t
different membersf the same group, this will not necessarily léathe emergencef a highe
individual. For an ETto take place, Michod and colleagues propose that therebmastivisior
of labor between germ and sonm ifs equivalenin ETIs other than from uniko multicellular
organisms), since without, the collective fithess wilbe proportionalto the average partic
fitness As such, the collective will ndie anindividual with itsown fithess (Michod 2005, 56¢

its fitness will merely be a cross level by-product ofpitsicles’ fitness.

Claim 1

As | noted earlier, Michod and colleagues define the finésn entity (whether particleor
collective) as the productof its viability and fecundity, whichs often donein life-history

models.In the casesf transition from unicellulato multicellular organisms with full separati

! The distinction between particle and collective cofres Okasha (2006, 4)
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of germ and somdf a cell does not specializi, will invest its resourcesm both the viabilit
and fecundity components fitness.As a result its fitness wilbe positive. However, Micha

(2005, 2011) and Okasha (2009) both generalize this argumerttheerETIs and propose th

(1) If a particle invests everything the somatic (or germ) function (or its equivaleritjhe
future collective individualjt will have a fithess equab 0, since although its viabilil
(or fecundity) componenbf fitness will be positive, its fecundity (or viability

component and consequently the proadatiability and fecundity willbe nil.

However, when the two typesf particles combine their investmeint both componentsf
fitness (one investing everythirig the soma and the other everythingthe germ function)
new collective individual emerges with its own fitness. sTheasoning leads Michod &

colleaguego claim that duringanET]I transferof fithess from the particle the collective level.

Claim 2

Okasha (2006) and Michod (2005, 2011), mostly relgin@kasha’s analysis, both link th
work to the two conceptsf multilevel selection distinguished by Damuth and Heisl®88)
namely MLS1 and MLS2n the MLS1 framework, the focal urof selectionis the particle. Fc
that reason fithess expressedn a numberof particles produced. For example, a graf
particles will have a higher fitness than anotifiereteris paribug produces more particlem
MLS1, the fithesof the collectiveis merely a‘“by-product” of the different fitnesss of the
particles composing this collectivim the MLS2 framework, the focal unitd selection are bo
the particle and the collective. Fitnes®f the collective andf the particle are measured

different units. The fitnessf a collectiveis expressedn numberof new groupsit produce
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independentlyof the numberof particles each group composedof, while the fithessof a
particleis simply expresseih numberof particlesit produces. Duringan ETI, Okasha (2001
237-238) argues, there are three stages for which MLS1 ai82 Mte alternately more relev

to describe the selection process and propose that:

(2) MLS1 and MLS2 are two distinct causal processéselectionas opposedto two
conventiomal ways of expressing selection (2006, 59; 2011, 243). DuandTl, they
represent a transitian processsof selection. Not only MLS1 and MSL2 are alterma
more relevantat the different stagesf an ETI, they are alternakge the only wayto

describe accurately the processelection.

In the first stag®f an ETI, the particle®f the future collective statb aggregate and cooper:
The fitnessof this newly formed collectivés merely the averagef the particlesfithess, henc
MLS1 is the relevant typef selection occurring. During the second stage, thed#of the
collective is not definedin termsof the particles any more, big proportionalto the averag
fitnessof the particlesAt that stage, although MLS2 framewaor&nbe applied,so can MLS1.
Thereis a “grey area between MLS1 atdSL2”, in Okasha’s words (2006, 237). However, 1
collective lacks individuality, since its fitness is @ss-level byproduadf the particles’ fitness
During the third stage, when the transitisnrcomplete, the fitnessf the collective cannot |

expresse@dsthe average fithess the particles any more. The collectiganow an individualon
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its own and its fithess is not proportionalthe fitnessof the particles; both fithessare nov

incommensurabfe

3. When time makes a difference

Where desthe incommensurability between particle and colleditvessescome from?To
this question theris no clear answer ani is not clear how there coulok one everin principle.
It is in fact hardto imagine that collectives could exhibit variatioims fitness, without the
constitutive parts exhibiting a formf variation with consequencem their own fitness. Ye¢
Okasha believes that such scenarios exist (Okasha 2006, 106)aarnbely materialize whi
MLS2 is the frameworkof choice, for MLS2 framework, he claims, fits two cdlysdistinct
processe®f natural selection happenirig nature (Okasha 2006, 59; 2011, 243). Recall t¥
MLS2 framework, the fithessf the collective carbe definedas a quantity“that bearsno
necessary relatioto average particle fithesses aldrn@006, 136, my emphasisyet, in the
same sentence Okasha surprisingly msskat “it is impossible that the resulting evolution
change couldbe expressedin terms of particle fithesses alone,Okasha (2006, 136, r
emphasis). Beyond, the fact that the consequence duesllow from the premise (Okas
should have usetsometimes impossibleinstead of “impossible”), | propose one importa
reason whyve should doubt this claim in any case. | will not argue h¢heragainst the MLS

framework itself sincét is obviously mathematically true. Rather, | will argue againstcain

2 Michod and colleagues use the word ‘decoupling’ to refer to this phenomenon. By decoupling
they mean that the fitness at the collective leeelmes expressed in a different currency th

fitness at the particle level and that it is not tratadile into fitness at that level
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that therds incommensurability between the particle and collective $iéedan any real casesf
evolution by natural selectionh&reason | will gie is basedon purely methodological groun
linkedto time, fitness and levetsf organization and wilbe illustrated with onef Okasha’s own

exampleof MLS2.

In chapter 7 Okasha (2006) deals with species selection, thdigraatic caseof MLS2 in
the literatureon the subject, and embraces Vibéacid test” (1989, 155)0 detect true speci
selection (and more generally MLS2) from mere by-prodotiselectionat lower levels, as i
MLS1. Vrba proposes that theietrue species selection when the outcarheelectionat the
species level canndie explained from the perspectivd the organism. @e stringent wayto
know when this happenis to seek different directionsf selectionat the different levelof
organization. For instance, species selectibtruly independent, coulth principle counterai
selectionat the organism level. Vrbatest will howeverbe inconclusive when both selecti
processes push the same direction, but the most reasonable attttuddoptin such case wi
be to consider that selection only really occatshe lower level, unless one would be abl
display that the force at the species level hasréiftevalue from the force at the organism le
Okasha claims that one exampletrue species selection satisfying Vrbgestis involvedin the
evolution/maintenancef sexual reproduction. He asserts that asexuiliggdvantageouat the
organism level, becausd the two-fold cosbf producing males (Maynard Smith 1978), but
sexualityis advantageouat the species level becauseallows faster evolutionary responde
rapid changei environmental conditions. According this reasoning, sexual lineages wc
be selected via species select@sa distinct processf natural selection different from select

atthe organism level which favors asexual organisms.
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One fundamental principlef the scientific methodn experimentsis to change only or
variableat a time while the other are kept unchangedontrolled.To reach this goal, if onis
interestedin measuring the influencef X (a drug, for instance)n a population P, tf
experimenter will neetb control the effeciof X on P with another population (let us dalP’ or
Control) which was not administered X but whiishas similar to P as possiblein all othel
respects. Henceif a differenceis observed between the two populatioits,will only be
attributableto X becauseno other variable wilbe different. However, if P and’Rare not strictl
identical in all respects but X, then any observed diffee couldoe attributableto X or anyof
the other different variable between the two populatams which could have the same ef
than X. Such variables are called confounding variables iddhat relevanto our problemof
species selection and Vrbaest? Vrbas testis not a scientific experiment per se, liushare
with them the necessity be controlled. Unless all the variables relevamselection are strict
identicalat both leveldn the test, the detectiarf a different directiorof selectiorat those level
could be attributed eitheto a different processf selectionat eachlevel orto any other variabl
with different valuesat each level and with some relevance to selection.litesany scientifi
experiment, Vrba test requires that only one variablea timeis changed while all the other i

kept unchanged.

We noted earlier that Okasha claims that the evolutiairitenancef sexual reproductiois
a true casef species selectiode justifies this assertion using Vrlsaest. Becausdie argues
the test shows that selection puskmesvo opposite directions (i.e. sexualdythe species lev
and asexualityat the organism level), a proces$ selection ontologically different from t
processof selectionat the organism level, must exiat the species level. But do€xasha’s

comparison eliminate all possible confounding vargb¥hich would render his conclusi
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spuriousan other wordsjs selectiorat the organism level assessadhe exact same waat the

species level? fie answelto this questioris thatit is not; a confounding variable does exist.

To detect this confounding variable, let us consider two tgbesganisms, one asexual
one sexual, under the same selection pressiliceseproduce, sexual organisms spend er
bothto look for a partner antb produce gametes during meiosis, while only baltheir gene
will be representedt the next generatiorOn the contrary, asexual organisms wi# ableto
reproduce genetically identical offspring, without any casinfmeiosisor courtship and matin
Henceif the two typesof organisms arén competition, the asexual ones should quickly
compete the sexual ones, becaokthe supplementary costs associatedexual reproductio
At that point,it is thus extremely temptintp claim that the fitnessef an asexual organisns
higher than the fithessf a sexual organism. Buif, formulatedas such, this claim would t

incomplete and would have berelativized over a periodf time (e.g. one generation).

Why is that? First, because the fithessan organism cannobe directly measured as, 1
instance, the mass an objectcanbe; measures of fithess are only proxies for fithess. Sk
because different proxiesrffitness can leatb different answers. Hence, the information al
the way fitnessis measuredis always relevantin fact, he reproductive output after o
generationof an organism represents only one proxy for its fithess anzomigfinite number
Thereis no “best” periodof time over which onean measure fitness. This tymd problem:
leads Beatty & Finsen (1989) and Sober (2a63)ropose a distinction between short-term
long-term fitnessin most cases the short-term reproductive out@n entity is a good prox
for fitnessto grasp the evolutionary dynamied interest. But at other time# might be
insufficient, andwe will need a proxy measuring the reproductive output ovengeloperiodf

time. One famous case, proposed by Fisher (1930) on sex ratiagsnta& reproductive outy
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two generations ahead a much better proxy for fitness time generation. More genera
proxies of fithess over long periodef time should be preferreif one is interesed in
evolutionary problems involving changmesthe environmentasit is the case with the evoluti
and maintenancef sexual reproduction. This is because long term environmeméaiges ar
their consequences on selection pressures will be inviibée proxy for fithess based on
short term reproductive output. Yet, many evolutionary probldm not involve such chang
and measuring fitnesas the reproductive output over one generatisnfine because tt
environment usually does not charggechanges very little over one generation. Tigithe cas

for instancdf one wantto know what phenotypis optimalin a constant environment.

The confounding variabli Okasha’s comparison becomes now obviolisis the time ove
which fitnessis assessed, whicis itself a proxy for environmental change¥. the organisr
level, fitnessis usually measuredsthe reproductive output after one orgarisgeneration. A
the species level, fithess is measured as the ratgtioiction or speciation over much lon
periods of time, sometimes many millions of years. But roemsurability necessarily exi
between fithesof species and fitnessf organisms. Speciation and extinction events
ultimately composed of the deaths, survivals and reproductidnsrganisms over mail
generationssince the former events supervemethe latter ones. Thus, when Okasha apy
Vrba’s test over the maintenance/evolutiminsex,he compares the fithesd organisms over ol
generationat the organism level with the fitnes$ organisms over a much higher numioé
generationd. Performedas such, Vrbas test remains inconclusive. Indeed, the differt

observed coultbe either dueo two processesf selection pushing in two opposite directimmto

% In virtue of the supervenience of speciation and extinatvents at the species level on dee

survival and reproduction events at the organism level
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two measure®f one and the same procest selection over two different periods time,
pushing in one direction over the short term and in ther over the long term. In the rest of

article, | defend the latter possibility.

To see why, ét us now perform Vrba test while controlling the perioof time over whicl
fitnessis measured. Controlling time coule donein two ways (a) by measuring fithessed
both the species level and tbeyanism level over one organism generation and compare
over this periodof time; (b) by measuring the two fithessover the period time that wot
normally be used to measusgecies’ fitness, that is, a period long enough to detect eve&
speciationor extinction. Both alternatives seam be doomedin practice, sincave are neithe
ableto measure the fitness species over short period§time, nor ableto measure the fitne
of organisms over periods time longer than a few generations. Hutve were ableto do so.
we would certainly find that ceteribis paribus asexual organismsaaegual species have
higher short-term fitnesasmeasured by (a) than sexual organisms and sexual sgmdibsve
lower long-term fithnessas measured by (b). The reason for tigtot mysterious. Asexu
organisms and asexual spec@s average do better when the conditions are stablét (&
usually the case over one generation) while sexual orgaaisthsexual species do better w
new environmental conditits arise (which certainly occur over several millicofsyears).In
other words, both selectiat the organism and the species level wouldrgthe same directic

once the tegs controlled for the periodf time over which fithess measured.

Thus, Okasha’s claim that the evolution/maintenanoé sexual reproduction occuiss a
result of species selectiois inexact. Ifwe follow his reasoning using timas a constant o
fitness (itselfasa proxy for the stabilitpf the environment)we predictno difference between

measureof selection madat the levelof the organism and another one matléhe levelof the
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species. The most natural implicatisrthat these different measures represent one andrtig

procesf natural selection, but expressadlifferent terms and over different pericafgime.

There isno logical barrierto extending this argumei all the other cases for which ML
has been the frameword choice. Ineachcase,if fitness couldbe determined over the sal
period of timeor in the same constant environmanteachlevel, what seem® be ontologically
different levelsof selection couldn principle be unified under one and the same process.
mean that MLS2 framework shoute abandoned and always replaced by MLS1? | claimit
should not, unless one has the full availabikityany pointin time, of the selection pressures
the particles under consideratiorcdnonly see multilevel modebs satisfying these criteria.
any real case, the complete lidtselection pressures will be most of the time unknown ey
will be constantly changing (e.g. frequsndependent selection) making thus the pai
fithnesses extremely complex to determine over long perfotiv@e. When both particle al
collective fitnesses are available, and that the aureatistakeis about the collective, | propa
that the MLS2 framework shoulde privileged. There are two further reasons for this ch
First, the complex taskf measuring fitnesef all the particles within a collective (with all t
non-linear relationg implies) and over manyarticles’ generations will often materializg the
collective levelinto a single and easily measurable parameter:cifiiective’s reproductive
output. Second, keeping fitneskthe particles and fitnessd the collectives independeratsit is
donein MLS2 frameworkcanbring different, yet relevant, information about #edection sinc

they are measured over different periofi§me.

After these general consideration MLS2 what does the distinction MLS1/MLS2 becc
in the contexof ETIs and especially during tindast stage? Would be in principle, possible

at the last stageap describe the fitnessf a collectivein termsof the fitnessesf its particles
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contra Okasha? Following the reasoning | usetthe casef the evolution/maintenanad sex
asin any casef MLS2, | see nothing that would prevent it. DuriagET], if the fitnessof the
particles seems incommensurable with the fitmdéghe collectivejt is most probably duto the
fact that, during the last stage, both fitnesses aremeeisured over the same perifdtime
anymore ad that the interactions between particles becameomplex that tracking back th
fithess over longer periodsf time than oneor two generation appears in practice imposs
What becomes decoupléd the two levelss not fitness pese but generationsr life cycles
BecauseMichod’s proxy for fithess depends reproductive output after one generatibrijone
generation” does not mean the same thirgg the particle and the collective leved, is not
surprising that collective and particle fitnesses seetowgded from each other. But thsan
artifact created by the measure. That does not mesnMhS2 representsn ontologicaly
distinct processf selection from MLS1. Rathett, suggests that MLSB very useful meant
carve one single processefknatural selection botim time and space and becomes espet
useful once an ETI is completed. This echoes a remditism made by Waters (2011) ab
Okasha’s fundamentalism over the distinction between MLS1/ML&2vhich he claimed that
MLS1 and MSL2 frameworks were conventional rather thamamental. Okasha (Okas
2011, 243) held his grountkstating that they were fundamental. | have provided ecigder:
that they clearly were conventional aitdbecame apparent omeneasuresof fitness wer

controlled over time.

4, Conclusion
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| have demonstrated that tinean extremely important parametay take into accout in
regardsto the concepbf fitness. | argued for its relevange ETIs and, more generallyp the
levels of selection debate. | used the evolution/maintenaricgexual reproduction as a ¢
studyto establish that if different proxiex fitness reflecting different time scales are usktthe
organism and species levels, this will have the consequeEhoeasuring selection presst
over two different time scales. Thianlead ondo confound the existenad one unique proce
of selection over two different periods time with two ontologically distinct processe$
selection, one foeachlevel. | applied the same reasontegeTls and argued that they were
transitionsin processesf selection, but rather events for which MLS1 and Mk&2e, althoug
ultimately formally equivalent, alternately more relet. The claim that distinction betwe
collective selection and particle selectisnconventionalis not new (e.g. : Dugatkin & Ree
1994 Sterelny 1996) and Kerr & Godfrey-Smith (2002) have formalitésl equivalence. Ye
asOkasha (2006, 136) rightly points out, this formalism has begte solelyin the contexbf
MLS1. Taking timeasanimportant variablen measuresf fithess represents one important :
towards a formalismin which eventsof selection normally described under the M

framework, suclasthe last stagef ETIs, could also be, described under the MLS1 framewt
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Presentismas an empiricalhypothesis

Abstract Within philosophy of physics it is broadly accepted that presentism as arncahipypothesi:
has been falsified by the development of special relativity. In this peidentify and reject an
assumptiortommon to both presentists and advocates of the block universe, and then offer an
alternative version of presentism that does not begin from spatiotempoctlie, which is an
empirical hypothesis, and which has yet to be falsifiéglar that labellig it “presentism” dooms the

view, but | don’t know what else to call it.

1. Introduction

Here are two premises:

(P1) Alland only things that existoware real

(P2) Special relativity is a complete account of spatiotemporal structure.

The firstis a version of sgalled “presentism”. It says thatat isreal is what existsight now this is
what there isThings in the past aren't real (they don't exist any more); things in thesfatan't real
(they don't exist yet)What there is, is what mesent“Now” bearsa lot of ontological weightThe

secondsays hat there are no good reasons for adding anything to the account of space anaitiie
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Einstein’s speciaheory ofrelativity: it's completeThe problem for people attracted to @metism is
that (P2) seems to be incompatible with (P1), for reasons that I'll cobsdaw. The dominant view
amongst philosophers of physics is that we shthddeforereject (P1) and adopt the-salled “block
universe”,a fourdimensional structurehereeverything that has ever existed, and ever will exist, i
equally realThere is no “now” of any ontological significance, there’s just the wioaiedimensional
shebangThat’s what there id/Vhat Einstein showed in developing special relatiigtthat, even if thel
is such a thing as “the present”, we have no empirical acces# thére is any evidence for
presentism, then it does not come from empirical experience.Thasthiag in empirical experience
that supports this concept; théseno enpirically wellgrounded concept of “the preserPresentism, i
treated as the hypothesis that there is such a concept, is false.

For philosophes of physicssuch agnyself, this*block universe” is the default position, the
“well yeah of courg” point of view, according to which anyone vidhia presentist hasn't learned the
hardwon lessons from physics propersnd of story.

However,in this paper brgue for an alternative empirical approach to “the preseqtially
well foundedin physicsas Einstein’s treatment of simultaneity, according to which the disptiresbn
presentists and block universe people remains an open empirical questidecided by special
relativity. In other words, en if you endorse (P2)here’s a form of presdsin that remains a live
option | was sufficiently surprised to find myself reaching this concludian tdecided | should write

it down.

2. Why presentism is false

Let's go back to the two premises above, (P1) and (P2), and remindveansly they ppear not to

work very well togetherAccording toHowardStein(in a 1968 paper responding to Putnam’s 1967
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paper on special relativityadopting both (P1) and (Pads to “the interesting result that special
relativity implies a peculiarly extreme (bpluralistic) form of solipsism.The reason for this f@miliar
from the literature o space and time. Given an event el in spacetime, el is “now” relative tditse
there is nothing within the structure of special relativistic spacetimel¢temines which events
spatiotemporally distant from el akso“now” relative to el. There’s no preferred way to join the ¢
and say these two events Ath“now”. You can conclude thiirectly from conventionality of
simultaneity, in which case any “joining of the dots” in planes of saneity is an addition, going
beyond the content of special relativity. Or you can get Wiareelativity of simultaneityadopt the
Einstein synchrony conventiongte thadifferent planes of simultaneity make diféat determinations
of which events are “now” relative to el and which are matethat picking oneof these- a preferred
plane of simultaneity- goes beyond #hcontent of special relativitgndso conclude thaho other
events are determinately “nowvith respect to el. Either way, the conclusion is that there’s no pre
way to join the dots.

If we focusour attention on (P2), and ignore (Pthjs argument typically leads emdorsinghe
block universeWhat special relativity gives us is juse entire set of events, arranged in afour
dimensional block

But if wewant to havgP1)as well as (P2), we get a different conclusiémo other events are
determinately “now” with respect to ethen, by (P1)no other events are determinatelgdl’ with
respect to & Add to thatthe claim thaeverything that is real must be determinatelyssm, we get our
conclusion:nothing is real with respect td except el itself (hence the extreme solipsism), althoug
each event is real with respecttself (hence the pluralism)his isStein’s pluralisticextreme
solipsism.

“Pluralistic extreme solipsism’ what you get if you hang on to presentigsnexpressed ({P1),

andto (P2).So far as | knowthe viewhasn't attracted many adherents, &sdppose that’s not very
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surprising.Instead, the standard moves in the interpretation of special relagjgut either (P1) or (P:
On the one hand, there are those who suggestt#kditg our experience of time serioushequires us
to reject, or supplement, special relativity. So we accept (P1), and in art@#woid the slide toward
extreme solipsism, we reject (RPerhaps trying to stay as close as possible to special relativity b
adding a preferred foliation so that we get a uniqudgaglnow”. On the other hand there are those
who suggest that “taking special relativity seriously” require® @ggvie up presentism. We endorse (
andstraightfowardlyreject-- throw out-- (P1).We adopt the foudimensional “block universe’And
we characterize our presentist opponents as intellectual cowards, clinging tstbended preritical
intuitions in the face of overwhelming evidence from the conceptual demefdp wrought by science
There are lots of variations, lots of ways of trying to finesse thingshbse are the basic moves.

I am in agreement with the proponents of the “block universe” in this disputbaes set it up
I don't think therds some “every day” concept of time that we can make use of philosophically al
that’s independent of the scientific concept. Science starts from everyglyegice and investigates
those very concepts, clarifying and changing them along the wagll®imakes this point very
beautifully in his bookJnderstanding spacetim&he book iabout the engagement of physics with
concepts of space and timthe way that developments in physics have brought about developme
those very concepts, ahdwthere’s no “other” concept of time that’s independent of these
developments and somehow left standing untouched by them.

Presentism as expressed by (P1), and in appropriately similar versiongragiacal

hypothesis is false.

3. Asharedassumption
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Below, | argue for an alternative formulation of presentism, as an ealgisipothsis, such that the
considerations of simtgineity just discussed in sectioml@ not lead to the conclusion that presentis
false. | willnotdo this on the basis of our “experience of time”. Rather, | will make the arguroem
within physics itselfl endorse (P2): special relativity gives us a complete account of spatiotempc
structure. | will not add a preferred foliation or anything like thétink that’s entirely misguided.
Instead what we need to do is investigate the conceptual development that hatatakenmith
philosophy and physics taken together, working kardgand, and when we do that we see that tise!
a presentist alternative available, and one whichnaetlbe “pluralistic extreme solipsism”

The reason why reject “plurdistic extreme solipsismis not justdistaste, but because there i
an assumption in the interpretation of special relativity that's camtmdoth the “block universe” an
the presentispositionscharacterizedbove whichl think the presentist shoulgject. Thereasonvhy
“pluralistic extremesolipsism” follows from adopting both (P1) and (P2) is that spiate is being use
by both of theblock universgeopleandthe presentistas a principle of ontological unityhis is the
“sharedassumptionto berejeced, and it is a familiar claim according to which space and time pr«
the ontological framework within which everything that is matexiadts. Or, to put it another way,
spacetime is the ground of the unity of the world: what makes this materialsgguaeuniverse is the
shared space and time framework within which the matter is located.

For those of us interestéd modernscience, thigpproach to the unity of the world has a
venerablepedigreeln Newton’s physics, space and time ¢@nunderstood as playing just such a ro

With this assumption explicitly on the table, let us reyBt). (P1) attempts to ground the un
of what exists, of what is real, in simultaneity. All and only things$ éxistnoware reallf the “now”
of a given real thing extends to other things, then tlotiserthings are also real. The unity of the reg
grounded in their simultaneit¥hat’s okay, if there’s absolute simultaneity. But if “nowhist spatially

extended, then what is reagiven R1) —is not spatially extended eitheks discussed aboyapecial
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relativity doesn’tunderwrite a spatial extension of “now” via absolute simultarseitl/so, given a
commitment to special relativigs asserted biP2), we arrive at pluralistic extrensslipsism.

What’s gone wrong is that we bought into the proposal that spacetimeoisttfegcal ground
of the unity of what there 81y argument begins from the observation that we doanteto use
spacetime to play this rolen what follows, | rejet the shared assumption and develop an alternati

formulation of presentism accordingly.

4. An alternative ontological principle of unity

Something that | won't argue for in this paper, but will simply stiatidnat Newton'’s physics contains
alternatves to space and time as the ontological ground of the unity of what there isf hase
grounds unity in the three laws of motion. According to this approee begin not with space and
time, but with the laws, which are viewed as providing a priaayblunity. The proposal is that we dc
begin with the physical entities, as given unities, and then ask aboulvthehd they satisfy. Rather,
the laws themselves play a constitutive role in constituting the vetiesritiat are their subjeotatte,
and in constituting them as genuine unities. Thus, to be a physical thihgjrbple or composités (in
part) to conserve total quantity of motion (when isolated frdmrgbhysical things), this being requir
by Newton’s laws. Moreover, the lavatso play a constitutive role with respect to the parts of a
composite physical entity. Consider, for examplepllision between two billiard balls: not only is th
total quantity of motion conserved (so the composite is a genuing, umit that quanty is
redistributed determinately, and from the de@nstitutive perpective this is what makes the billiard |
themselves genuine unitidgwoughout the procesghe unity of the whole, and the unity of each par
grounded in the laws.cannot argudor this view here, for that would be another paper in itsafiake

use of the viewn what follows, indiscussing presentism, and in so doing will further elaborate it
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somewhatOne important aspect of the view will be its treatment of chablgangesn the state of a
component are determined by the laws, so the fmesgde an account of what it is for a genuine uni
(the part) to undergo change whilst remaining the very same thing.gSagi same thing another wa
the laws provide an account of athit is for a unity to persist through change: that is, to retain its
numerical identity whilst not its qualitative identity. It does thithout appeal to either essential
properties or to haecceities. It offers us an alternative and one which, Irgrtgargue, favors a
version presentism that is an empirical claim, but one which is distimottfrat explored by Einstein
his 1905 paper on special relativior now, | am simply making a clairthereis in Newton’s physics
an alternative optiofor a principle of unitybased on the laws, and this sholoédon the table as

something that we discuss and evaluate.

5. Change

What is it for an object to persist through change?primea faciepuzzle here is as old as it is familie
How can a thing- by which we mean a genuine unityemain the very same thing and yet undergo
change? In particular, if F and G are inconsistent properties (eng. b&iches long and being 7 inchk
long), then (1) Fa, (2) Gb, and (3) a=b cannot all be(somethirg cannot be both 5 and 7 inches lo
How might one resportd

On the one hand, one might hold fast to the principle that no genuine unity can havistieict
properties, and conclude that no genuine unity in fact persists throaiggecht all. No nunnal
identity without qualitative identity. Thus, we make the distorcthetween enduring unities and
perduring unities, and insist that objects persist in virtue of pegl@tirough a succession of

momentary genuine unities appropriately related samother), not in virtue of enduring.
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On the other hand, we might take seriously the idea that time is doing repowant work here
and allow that while a genuine unity cannot have inconsistent properties at anyerisating
inconsistent propertieat different times might be tolerated somehiova(way that is to be explicitly
specified. So,we allow for the possibility of numerical identity in the abserfogualitative identity.
Since numercal unity cannot be grounded in qualitative identitgismoute, we must ground it in
something else, and there are two prominent opt@ns. might restrict the class of properties that &
required to remain the same in order for the numerical identity offiitige to be preserved: tlessential
properties do not change, no object has associated with it a set of inconsistetinkegeaperties, not
even over time. As for the accidental properties, we require that these areeob@asiany one time, b
we do not to care whether they contain inconstdésnover time. Alternatively, one might claim that
numerical identity over time isdependentf sameness of properties over time: we appeal to
haecceities to ground numerical identity over time, and we don't careahdntonsistencies in
propertiesover time (although we continue to require that an object’s properties beteninaisany on
time). This allows for genuine unities which persist in virtuerafuring

There are good reasons for philosophers of physics to be sceptical about buthlisss@nd
haecceitism, which appears to leave “no numerical identity without quadiidgntity” as a feature of
our account of unity, and consequently perdurantism as our accath@drafe, as the only option. Bu
the lawconstitutive approach reveals an alternative. Thedamstitutive approach offers a principle
unity in virtue of which a thing remains the very same thing over timdel@ough change of propertit
It does smotby appeal to haecceitiasor by appeal to essential propertiest by specifying the
relations that must hold between the states of the thing at different Ymesight think: okay, but th
view is compatible with bdt perdurantism and endurantisior the perdurantist the laws specihe
relationship between the successive momentary genuine unities &dthantistthe laws specify the

relationship betweesuccessivetates of a single genuine uniBut this isn't right. Here’s the crucial
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question: what are the perdurantist’s “momentary genuine unitieststipposedlyied together by
the laws?n virtue of whatare these-the things that are tied togethethemselvegienuine unitie If
the genuine unity is grounded in qualitative identity, give me an aguwhyl should accept this
view. If it's grounded insomething else, tell me whan the absence of an answer to thihink that
the lawconstitutive approacgives us amrgument in favor of endurantism as against perdurantisn
because according to the lmenstitutive persothe very principlghat grounds the unity of a thing h:
as one of its consequengedes by which such a unity can undergo qualitative change

Thisis a key point, and for that reason | want to emphasize it a little futthgenerating the
prima faciepuzzleabout chage we had to write down “a=b”. But in order to write this down, we h
to presuppose that our things labelled by “a” and “b” are genuine unities, and wanressmbunt of
what grounds that unity. We camake unity as brute, at least not without sgyirhy the worries of the
seventeenth centuphilosophers were misplacédo, in the absence of a principle of unity, suitabl
argued for, the perdurantist is at a disadvantage as compared to the endiirenkstconstitutive
approach offers a prindgof unity which provides numerical identity without qualitatigteritity, andt
provides an account of what it is for a geruunity to undergo change.stin approach that arose
within attempts to construct a physics and a metaphysics of thingolyiants of this enterprise:
Descartes and Newtowhat it gives us is a reason to prefer endurantsrd from here it is perhaps
short step to presentism, for while both endurantism and perduranéissarapatible with both

presentism and fotgtimensionalismmost metaphysicians think thereaisnore natural fit between

In our theorizing about the worldbject should not be taken as primitivelss Saunders (2003) argues, we have acces
least in physics) first of all not to objects, but to their properties datibres, and (for the purposes of physics astlea
identity of objects needs to be defined in these terms, not takemrésvpriFor example, Della Rocca (forthcoming)
diagnoses an apparent stasftibetween endurantism and perdurantism, and then argues against endwaritie ground:
that the endurantist must take persistence as primitive. The implicit assumptefR@mla mkes is that objects are to be
taken as primitives: in the lagonstitutive approach, objects are not primitive, and neither is persisténs endurantisir

escapes Della Rocca’s argument.
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endurantismand presentism and betweeasrgurantisnandfour-dimensionalismif that’s right, then th
law-constitutive approach to unity and change favors presentism.

This leaves us wth a tension. On the one hand, considerations arising out ofSpectheory
push strongly towards the block universe. On the other lcandjderation arising out dfewton’s
physicsleadto a form of presentisnin the final sectiosof my paper | att@pt to remove this tension,
and in so doing | further elaborate the alternative form of preserténh take to be both (a) an

empirical hypothesis, and (b) compatible with special relativity.

6. Space and time as an epistemic principle of unity

At the end of section 3, | claimed that we ddrdveto use spacetime to play the role of an ontologi
principle of unity. In section 4 | offered a sketch of an alternative, and iosé&ct showed how this
alternative favors a version of presentism. ¢f are to take this route (and I fully concede that it sta
in great need of significant further elaboration), then we shoulibitethe status of spacetime. If it n
longer serves as principle of ontological unity, what role e®itplay? Why do we set out a big aren
of space and time when we're doing physi€k@ answer, | think, is that spacetime plays the role o
epistemiqorinciple of unity, as followsln mechanics, we want to know what the outcome of a colli
will be, before it happens, based on knowledge of events prior to theoeoll@iite generally, e
thing we’re doing is trying to extend our knowledge of events to times and platant from the here
and now.Spaceé&time play a theoretical role, as we try to extend our episteath beyond the here
now, stitching our predictions together into a single whole. Thinkinbings in this way, space&time
provide arepistemiqorinciple of unity they provide the framework in which we organize our

knowledge of the nelhereand/or notnow.

10
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There is no necessary inference from this epistemic role for spacetihgeview that spacetin
is anontologicalprinciple of unity.Thus, f we take this route, we shoutdvise our understanding of
(P2).In beingcommitted to special relativitys a complete account of spatiotemporal structugejo
not thereby automatically ontologize this structuve recognize its epistemic status aveldo not
make any direct inference from that to any ontological commitments.

Instead, we adopt the approach sketched in section 4, according to which the lavwestheovi
principle of ontological unity. Thysvhatever spatiotemporal ontological commitments we have m
come from paying attentioto the details of the dynamical lassmatter.Matter is spatitemporal, but
it’s not in space and time in the sense that space and time provide an ontological principle of un
what there i€,

According to this approach, the dynamical laywsund theunity of a thing ard the
spatiotemporal extent of thting is whatever size it needs to be in order to sustain the dynamica
characterized thing in questio@nce this approach is adoptéd?2) means two things:

(1) Wetake special relativity seriously as an epistemic principle of unity:shfsei best way of
organizing our knowledge that reaches beyond the r@re

(2) Ontologically, what there is is grounded in the dynamical lamétlzese include the spatiotempc
characteristics of things. If things are spatiotemporally extended, thealgedativity tells us that
within that spacetime region there are no purely spatial or purely temporian®ldthings “occupy”
time just as they “occupy” space: by existing as a unity that is spatiotdmgotanded Notice thathe
spatiotemporal extent of thafficient dynamical ground of a given unity might turn oubs&much,

much smaller than the abstract spatiotemporal structure within which thetievaf that unity is

2 Ontologically, space and time are not independent of bodi¢shBlis not relationism either,
so we move immediately to a middle way between ab space and time verswsiseda(This is a second reason for the
superiority of the dynamical approach.)

11
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completely described, or it might be the size of the block univeFsis is an empical matter,

something to be settled by the progress of scidngill.return to this point in a moment.

7. An alternative “presentism”

What becomes of presentism on this view? (@ll)need to be rewritten. The reason is that, on the
approach beingeveloped here, we anet going to start from Minkowkslspacetime when we do
ontology. Hence, the presentist should not use “now” as the grounds of whatséeestiould use
dynamics insteadlhe present is a spatiotemporal region of whatever size is necessary to sustait
dynamical system in questidif we take this route, then we will not beiven by our considerations «
the structure of Minkowski spacetime to the conclusion that the presaatady a point in Minkowski
spacetime, and thatetefore this is all that is reah other words, since we anet usinga “now”
derived from the structure of Minkowksiagetime to ground what is real, we don't end uplualistic
extreme solipsism.

It might turn out thatfor whatever system we ttg consider, tbsize of thespatiotemporal
regionnecessary to sustainistthe entire history of the universe, encompassing all that ever has t
and ever will beln other words,tie only dynamical system that there is, is this entirety, and éreere
genuine subsystems of the universe. If that turns out to be the case, thersitwsofepresentisns
defeated and the block universe triumphs. But notice that this is an empiaitat, something to be
decided by consideration of the details of physics, and perhaps science nevadlyg€uantum

entanglement might give us good reason to think that this is truié these consideration lead to the

3| can be made of things whose dynamically sustained regi@pacetime and much smaller than mine, so they come
and go out of existence on much shorter timescales than | do. That seemsrfenéThere’s always something existing
whenever | existit's hard to say this right, | can see this is going tarbinteresting challenge to express this thesis!)

* There are no determinad@tologicalspatial or temporal relations within that region, and that system stands in n
determinatentologicalspatial or temporal relations to any other system. All thel@yyas carried by the dynamics, and
frame the dynamics spatiotemporally, but ontologically the dynamics requires nspsitidtemporal underpinning.

12
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defeat of presentism then they do so via a different route than Einsteattsént of simultariigy.
Notice also, however, that this issue is not yet settled.

So let’s begin from the position that there are genuine subsystaimsneans thahe size of th
spatiotemporal region required to sustain the system is less thanitaéleak universeand so the
presents (at least in the first instanciejcal not global This “local now” does not lead to solipsism,
however because it is not the ground of what is reak ground®f what is real is the dynamicand
we belong to the same world as whatever we interact with, and the restwbtltais as real as we at
The dynamics grounds the unity of what there is, both of the parts and of theg(edmslisiting of
interacting parts)and this is whaprevents the presentist from becoming apsist. Does my son exist
relative to me, when he is ilondonand | am here? Of course. There are plenty of interactions go
that link us. Is there a determinate fact of the matter about what he isrigingow? No.

Clearly, hereis a lotof work to be done in filling ouexactly what this position sayBut one
thing we can do straight away is reformulate presentism such that it doesmtl ghereality of what

exists in spadéne. Here's an attempt attzetter(P1):

(P1*) For each and everhing, hat thing exists only presently, whehetspatiotemporal extent of th:

“present” is dependent on dynamics, and it is something to be detdrempirically

This isaversion of presentism that endorses (P2).

8. Conclusion

That we can systematize things in a global spatiotemporal framewarelg an interesting fact, and

you might want to ontologize the overall framework above and beyoriytizmics. You can if you

13
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want to. My point has been that you don't have to, and that if you're goiymutneed to say why
adopting spacetime as the ground of ontological unity is better than usinghttmidal lawsShould
you choose to adopt dynamical laws as the ground of unity, an alternasienvefrpresentism
emerges, and one whi¢hnlike the version grounded in spacetime structo@s)yet to be empirically
falsified. A great deal rests on whether there are genuine subsystems of the universe,sand that’

something that we can find out only through empirical enquiry.
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Abstract

The thesis that the practice and evaluation of science requires social value-
judgment, that good science is not value-free or value-neutral but value-laden,
has been gaining acceptance among philosophers of science. The main pro-
ponents of the value-ladenness of science rely on either arguments from the
underdetermination of theory by evidence or arguments from inductive risk.
Both arguments share the premise that we should only consider values once
the evidence runs out, or where it leaves uncertainty; they adopt a criterion
of lexical priority of evidence over values. The motivation behind lexical pri-
ority is to avoid reaching conclusions on the basis of wishful thinking rather
than good evidence. The problem of wishful thinking is indeed real—it would
be an egregious error to adopt beliefs about the world because they comport
with how one would prefer the world to be. I will argue, however, that giving
lexical priority to evidential considerations over values is a mistake, and unnec-
essary for adequately avoiding the problem of wishful thinking. Values have a
deeper role to play in science than proponents of the underdetermination and
inductive risk arguments have suggested.

Introduction

This paper is part of the larger project of trying to understand the structure of
values in science, i.e., the role of values in the logic of scientific practice. This is
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distinct from the project of strategic arguments that try to establish that science
is value-laden while assuming premises of the defenders of the value-free ideal of
science. It is becoming increasingly hard to deny that values play a role in scientific
practice—specifically non-epistemic, non-cognitive, or contextual values, e.g., moral,
political, and aesthetic values (I will use the term “social values” to refer to such
values in general). What is less clear is what parts of scientific practice require
values or value-judgments. This is not primarily a historical or sociological question,
though historical and sociological data is frequently brought to bear. Ultimately it is
a normative question about the role that value-judgments ought to play in science; it
is a question about the proper ideal of scientific practice. As such, we must consider
both ethical questions about how the responsible conduct of science requires value-
judgment and epistemological questions about how the objectivity and reliability of
science is to be preserved.

There are a number of phases of inquiry where values might play a role: (1) in
determing the value of science itself and (2) the research agenda to be pursued, (3) in
framing the problem under investigation and (4) the methods of data collection and
characterization, (5) in choosing the hypothesis, explanation, or solution to propose,
(6) in the testing or certification of a proposed solution, and (7) in choices about
application and dissemination of results. Various accounts have allowed values in
some stages while excluding it in others, or have argued for specific limits on the
role for values at each stage. In this paper, I will focus on the testing phase, where
theories are compared with evidence and certified (or not) as knowledge, as this is
the most central arena for discussion value-free vs. value-laden science. Traditionally,
philosophers of science have accepted a role for values in practice because it could be
marginalized into the “context of discovery,” while the “context of justification” could
be treated as epistemically pure. Once we turn from the logical context of justification
to the actual context of certification! in practice, the testing of hypotheses within
concrete inquiries conducted by particular scientists, we can no longer ignore the role
of value-judgments.

There are two main arguments in the literature for this claim: the error argument
from inductive risk and the gap argument from the underdetermination of theory by
evidence. While both of these arguments have been historically very important and
have successfully established important roles for values in science, they share a flawed

T use “context of certification” following Kitcher (2011), as referring to actual practices of accep-
tance. While I won’t emphasize it in this paper, I also follow Kitcher in thinking that certification
is a social practice that results in accepting a result as part of public knowledge (as opposed to
merely individual belief).
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premise, the lexical priority of evidence over values.” While this premise serves an
important aim, that of avoiding the problem of wishful thinking, 1 will argue that
there are several problems with this premise. We should seek an alternative ideal for
science that provides a role for values at a more fundamental level and broader scope,
but nevertheless preserves an important feature of science: the ability to surprise us
with new information beyond or contrary to what we already hope or believe to be
true.

2 Underdetermination: The Gap Argument

Underdetermination arguments for the value-ladenness of science extend Duhem’s
and Quine’s thoughts about testing and certification. The starting point for this ar-
gument may be the so-called Duhem-Quine Thesis (or Duhem-Neurath-Quine Thesis
(Rutte, 1991, p. 87)) that no hypothesis can be tested in isolation because of the need
for auxiliary assumptions in order for theories to generate testable hypotheses. This
is generally taken to imply that no theory can be definitively falsified by evidence,
as the choice between rejecting the theory, altering the background assumptions,
or even (though more controversially) rejecting the new evidence itself as faulty is
underdetermined by each new item of evidence—call this “holist underdetermina-
tion” (Stanford, 2009).

Another form of underdetermination— “contrastive underdetermination” (ibid.)—
depends on the choice between identically confirmed rival hypotheses. As all of the
evidence available equally supports either hypothesis in such cases, that choice is
underdetermined by the evidence. If the evidence we’re talking about is just all the
evidence we have available to us at present, then we have transient underdetermina-
tion, which might be relatively temporary or might be a recurrent problem. If instead
the choice is underdetermined by all possible evidence, we have permanent under-
determination and the competing theories or hypotheses are empirically equivalent.
The global underdetermination thesis holds that permanent underdetermination is
ubiquitous in science, applying to all theories and hypotheses.?

The many forms of underdetermination argument have in common the idea that
some form of gap exists between theory and observation. Feminists, pragmatists,

2Strictly speaking, both arguments can be taken as strategic arguments, compatible with any
positive approach to the role of values in scientific inquiry. For the purposes of this paper, I will
instead take the arguments as attempts to articulate a positive ideal. The gap and error arguments
are perfectly serviceable as strategic arguments.

3For discussion of forms of underdetermination, see Kitcher (2001); Magnus (2003); Stanford
(2009); Intemann (2005); Biddle (2011).
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and others have sought to fill that gap with social values, or to argue that doing
so does not violate rational prescriptions on scientific inference. Call this the gap
argument for value-laden science (Intemann, 2005; Elliott, 2011). Kitcher (2001)
has argued that permanent or global underdetermination is needed to defeat the
value-free ideal of science, and these forms of underdetermination are much more
controversial. Transient underdetermination, on the other hand, is “familiar and
unthreatening,” even “mundane” (Kitcher, 2001, p. 30-1)

Kitcher is wrong on this point; transient underdetermination is sufficient to es-
tablish the value-ladenness of scientific practice (Biddle, 2011). What matters are
decisions made in practice by actual scientists, and at least in many areas of cutting
edge and policy-relevant science, transient underdetermination is pervasive. Perhaps
it is the case that in the long run of science (in an imagined Peircean “end of inquiry”)
all value-judgments would wash out. But as the cliché goes, in the long run we’re
all dead; for the purposes of this discussion, what we’re concerned with is decisions
made now, in the actual course of scientific practices, where the decision to accept or
reject a hypothesis has pressing consequences. In such cases, we cannot wait for the
end of inquiry for scientists to accept or reject a hypothesis, we cannot depend on
anyone else to do it, and we must contend with uncertainty and underdetermination.
Actual scientific practice supports this—scientists find themselves in the business of
accepting and rejecting hypotheses in such conditions.

So what is the role for social values under conditions of transient underdetermi-
nation? Once the existing evidence is in, a gap remains in definitively determining
how it bears on the hypothesis (holist case) or which competing hypothesis to ac-
cept (contrastive case). In this case, it can be legitimate to fill the gap with social
values. For example, among the competing hypotheses still compatible with all the
evidence, one might accept the one whose acceptance is likely to do the most good
or the least harm. E.g., in social science work involving gender or race, this might
be the hypothesis compatible with egalitarianism.

A common response is that despite the existence of the gap, we should ensure
that no social values enter into decisions about how to make the underdetermined
choice (e.g., whether or not to accept a hypothesis). Instead, we might fill the gap
with more complex inferential criteria (Norton, 2008) or with so-called “epistemic”
or “cognitive” values (Kuhn, 1977; Laudan, 1984). Proponents of the gap argu-
ment have argued that this at best pushes the question back one level, as choices
of epistemic criteria or cognitive values (Longino, 2002, p. 185), and application of
cognitive values itself may not be entirely determinate (Kuhn, 1977). Ensuring that
no values actually enter into decisions to accept or reject hypotheses under condi-
tions of transient underdetermination may turn out to be impossible (Biddle, 2011).
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Another attempt to avoid a role for social value-judgments—withholding judgment
until transient underdetermination can be overcome or resolved by application of
cognitive factors along—is unreasonable or irresponsible in many cases, e.g. where
urgent action requires commitment to one or another option (ibid.).!

What distinguishes legitimate from illegitimate uses of values to fill the gap is a
matter of controversy, sometimes left unspecified. With some exceptions,” underde-
terminationists insist that values only come into play in filling the gap (e.g., Longino,
1990, p. 52, 2002, p. 127; Kourany, 2003).

3 Inductive Risk: The Error Argument

While underdeterminationist arguments for values in science are probably more well
known, and may have a history going back a paper of Neurath’s from 1913 (Howard,
2006), the inductive risk argument for values in science is older still, going back to
William James’ (1896) article “The Will to Believe.”® Heather Douglas has revived
Rudner’s (1953) and Hempel’s (1965) version of the argument for the value-ladenness
of science. In simplified form, the argument goes like this:

In accepting or rejecting hypotheses, scientists can never have complete certainty
that they are making the right choice—uncertainty is endemic to ampliative infer-
ence. So, inquirers must decide whether there is enough evidence to accept or reject
the hypothesis. What counts as enough should be determined by how important the
question is, i.e., the seriousness of making a mistake. That importance or seriousness
is generally (in part) an ethical question, dependent on the ethical evaluation of the
consequences of error. Call this argument for the use of value-judgments in science
from the existence of inductive risk the error argument (Elliott, 2011).

According to the error argument, the main role for values in certification of sci-
entific hypotheses has to do with how much uncertainty to accept, or how strict to
make your standards for acceptance. In statistical contexts, we can think of this as
the trade-off between type I and type II error. Once we have a fixed sample size (and
assuming we have no control over the effect size), the only way we can decrease the
probability that we wrongly reject the null hypothesis is to increase the probability

4Proponents of the inductive risk argument make a similar point.

5These exceptions either use a somewhat different sort of appeal to underdetermination than the
gap argument, or they use the gap argument as a strategic argument. One example is the extension
of the Quinean web of belief to include value-judgments (Nelson, 1990), discussed in more detail
below.

6This connection is due to P.D. Magnus (2012), who refers to the inductive risk argument as the
“James-Rudner-Douglas or JRD thesis” for reasons that will become immediately apparent.
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that we wrongly accept the null hypothesis (or, perhaps more carefully, that we fail
to reject the null hypothesis when it is in fact false), and vice versa. Suppose we are
looking for a causal link between a certain chemical compound and liver cancers in
rats,” and you take Hy to be no link whatsoever. If you want to be absolutely sure
that you don’t say that the chemical is safe when it in fact is not (because you value
safety, precaution, welfare of potential third parties), you should decrease your rate
of type II errors, and thus increase your statistical significance factor and your rate
of type I errors. If you want to avoid “crying wolf” and asserting a link where none
exists (because you value economic benefits that come with avoiding overregulation),
you should do the reverse.

Douglas emphasizes at length that values (neither social nor cognitive values)
should not be taken as reasons for accepting or rejecting a hypothesis, reasons on a
par with or having the same sort of role as evidence in testing.® This is an impermis-
sible direct role for values. In their permissible indirect role, values help determine
the rules of scientific method, e.g., decisions about how many false positives or false
negatives to accept. Values are not reasons guiding belief or acceptance; they instead
guide decisions about how to manage uncertainty.”

Rudner (1953) anticipated the objection that scientists should not be in the busi-
ness of accepting or rejecting hypothesis, but rather just indicating their probability
(and thus not having to make the decision described above). This response wrongly
assumes that inductive risk only occurs at the final step of certification; in reality,
this gambit only pushes the inductive risk back a step to the determination of prob-
abilities. Furthermore, the pragmatic signal that accompanies a refusal to assent
or deny a claim in practical or policy circumstances may be that the claim is far
more questionable that the probabilities support. Simply ignoring the consequences
of error—by refusing to accept or reject, by relying only on cognitive values, or by
choosing purely conventional levels for error—may be irresponsible, as scientists like
anyone else have the moral responsibility to consider the foreseeable consequences of
their action.

"Douglas (2000) considers the actual research on this link with dioxin.

8Strictly speaking, this is an extension of the error argument, and not all who accept the argu-
ment (especially for strategic purposes) need accept this addition.

9In Toulmin’s (1958) terms, values cannot work as grounds for claims, but they can work as
backing for warrants.
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4 A Shared Premise

These two arguments against the value-free ideal of science share a common premise.
The gap argument holds that values can play a role in the space fixed by the ev-
idence; if the gap narrows (as it would with transient underdetermination), there
are fewer ways in which values can play a role, and if the gap could ever be close,
the conclusion would be value-free. (An exception are those views that add values
into the radically holistic interpretation of Quine’s web of belief, such that values,
theories, and evidence are all equally revisable in the light of new evidence.) The
inductive risk argument allows values to play a role in decisions about how to man-
age uncertainty—mnot directly by telling us which option to pick, but indirectly in
determining how much uncertainty is acceptable.

Both arguments begin from a situation where the evidence is fixed and take
values to play a role in the space that is left over. The reason that values must
play a role is that uncertainty remains once the evidence is in. In a relatively weak
version of this argument, social values fill in the space between evidence and theory
because something has to, so it might as well be (and often is) social values. In more
sophisticated versions, we must use social values to fill the gap because of our general
moral obligation to consider the foreseeable consequences of our actions, including
the action of accepting a hypothesis. The arguments of these two general forms all
assume the lexical priority of evidence over values. The premise of lexical priority
guarantees that even in value-laden science, values do not compete with evidence
when the two conflict. This is often defended as an important guarantor of the
objectivity or reliability of the science in question.

5 Why Priority?

Why do proponents of value-laden science tend to be attracted to such a strict
priority of evidence over values? Perhaps some such restriction is required in order
to guarantee the objectivity of science. In order for our science to be as objective as
possible, maybe it has to be as value-free as possible (though this may not be very
value-free at all). That is, we want as much as possible to base our science on the
evidence because evidence lends objectivity and values detract from it. Even if this
view of objectivity were right, however, it would be a problematic justification for
opponents of the value-free ideal of science to adopt. With arguments like the gap
and inductive risk arguments, they mean to argue that values and objectivity are not
in conflict as such. It would thus create a serious tension in their view if one premise
depended on such a conflict. If it is really objectivity that is at stake in adopting
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lexical priority, we need a more nuanced approach.

I think the central concern concern is that value judgments might “drive inquiry
to a predetermined conclusion” (Anderson, 2004, p. 11), that inquirers might rig the
game in favor of their preferred values. As Douglas (2009) puts it, “Values are not
evidence; wishing does not make it so” (p. 87). In other words, a core value of science
is its ability to surprise us, to force us to revise our thinking. Call the threat of
values interfering with this process the problem of wishful thinking.

Lexical priority avoids this problem insofar as what we value (which involves
the way we desire the world to be) is only a consideration after we take all of the
evidence (which fixes the way the world is) into account. In Douglas’s more nuanced
approach, even once the evidence is in, social values (and even most cognitive values)
are not allowed to be taken directly as reasons to believe anything; they only act as
reasons for accepting a certain amount of evidence as “enough.”

An alternative explanation may be that the adoption of lexical priority has rhetor-
ical value."’ Suppose, along with the defenders of the value-free ideal, that there is
such a thing as objective evidence which constrains belief. Even so, there is (at least
transient) underdetermination, and a gap that must bridged by social values. Thus
not only is the value-free ideal impossible to realize, it may lead to unreasonable and
irresponsible avoidance of the role for values in filling the gap. Such an argument
can undermine the value-free ideal and establish that there is a major role for values
in science, and in the context of these goals, I freely admit that this can be a worth-
while strategy. But as we turn instead to the positive project of determining more
precisely the role(s) of values in the logic of scientific practice, the premises of such
an immanent critique are unfit ground for further development. We no longer need
to take the premises of our opponents on board, and we may find that they lead us
astray.

While following the basic contours of my argument so far, one might object to
characterizing of evidence as “prior” to values.!! What the gap and inductive risk
arguments purport to show is that there is always some uncertainty in scientific
inference (perhaps, for even more basic reasons, in all ampliative inference), and
so there will always be value-judgments to be made about when we have enough
evidence, or which among equally supported hypotheses we wish to accept, etc. The
pervasive need for such judgments means that value-freedom does not even make
sense as a limiting case; both values and evidence play a role, and neither is prior to
the other. This mistakes the sense of “priority” at work, however. Where priority
matters is what happens when values and evidence conflict; in such circumstances,

10 Note redacted for purposes of anonymous review.
1 Note redacted for purposes of anonymous review.
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lexical priority means that evidence will always trump values. In Douglas’s stronger
version of lexical priority, values allow you to determined what level of evidence you
need to accept a hypothesis (p = 0.05 or p = 0.01 or...), but they cannot give you
a reason to reject the hypothesis,'? no matter what.

6 Problems with Priority

The versions of the gap and inductive risk arguments that presuppose the lexical
priority of evidence make two related mistakes. First, they require a relatively un-
critical stance towards the status of evidence within the context of certification.'®
The lexical priority principle assumes that in testing, we ask: given the evidence,
what should we make of our hypothesis? Frame this way, values only play a role at
the margins of the process.

This is a mistake, since evidence can turn out to be bad in all sorts of ways: un-
reliable, unrepresentative, noisy, laden with unsuitable concepts and interpretations,
or irrelevant for the question at hand; the experimental apparatus could even have
a cord loose. More importantly, we may be totally unaware of why the evidence is
bad; after all, it took a great deal of ingenuity on the part of Galileo to show why
the tower experiment didn’t refute Copernicus, and it took much longer to deal with
the problem of the “missing” stellar parallax. While some epistemologists stick to an
abstract conception of evidence according to which evidence is itself unquestionable,
reflection on cases like this has lead many philosophers of science to recognize that
we can be skeptical about particular pieces or sets of evidence based on its clash with
hypotheses, theories, or background assumptions that we have other good reasons
to hold on to. As critics of strict falsificationism and empiricism have shown, we
already have reason to adopt a more egalitarian account of the process of testing and
certification, independent of the question about the role of values. We might get off
to a better start if we thought about how to fit values into this sort of picture of
testing.

12Tt seems possible that we could use our extreme aversion to some hypothesis to raise the required
level of certainty so high as to be at least practically unsatisfiable by human inquirers, and so in
effect rule out the hypothesis on the basis of values alone while remaining in the indirect role. While
it isn’t clear how to do it, it seems to be that Douglas means to rule this sort of case out as well.

13As Douglas (2009) makes clear, she does not take the status of evidence as unproblematic as
such. But any issues with the evidence are to be taken into account by prior consideration of values
in selection of methods and characterization of data. It would seem that value judgments in the
context of certification cannot be a reason to challenge the evidence itself. The following points are
intended to show that this restriction is unreasonable.
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Second, the attitude about values that lexical priority takes reduces the idea of
value judgment to merely expression of preferences rather than judgment properly so
called—in effect, they deny that we can have good reasons for our value judgments. It
is crucial to distinguish between values or valuing and value judgments or evaluations
(Dewey, 1915, 1939; Welchman, 2002; Anderson, 2010). Valuing may be the mere
expression of a preference, but value judgments are reflective decisions about values,
and properly speaking must be made on the basis of reasons (and judgments can
be better or worse because they are made on the basis of good and bad reasons).
Value judgments may even be open to a certain sort of empirical test, because they
hypothesize relationships between a state or course of action to prefer and pursue
and the desirability or value of the consequences of pursuing and attaining them
(Dewey, 1915; Anderson, 2010). Value judgments say something like “try it, you'll
like it”—a testable hypothesis (Anderson, 2010). The evidence by which we test
value judgments may include the emotional experiences that follow on adopting those
values (Anderson, 2004).

If value judgments are judgments properly so called, adopted for good reasons,
subject to certain sorts of tests, then it is unreasonable to treat them in the manner
required by the lexical priority of evidence. Just as the good (partly empirical)
reasons for adopting a theory, hypothesis, or background assumption can give us
good reasons to reinterpret, reject, or maybe even ignore evidence apparently in
conflict with them (under certain conditions), so too with a good value judgment.
If evidence and values pull in opposite directions on the acceptance of a hypothesis,
then we should not always be forced to follow the (putative) evidence.

7 Avoiding Wishful Thinking without Priority

If we reject the lexical priority assumption and adopt a more egalitarian model of
testing, we need to adopt an alternative approach that can avoid the problem of
wishful thinking.

(An alternative principle to lexical priority is the joint necessity of evidence and
values, which requires joint satisfaction of epistemic criteria and social values. This
is the approach taken by Kourany (2010). On such a view, neither evidence nor
values takes priority, but this principle leaves open the question of what to do when
evidence and values clash. One option is to remain dogmatic about both epistemic
criteria and social values, and to regard any solution which flouts either as a failure,
which appears to be Kourany’s response.

Alternatively, we can adopt the rational revisability of evidence and values
in addition to joint necessity and revisit and refine our evidence or values. On this

10
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principle, both the production of evidence and value formation are recognized as
rational but fallible processes, open to revision. Such a view might include the radical
version of Quinean holism which inserts values into the web of belief. The adoption
of these two principles alone does not prevent wishful thinking, but adding some
basic principles like minimal mutilation may overcome the problem. (cf. Kitcher,
2011)

Instead of Quinean holism, we might instead adopt a form of pragmatist func-
tionalism about inquiry (Brown, 2012) which differentiates the functional roles of
evidence, theory, and values in inquiry. This retains the idea that all three have to
be coordinated and that each is revisable in the face of new experience, while intro-
ducing further structure into their interactions and According to such an account,
not only must evidence, theory, and values fit together fit together in their functional
roles, they must do so in a way that actually resolves the problem that spurred the
inquiry.

8 Conclusion

The lexical priority of evidence over values is an undesirable commitment, and un-
necessary for solving the problem it was intended to solve. The key to the problem
of wishful thinking is that we not predetermine the conclusion of inquiry, that we
leave ourself open to surprise. The real problem is not the insertion of values, but
dogmatism about values (Anderson 2004). Rather than being the best way to avoid
dogmatism, the lexical priority of evidence over values coheres best with a dogmatic
picture of value judgments, and so encourages the illegitimate use of values. A better
account is one where values and evidence are treated as mutually necessary, func-
tionally differentiated, and rationally revisable components of certification. Such an
account would allow that evidence may be rejected because of lack of fit with a
favored hypothesis and compelling value-judgments, but only so long as one is still
able to effectively solve the problem of inquiry.
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POPPER’S CONTRIBUTION TO THE PHIT.OSOPHICAL
STUDY OF ARTIFACTS

1. Introduction
Research on the nature and function of artifacts has provided one of the richest areas of
discussion in contemporary philosophy of technology as can be witnessed most notably in,
for instance, the works of Don Thde (1990), Peter-Paul Verbeek (2005), Peter Kroes and
Anthony Meijers (2006). Some promising developments regarding the philosophical study of
artifacts can be noted outside of this field as well. Signs of an emerging interest in artifacts
are visible in fields like philosophy of science (Hacking 1983; Ihde 1991) and contemporary
metaphysics. Quite interestingly, one of the most striking features about discussions of
artifacts in recent metaphysics (van Inwagen 1990; Wiggins 2001; Elder 2004) is the tacit
denial of their existence on various grounds. Important exceptions to this contemporary
‘eliminativist’ trend include Randall Dipert’s (1993) study of artifacts, the works of Baker
(2004, 2007) and Thomasson (2003, 2009).
This increasing numbers of research publications notwithstanding, a detailed systematic,
critical study of artifacts is still in its infancy. Philosophers generally prefer to occupy
themselves with words and ideas and do not tend to devote serious attention to various tools,
appliances, or other technological devices. Quite predictably, at the level of theory and
reflection these technological products have been relatively neglected by the philosophers.!
However, if the task of philosophy, as is commonly understood, is to help us make sense of
the human world and to deal with the most fundamental traits of reality (which includes not
only the objects of natural sciences but indeed of those studied by the social, human and
technological sciences as well), then the question of how to secure the significance of
artifacts in philosophical investigation is more pressing than ever.
The principal motivation behind this inquiry is to display the versatility of Popper’s thesis of
three worlds (1972, 1977, 1979, and 1982) in the analysis of issues related to the ontological
status and character of artifacts. Strange to say, despite being discussed over years and hit
with numerous criticisms (Carr 1977; Currie 1978; Cohen 1980), it is still little known that

Popper’s thesis has an important bearing on the philosophical characterization of technical

1This, however, does not imply that material things have been totally neglected by the human and social
sciences. An interest in things has its own long tradition, including the history of art, archaeology and what is
often referred to as ‘classical philosophy of technology’.
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artifacts®. In consequence, his key perspectives on the reality, autonomy, and ontological
status of artifacts are rarely taken into consideration by scholars known to be engaged in the
study of artifacts.’® In this paper I intend to address this unfortunate oversight.

This paper consists of two main sections. The first section attempts to present a critical
exposition of Popper’s account of reality and (partial) autonomy of artifacts. Recent
discussions about the longstanding distinction between natural objects* and artifacts are
brought up and the relevance of Popper’s pluralistic thesis to this debate is pointed out. In
addition, attention is drawn towards how to read his notion of the autonomy of artifacts. The
primary emphasis of the second section is the ontological position of artifacts. Two separate
arguments are posed to challenge the dual ontological status of what Popper called
‘embodied’ artifacts. The first argument is concerned with the material composition and
characteristic features of artifacts. The second one addresses the creative and epistemic value
of these artificial products.

2. Popper on the natural-artificial division and the partial autonomy of artifacts

The age-old philosophical debate about the natural and the artificial, the origin of which can
be safely traced back to Aristotle, assumes that natural objects which exist, persist, have their
nature and are classified independent of human beliefs, representations, experience,
knowledge and practices are clearly different from artifacts which seem to depend for their
existence, nature and classification on human beliefs, intentions, representations, knowledge
and practices. Inverted, this assumption implies that artifacts do not figure among the
‘furniture of the world’ since they do not possess purely mind-independent discoverable
natures. This apparent mind-dependence of artifacts continues to raise doubts about their real
existence and the natural-artificial distinction is still a matter of intense dispute as can be
witnessed in a series of articles published in APA Newsletter on Philosophy and Computers

(2008).

2 By ‘artifact’ I understand any product of human intellectual and physical activities consciously conceived,
manufactured or modified in response to some need, want or desire to produce an intended result. The term
‘technical’ is often used to differentiate artifacts designed mainly for practical purposes from aesthetic objects.
For details see Kroes and Meijers (2006).

3See, for instance, the writings of Baker (2004, 2007, 2008), Thomasson (2003, 2008, 2009), Elder (1978,
2004), Verbeek (2005), Kroes and Vermaas (2008).

4By ‘natural object’ I mean that which is produced or developed by natural processes without minimal human
intervention.
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Lynne Baker (2008, pp.2-5), for instance, referring to the works of Wiggins (2001),
questions the standard ways of singling out ontologically genuine substances and reasons
that the mind-dependency of artifacts does not make them ontologically deficient as
compared to natural objects. The alleged difference between natural objects and artifacts, she
says rather pointedly, is steadily shrinking anyway because modern technology is creating
products like digital organisms or bacterial batteries that are difficult to classify
unambiguously as artifacts or natural objects. Beth Preston (2008, pp.26-28), on the contrary,
argues that there never really was a sharp divide between natural objects and artifacts.
Drawing attention to those ancient methods of domesticating plants or animals and primitive
use of fermentation (which have nothing to do with advances in modern technology) she
asserts that the natural-artificial divide was always blurry. On account of this she challenges
the perceived significance of the more general distinction between mind-dependent and
mind-independent objects that is often used to support the orthodox view of artifacts being
ontologically deficient entities. Picking up on what is being debated for long Peter Kroes and
Pieter Vermaas (2008, pp. 28-31) take Preston’s side to argue that it is not due to modern
technology that the difference appears fuzzy; it began to pose problems the moment human
beings started using and modifying natural objects to meet their ends. But no matter how
problematic this distinction appears, Kroes and Vermaas claim, there are some clear cut cases
where the difference makes sense and is of great philosophical and pragmatic significance.

All these contemporary thinkers, regardless of their conflicting views, team up for
challenging the almost unquestioned assumption underlying the natural-artificial distinction,
namely, that objects existing, persisting, and being classified independent of human
experience and knowledge are only to be considered as real. Baker has been highly applauded
by others for breaking free of the traditional position and asserting that though artifacts
depend on human minds or intentions in ways that natural objects do not, this does not imply
any ontological deficiency in artifacts. Genuinely and objectively artifacts do qualify as real
constituents of our world even if they are brought into being by our intellectual and physical
activities, and in some sense ‘up to us’. The appreciation of this crucial point that mind-
dependence or intention-dependence® does not necessarily indicate ontological inferiority
stimulates in turn the need to seek a broader image of reality that will enable us to grant

artifacts a proper position in metaphysical schemes.

5 Here I assume no difference between mind-dependence and intention-dependence.
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A possible solution to this appeal to a more comprehensive picture of reality can be found in
Popper’s theory (1972, 1977, 1979, 1982) of three ontologically distinct worlds, (namely,
World 1, World 2, and World 3) acting upon and partially overlapping each other. This theory
separates World 1 (the world of physical states, events, laws, animate and inanimate objects)
from World 3 (the world of human creations, including artifacts) on the one hand and
emphasizes the reality, objectivity, and partial autonomy of these World 3 products on the
other. True, artifacts such as tools and machines do not hold center stage in Popper’s
exposition of the elements of World 3, seeing that theories, propositions, the abstract yet
objective contents of scientific, mathematical or poetic thoughts, problem-situations and
critical arguments are held by him as the ‘most fertile’ World 3 citizens (Popper 1972/1978,
p-138). Nevertheless, this distinct world of human creation includes works of art, ethical
values, social institutions and artifacts or what Popper (1979) calls, ‘feats of engineering’
such as, tools, machines, aircrafts, computers and scientific instruments as well. Drawing on
the richness and diversity of the contents of this World 3, it would not be too difficult to
extract an account of artifacts.

If artifacts are described as products of human minds, then on the face of it, they are mind-
dependent entities. One can spot at least two different senses in which artifacts seem to be
mind-dependent. The first sense of dependence is a simple causal matter; individual artifacts,
such as, tables, chairs, books or computers are existentially dependent on human intentions as
the intentional activities of humans are causally responsible for the creation of these entities.
The other sense of mind-dependence is purely conceptual. Artifacts are conceptually
dependent on human minds in the sense that it is ‘metaphysically necessary’ (Baker 2007) for
something to be an artifact (as opposed to, say, a tree or a stone) that there be intentional
human activities. Unlike garbage or pollution, artifacts, strictly speaking, are not merely the
products of human activities, but the intended products of human activities (Hilpinen 1992,
p.60). This very idea of mind-dependence of artifacts often makes metaphysicians hesitant to
acknowledge their existence as it tends to suggest that human thought and intentions are
sufficient to bring new entities into existence, like a rabbit in a hat by an element of magic or
by a ‘conjuring trick.” What lies behind the objections to artifacts on grounds of their
(alleged) mind-dependence is basically this kind of worry. However, it does not in the least
affect Popper for he never ever suggested that artifacts, like imaginary objects, can be
brought into existence by human thought, intentions, beliefs or imagination alone. That the
production of artifacts such as bridges or buildings essentially involves human physical

activities was quite obvious to him (Popper 1972/1978, p.166). What is more important, this
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mind-dependence of artifacts was in no way taken by Popper to interfere with their reality or
(partial) autonomy. He neither doubted the reality (and partial autonomy) of these human
products, nor did he ever hold them to be ontologically inferior to natural objects in any
sense.

Possessing discoverable mind-independent natures (about which everyone may be turn out to
be in error) is traditionally held to be the central criterion for treating entities as ‘real’ or
genuine parts of our world (Schwartz 1978, Elder 1989). The implication is understandable:
artifacts generally viewed as not having mind-independent natures accessible to scientific
examination, are not real parts of the world. This traditional assumption often dubbed as the
‘Aristotelian view of artifacts’ has been challenged from two different perspectives. On the
one hand, contemporary scholars advocate the necessity of questioning mind-independence
as the criterion of real existence. For instance, Thomasson (2008, p. 25) argues, the very
thought that to be real artifacts must have mind-independently discoverable natures is based
on ‘illegitimately generalizing from the case of scientific entities’. Hence this general, across-
the board criterion of mind-independence as the criterion for the existence of ‘anything
whatsoever’, she insists, should be given up. The criteria for existence may vary for different
entities.

The other (relatively older) point of view (Simon 1969; Kornblith 1980; Losonsky 1990)
upholds that although artifacts are our creations, they still may have intrinsic natures every bit
as open to error or scientific discovery as the natures of chemical or biological kinds are. The
popular proposal along these lines (Kornblith 1980) is that artifactual natures are at least
largely distinguished by sameness of function rather than by sameness of chemical or genetic
structure. But given the fragmentary nature of the existing philosophical accounts of artifact
function® and the acknowledged limitations of this suggestion’ I would like to limit myself to
the submissions of Simon (1969) and Losonsky (1990).

Taking a closer look at one of the most extensively studied artifacts, namely, the clock, Simon
(1969, pp.6-9) pointed out that the purposeful aspect of any artifact involves a relation among
three terms, namely, the purpose or goal, the inner character of the artifact and the outer
environment in which the artifact performs. The advantage of separating inner from outer

environment in studying any artifact is that from knowledge of its purpose (or goal) and its

6 For a discussion on the philosophical theories of artifact function see Preston (2009).

7 Baker (2006) and Thomasson (2009) stand out among those who have been critical of this view.
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outer environment its behavior can often be predicted. The clock will serve its intended
purpose only if its ‘inner environment’ (say, for example, the arrangement of gears, the
application of the forces of springs or gravity operating on a weight or pendulum) is
appropriate to the ‘outer’ environment, the surroundings in which it is to be used. Sundials,
for example, perform as clocks in sunny climates but are of no use at all during the Artic
winter. Evidently, natural science impinges on an artifact through two these three terms of the
relation that characterizes it: the inner structure of the artifact itself and the outer environment
in which it will operate.?

Almost two decades later Losonsky (1990, pp.81-88) cited the same example of the clock to
prove his point against the Aristotlelian view of artifacts. Artifacts, he argued, do have
discoverable natures, and these natures underlie the changes artifacts undergo. One important
feature of an artifact’s nature is its internal form or structure, which contributes to its
permanence and its reproduction. In addition to its inner structure, two more features, namely,
the purposes for which it is used and how it is used for those purposes, also belong to its
nature. Simply knowing how to use a clock, for instance, does not presuppose any familiarity
with its internal nature. Since these three features (internal structure, purpose and manner of
use) belong to the intrinsic nature of artifacts, Losonsky noted, it is no longer possible to
believe that this nature is not worthy of scientific investigation or that this intrinsic nature
does not underlie the ways in which artifacts develop and affect their environment.

In the circumstances, a careful scrutiny of Popper’s pluralistic theory is worth-undertaking
because it argues for a novel way of regarding artifacts as ontologically respectable aspects
of reality without ignoring the fact of their mind-dependency and what is more, without
entailing the requirement of having discoverable mind-independent natures. Two crucial
claims regarding the ontological status of artifacts can be found in Popper much before they
have been put forward by present-day philosophers. The claims are: first, artifacts being
products of human creation are ontologically different from but not necessarily ontologically
inferior to natural (that is, World 1) objects; second, the ‘kickability’ of artifacts, that is, the
fact that they can be kicked and can, in principle kick back (Popper 1982, p.116) is to be
taken as evidence to substantiate their reality and (partial) autonomy. In what follows, I will

examine these claims one by one.

8This division between inner and outer environments, can be found to a greater or lesser degree, in all large and
complex systems, whether they are natural or artificial (Simon 1969, p.7).



San Diego, CA -145-

Popper presented his thesis of three worlds against the then fashionable monistic materialism
or the dualistic view of the universe. His argument for introducing an ontologically distinct
World 3 rested primarily on the division he made between thought in the subjective sense
(that is still a part of us) and thought in the objective sense (that is, thought formulated
linguistically); in simple words, between World 2 thought processes and World 3 thought
contents, a division neglected in traditional epistemology. Once formulated in language, any
thought becomes an object outside ourselves and hence liable for inter-subjective criticism
and evaluation. These objective contents of human thought possess various properties and
relationships independently of any person’s awareness of them. For instance, any scientific
theory possesses (in a non-trivial sense) infinitely many logical consequences, yet the number
of these consequences of which we can be aware of at any time is necessarily finite. Facts
like this mean that the World 3 of objective contents must be distinguished both from World 2
(which consists of the various kinds of awareness we have of these objective contents) and
from World 1(which consists of various forms of expressions of these objective contents) and
therefore need to be classified into a separate class of things.

What makes any item an inmate of World 3, on Popper’s view, is not as much the fact of its
being a product of human creation as the fact that it can be grasped, known, deciphered or
criticized inter-subjectively. Though originally generated by us, these World 3 objects, unlike
ideas and thoughts (in the subjective World 2 sense), can be detached from the psychological
processes of production and hence are potentially knowable, graspable, and analyzable. In
other words, the very characteristic of World 3 objects is that they can be improved by
cooperative criticism and criticism can come from people who had nothing to do with the
original idea. The relevance of Popper’s pluralistic thesis thus lies not only in his emphasis on
the ontologically distinct character of these World 3 products but in his firm conviction that
the question of the reality of these human creations can be addressed regardless of their
psychological origin, or mind-dependency. This key Popperian insight exposes at once the
insignificance of the mind-independence/mind-dependence question for the ontological status
of any object. The wide-spread view that mind-dependency entails ontological deficiency, it
is important to note, had been rejected by Popper decades before contemporary scholars
wanted to get rid of it. What seems really at stake here is a problem that is of wider
significance than the mind-(in) dependency issue, namely, the issue about the chief criterion
for ‘real’ existence. This leads us straight into the other important claim put forward by

Popper.
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Something exists or is real, Popper taught us, if and only if, it can interact with members of
World 1, with hard physical bodies. He (1979) took his cue from the physicalist’s idea of
reality. The physicalists more often than not were certain about the reality of medium sized
physical objects that even a child can handle. Starting from this primitive idea of reality and
then adopting the method of generalization they arrived at the idea of real physical existence
by including very large and very small sized objects and also by including whatever can
causally act upon things, such as magnetic and electrical attraction and repulsion, fields of
forces as well as radiation, for example X-rays, because they can causally act upon bodies,
say, photographic plates. Popper was thus led to the idea that what is real, is whatever, may
directly or indirectly, have a causal effect upon physical bodies, and especially upon those
physical bodies that can be easily handled. World 3 objects, he observed, do in fact strongly
interact with the physical World 1 through the indispensable intervention of the subjective
World 2 processes or the human mind.’ Hence, the reality of those World 3 products is
evident from the impact they make upon World 1 (via World 2), from their ability to have a
profound feedback effect upon us by influencing our World 2 thought processes decisively,
and from the impact any of us can make upon them. In short, the World 3 objects are real in
the sense that they may have a causal effect upon our World 2 experiences, and further upon
our brains belonging to World 1, and thus upon physical bodies.

The more noteworthy point regarding the contents of World 3 concerns their (partial)
autonomous character. Once formulated in language or embodied materially these World 3
objects, pace Popper, begin to cause their own problems, to bring forth unintended,
unforeseen consequences. In short, they express an autonomous aspect which is also real in
the sense that it can interact with World 2 (as World 3 objects can have a strong causal
influence upon our thought processes) and also, via World 2, with World 1. Popper’s standard
argument in support of this (partial) autonomy of World 3 comes in form of the following two
thought experiments (Popper 1972/1978, pp.107-108; emphasis in original):

Experiment (1): All our machines and tools are destroyed, and all our subjective learning,
including our subjective knowledge of machines and tools, and how to use them. But
libraries and our capacity to learn from them survive. Clearly, after much suffering, our

world may get going again.

9 In order that Special Relativity theory could have its influence upon the construction of the atom bomb,
several physicists, Popper (1979) pointed out, have to get interested in the theory, work out its consequences,
and grasp these consequences. This grasping or human understanding and thus the human mind seem to be
quite indispensable.
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Experiment (2): As before, machines and tools are destroyed, and all our subjective learning,
including our subjective knowledge of machines and tools, and how to use them. But this
time, all libraries are destroyed also, so that our capacity to learn from books becomes
useless.

Popper conjectured that ‘machines and tools,” in the absence of libraries, cannot help the
reemergence of our civilization for many millennia. He seems optimistic about a civilization
that has had its ‘material infrastructure’ destroyed, but still retains libraries and our ‘capacity
to learn from them’. Although it is not exactly clear from his writings quoted above whether
his argument here is intended to devalue the (epistemic) importance of ‘machines and tools’
or whether it simply reflects his utter indifference to our capacity to learn from our
experiences and uses of machinery, the epistemological merit of ideas, theories, or other
linguistic products of human creation are noticeably more appreciated by him than the ‘feats
of engineering’.” One might here criticize Popper for failing to recognize the epistemic
importance of the material products of human manufacture, but his point on the (partial)
autonomy of World 3 products (including artifacts) deserves attention.

The notion of ‘autonomy’ seems to be a problematic one and philosophers concerned with
technology and technological products, are arguing over this concept for quite some time.
Tenner’s (2006) classification of an enormous number of technologies which end up having
disastrous or unpredictable consequences is quite well known. Such examples lead right to
the question: do technical artifacts have a life of its own? Drawing on the old Greek idea that
artificiality implies controllability, Pitt (2011, pp.73-83) reasons that for technology to be
autonomous, it must be uncontrollable. Since we do control, challenge, change, and even
reject technology including the large-scale ones (though not all of it, not all the time), the
very question of technology being autonomous is not to be entertained.

Popper’s idea of autonomy, however, appears very different from what Pitt and others
understand by this term. Artifacts (and all other World 3 contents) despite being products of
the workings of innumerable minds do have a life more independent of human intention and
endeavor as they bring forth unintended, unforeseen consequences. It is in this sense, Popper
understood, they are to a considerable extent autonomous. Unfortunately the examples
discussed by Popper are taken mostly from mathematics and except for a few comments on

the impact of nuclear reactors or atom bombs on humanity he did not ponder much on the

10 In his Tanner Lectures (Popper 1979) he admitted openly that scientific conjectures can exert a much
stronger effect (via World 2) upon physical things than technical artifacts such as scissors and screwdrivers.
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autonomous character of artifacts. Nevertheless, the real significance of his argument in
defense of the (partial) autonomy of World 3 creations comes to light as soon as one reflects
on the nature of our dynamic relationships with artifacts. A closer look into Thde’s (1979)
phenomenological analysis of how technical artifacts ‘mediate’ human-world relations seems
most suitable for understanding Popper’s notion of autonomy.

One of the most interesting examples provided by Thde (1979, pp.18-23) is that of a dentist
using her probe to gather information about our teeth. Certain features of the dentist’s
experience are to be noted. The finely tipped probe exists ‘between’ the dentist and what is
experienced and in this sense is the ‘means’ of her experience of the texture, hardness,
softness, or holes of our tooth. The dentist feels the hardness or softness ‘at the end of the
probe’. She discerns that as she experiences the tooth through the probe, the probe is being
taken into her ‘self-experiencing’. This has an interesting implication, namely, that here touch
is ‘at a distance’, and touch at a distance calls for some material embodiment. However, one
also needs to note the converse side of the sense of touch at a distance. Simultaneous to the
awareness of the tooth as the focal object of her experience, there is the ‘relative
disappearance’ of the probe as such."

This disappearance or withdrawal is the way the instrument becomes the ‘means’ by which ‘T’
can be extended beyond my bodily limit. It may thus be spoken of as a withdrawal into my
now extended ‘self-experience’. The probe genuinely extends the dentist’s awareness of the
world, it allows her to be embodied at a distance, and it amplifies certain characteristics of the
tooth as well. It gives her what, compared to ‘in the flesh’ experience, are micro- features of
the tooth’s surface. But at the same time that the probe extends and amplifies, it reduces
another dimension of the tooth experience. With her finger the dentist can sense the warmth
or wetness of the tooth, aspects which she does not get through the probe at all. The probe,
precisely in giving her a finer discrimination related to the micro-features, reduced the full
range of other features sensed in her finger’s touch. The dentist experiences the tooth through
the probe, but it is equally clear that what is experienced is in some ways transformed and
quite different from ‘in the flesh’ experiences.

We just saw how a simple stainless steel probe transforms direct perceptual experience.

Artifacts, therefore, are not ‘neutral intermediaries’ between humans and world, but

11 Tt was Heidegger (1927/1962) who first observed this peculiarity of what is proximally ready-to-hand. He
pointed out that in order to be ready-to-hand it must quite authentically withdraw (zurueckzuziehen).
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‘mediators’; they actively ‘mediate’ this relation.” This, what Thde calls, ‘non-neutrality’ of
artifacts can be seen as expressive of what Popper refers to as their (partial) autonomy.
Though artifacts are our products, creations of our intellectual and physical efforts, they are
to a large extent autonomous in this particular sense that they have the potential to transform
our experience, to affect our actions, our everyday dealings with the world, in unanticipated
or unintended ways. As they become part of our self-experience and self-expression we,
Popper (1972/78, pp.146-150) felt, are able to transcend ourselves (that is, our talents, our
gifts) through our dynamic and incessant interaction with our own creations. Probably
because of our obsession with representation and theory at the expense of action and
intervention that such dynamic autonomous character of artifacts is scarcely noticed in
mainstream philosophical discussions.

3. Popper on the ontological status of artifacts

Popper (1977/1995, 1982) drew an interesting distinction between ‘embodied’ and ‘un-
embodied’ World 3 objects that is, between products of human mind that are linguistically
formulated or materially constituted and those that are not yet so constituted or formulated.
An un-embodied World 3 product, for instance, may be any hitherto unexplored logical
problem situation, or hitherto undiscovered logical relations between existing theories. This
distinction between embodied and un-embodied World 3 products is not to be confused with
the general division of artifacts into categories of ‘material’ and ‘abstract.” Dasgupta (1996,
pp. 9-12) classifies architectures, plans, designs, etc. (which are rendered visible through
symbol structures) as abstract artifacts, because though they are artificial products intended to
serve certain human purposes, they are materially intangible in form." Important to note,
while the architectural plan of a building (symbolically formulated) is an ‘abstract’ artifact for
Dasgupta, Popper classified it as an ‘embodied’ World 3 product.

Some embodied objects like books, paintings, or sculptures, Popper argued, have a dual
(ontological) status. Let us consider his favorite example of a book. As a tangible physical
entity it belongs to World 1, but in so far as it has a content that remains invariant through
various editions and can be examined for matters like logical consistency, it belongs

simultaneously to World 3. Similarly, sculptures, paintings etc. being receptacles of objective

12Not all experiences with artifacts, however, are of this type. For a detailed view see Thde (1979).

13 The way one can touch a material artifact say, a building, the architectural plan of it cannot be touched in the
same way.
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content are inmates both of World 1 and World 3. Dasgupta (1996), Eccles (1974) and Baird
(2004) stand out among those for whom this pluralistic (Popperain) thesis advanced to
challenge the traditional Cartesian categorization of the universe into objective physical
reality and subjective mental events holds great promise. However, neither of them approves
this dual-status of embodied objects. Whereas Dasgupta (1996) and Eccles (1974) place
materially constituted artifacts directly in World 1, Baird (2004) suggests that material
artifacts, though not linguistically built, should belong exclusively to World 3.

Until and unless one could spell out what difference there is, if any, between regular World 1
objects and those material structures which being possessors of objective contents of thought
belong simultaneously to World 3, this proposal of the dual-status of embodied World 3
products seems to leave a lot to be desired. In what follows, I try to offer two arguments to
question this dual ontological status of embodied artifacts and to reinforce Baird’s (2004)
suggestion that artifacts should belong exclusively to World 3, a distinct world of human
creation. The views of Eccles (1974) and Dasgupta (1996) regarding the (ontological)
categorization of material artifacts in World 1 are rejected by implication.

First and foremost, I would like to argue, that artifacts, despite their physical-chemical make-
up cannot, strictly speaking, be inhabitants of World 1 since the internal substance and
organization of any artifact (materially constituted), in contrast to a natural object (in the
sense clarified in footnote 4) is an ‘engineered’ or ‘designed’ structure that bears clear traits
of human involvement* and not simply a given assemblage of raw materials. The
components of any material artifact, say a pencil, are not ‘raw’ in the sense that naturally
occurring materials like clay or wood are raw, rather they are skillfully and carefully selected,
organized, modified, processed or in part refurbished, demonstrating signs of human
interference all over. To cite another example, though a rubber ball is immediately made of
rubber, it is not to be identified with the part of rubber of which it is composed. That part of
rubber may have been synthesized before being formed into a spherical shape to create the
ball, and certainly the part of rubber could continue to exist (in some sense) even if the ball
were to be destroyed.” As this inner (physical-chemical) structure of any material artifact, in
virtue of which it is generally thought to belong to World 1, is an engineered or designed
structure, artifacts, it seems safe to hold, are clearly different from natural objects and do not

belong to the ‘given’, natural World 1.

14Even the pre-historic stone tools (axes, hammers etc.) were made by chipping and flaking techniques that
required skilled human labor.
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More notably, artifacts are generally characterized by a certain ‘for-ness’, that is, they have a
functional or purposeful aspect.”* However, though they are products designed for human
purposes, their purposeful or functional nature is neither wholly determined by the physical
properties of the constituents nor by external physical factors (such as physical laws or
forces) and also cannot be explained in complete isolation from the socio-cultural context of
their use.” In short, the fulfillment of purpose or the realization of function does not wholly
depend on the inner physical structure of the artifact in any important sense. The main reason
being, artifact functions are typically multiply realizable, that is, they are realizable in a
variety of materials and/or forms, provided some general constraints are satisfied. As Preston
(2009) illustrates, spoons have to be made out of a relatively rigid material and have a form
that includes a handle attached to a bowl. But other than that form and material are very
variable. Since a given artifact function is realizable in a range of forms and materials, it is no
wonder that it can also be performed by other artifacts originally designed to fulfill different
functions. Therefore artifacts are multiply utilizable; typically they serve several functions,
often simultaneously. For example, an umbrella designed specifically to ward off rain or to be
used as a sunshade, can also be used as a weapon, as a lampshade, as a handy extension of the
arm for reaching and retrieving things." Hence the mere possession of a tangible structure or

certain physical-chemical-geometrical properties cannot be a sufficient ground for placing

151 do not raise the problem of coinciding objects here for the following reason. The most popular view often
referred to as the ‘standard account’ (Lowe 1995) embraces the conclusion that numerically distinct objects, (for
instance, a certain wooden table and the lump of wood which composes it) can exist in the same place at the
same time. The underlying assumption is: all that needs to be done to a lump of wood in order to make it into a
table is to merely change its shape in an appropriate way. Considering contemporary philosophical and
engineering research on the design and manufacture of artifacts (Bucciarelli 1994; Vermaas et al. 2008) I find
this assumption too simple to go entirely unquestioned.

16 Tt has recently been argued that technical artifacts have a dual-nature: they are designed physical structures,
which realize functions that refer to human intentionality (Kroes and Meijers 2006). Artifact functions are
commonly believed to be directly and exhaustively determined by individual and/or collective human intentions.
Though there are scholars (Preston 2009) who doubt whether functions of artifacts are dependent on human
intentions in any relevant sense, at least this much is admitted on all hands that human intentions have
something to do with the functions of artifacts.

17 For a detailed view on the relevance of socio-cultural factors see, for instance, Basalla (1988), Preston
(2006), Priemus & Kroes (2008).

18 No doubt artifacts have standardized forms and uses that are (relatively) stable for years or even generations.
What needs to be emphasized is that they are only relatively stable.



Philosophy of Science Assoc. 23rd Biennial Mtg -152-

artifacts in World 1. Compositionally and characteristically they differ from natural objects,
the inmates of World 1.

Before presenting the second argument it is important to recall the Popperain notion of
objective knowledge which consists of ideas, problems, theories, arguments — coded
symbolically in the actual material structures serving as vehicles for this knowledge so that
their objective existence in ensured and in fact can continue independently of anybody’s
claim to know them or know about them. Popper’s pluralistic thesis implies an ontological
division between the ‘material structure’ of an artifact and the ‘objective content or
knowledge’ that this structure is a carrier of. For example, the material structure of a book
made out of paper, glue, thread etc. is ontologically distinct from its abstract content
possessing certain semantic and syntactic properties. This division clearly rests on the
assumption that the three-dimensional material structure is simply a carrier of objective
content or knowledge and hence cannot be a part of World 3. Two reasons can be offered to
contest this underlying assumption.

First of all, Popper seems to overlook the fact that the material structure is as much a product
of creative imagination, rational thinking and inter-subjective criticism as the content it
embodies. The act of conceptualizing and manufacturing the structural forms of artifacts
intended to meet given human requirements is technically known as design. Design is
typically conceived of as a purposeful, goal-directed activity, a process of making something
that has never existed before. Such a task-specific process would only be initiated if there is
no existing artifact that perfectly fulfills the given requirements. As novelty or originality,
even in the most modest sense, is a condition needed for the process of design to begin, the
design-process is widely viewed as a creative process.” In saying this I do not mean to
endorse the traditional hylomorphic model of creation which entails the idea of form
(morphe) to be imposed by an agent with a specific goal in mind on passive and inert matter
(hyle). 1 am quite aware that in contemporary discussions in fields ranging from artifact-
design (Franssen 2008; Thde 2008) to material culture studies (Ingold 2007) a tendency to
counteract this widespread view is already visible. Designers are no longer seen as having a

great deal of control over the design-process and the roles played by historical choices,

19This, however, is not to suggest that every act of design counts as a creative act in the most elevated sense of
the term. A closer look into Dasgupta’s (1996, pp.53-65) analysis of different levels of creativity would be very
helpful at this point.



San Diego, CA -153-

cultural assumptions and social contingencies in the creative process of artifact-design are
being seriously considered.

On the other hand, it is presently argued (Ingold 2007) that the material world is not passively
subservient to human designs; the forms of things cannot be imposed from without upon an
inert substrate of matter as matter is always in flux, in variation. In the generation of things
the materials with various and variable properties enlivened by the forces of the cosmos
actually meld with one another. Therefore, the creativity of the work is to be seen in the
forward movement that gives rise to things, in joining with and following the forces and
flows of materials as they unfold and bring the novel form into being. Here the processes of
genesis and growth that bring about forms in the world are viewed as more important than the
finished forms themselves.

Whether one should assign primacy to processes of formation as against their final products
is too big a question to be discussed at this point. In the hylomorphic model of creation
creativity is to be read backwards, starting from an outcome in the form of a novel object and
tracing it, through a sequence of antecedent conditions, to an unprecedented idea in the mind
of an agent or designer. The new alternative, on the contrary, puts more emphasis on the
processes of form-giving than on the finished forms themselves and spots creativity in this
forward movement that generates things. Irrespective of the view one chooses to hold up, the
fact remains that material structures or forms of artifacts brought forth by the processes of
design are products of human ingenuity and not elements of the ‘given’ physical world.
Hence they should belong to World 3, the world of human creation.

The second reason concerns the epistemological merit of materially constituted artifacts
completely neglected by Popper. The material form or structure of any artifact (say a book or
a microscope), it has recently been shown (Baird 2004), is not only instrumental to the
articulation of knowledge expressed in words but is a specimen or token of knowledge®
itself. Although this idea of ‘thing-knowledge’ has been explicitly pointed out by Baird
(2004) lately, the germ of this idea that technical devices, their pictures and drawings can
convey a vast body of characteristically non-verbal knowledge can be traced back to
Ferguson (1977). One might also be tempted to ask how material artifacts could represent

knowledge when, as we are accustomed to believe, knowledge requires semantic content and

20 The term ‘knowledge’ is used here in the objective sense as discussed by Popper (1972). In the objective
sense knowledge can be understood as an evolutionary product of human (intellectual and physical) activities
that can be detached from its psychological origin, can be criticized and modified inter-subjectively, and can
improve our active adaptation to the world.
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hence must be propositional in nature. In sharp contrast to our traditional attitude of thinking
about knowledge in propositional terms, and of considering theories as the primary means for
expressing knowledge, Baird (2004) advances a ‘materialist epistemology’. This materialist
epistemology focuses on technical artifacts (like instruments for scientific experiments,
observation or measurement) not simply because of their role in the generation, articulation
or justification of knowledge (expressed linguistically) but because they bear knowledge
themselves, on a par with the words we speak and hence are epistemologically valuable in
their own right. The knowledge borne by things is typically different from knowledge that our
theories bear, and cannot obviously be described as ‘justified true belief’. Baird (2004)
discusses three different kinds of knowledge, namely, model knowledge, working knowledge,
and encapsulated knowledge, borne by scientific instruments in order to demonstrate that
they do have epistemic content and understanding that content is important to a more
comprehensive account of science.

While Baird considers mainly scientific instruments like Faraday’s first electric motor, and
direct reading spectrometers, etc. to illustrate his thesis, I intend to suggest that not only high-
profile scientific instruments but such seemingly simple everyday artifacts like pins and
paperclips are instances of knowledge too. Each artifact itself is a unique manifestation of
human imagination, workmanship and of quite a rich combination of knowledge. The
knowledge embodied by these material artifacts is notably heterogeneous in nature. It may
include, formal engineering knowledge (generally called technological theory), mathematics,
knowledge of the sciences, theoretical tools (e.g. calculation methods for forces in a
construction), and most importantly what Polanyi (1962) called knowledge of ‘operational
principles’ that often remains tacit. Drawing on Petroski’s (1992) painstaking research on
the evolution of everyday artifacts I try to indicate in what way a simple and mundane paper
clip can be seen as a (non-verbal) expression of knowledge and as epistemologically
important in its own right.

A paper clip (successfully working) is usually made with a steel wire that wants to spring
back to its original shape after being bent, but only up to a point, for otherwise the paper clip
could not be formed into the object it is. The paper clip works because its loops can be spread

apart just enough to get it around some papers and, when released, can spring back to grab

21Inspired by Polanyi, Dasgupta (1996, p.158) defines an operational principle as any proposition, rule,
procedure, or conceptual frame of reference about artifactual properties that facilitate action for the creation,
manipulation, and modification of artifactual forms and their implementation.
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the papers and hold them tight. This springing action, more than its shape per se, is what
makes the paper clip work.”? Robert Hooke discovered the nature of this spring force in 1660
and published his observation about the elasticity or springiness of materials in 1668. There
must be the ‘right spring’ to the paper clip wire, and to try to make clips with too stiff or too
soft a wire is tantamount to trying to break Hooke’s Law.? A paper clip then encapsulates in
its material form the knowledge of the characteristic springiness of materials and the
knowledge of how to apply the ‘right spring’ to the paper clip wire. The former is the
scientific knowledge of the fundamental behavior of materials, while the latter is an
operational principle. As an instance or non-verbal expression of (objective) knowledge itself
the paperclip should reasonably belong to World 3. This seems to hold true for other
materially constituted artifacts as well. The Popperian suggestion of the dual ontological
status of embodied World 3 products thus needs to be dropped.

Since artifacts too like ideas and theories are (non-verbal) expressions of knowledge, the
traditional questions of the character and growth of knowledge need to be reconfigured in the
light of new questions concerning the things we make. For instance, to consider technical
artifacts as instances of knowledge amounts to questioning the basic postulation of the
traditional philosophical theory (of knowledge), namely, that knowledge consists of those
beliefs which can be justified. In addition this involves a rethinking of the notions of truth
and justification which are tied to the concept of knowledge but seem hard to fit around
artifacts.* It is high time philosophers of science and technology ought to be concerned with

the ways human knowledge is embedded in such technological products.
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Abstract

There has been a long-standing and sometimes passionaite tetween physicists over
whether a dynamical framework for quantum systems showlorporate not completely
positive (NCP) maps in addition to completely positive (@Rps. Despite the
reasonableness of the arguments for complete positiviyangue that NCP maps should
be allowed, with a qualification: these should be understootas reflecting ‘not
completely positiveevolution, but as linear extensions, to a system'’s entaitespace,

of CP maps that are only partially defined. Beyond the domtdefinition of a

partial-CP map, we argue, much may be permitted.
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1 Introduction

Conventional wisdom has it that any evolution of a quantusiesy can be represented by
family of completely positive (CP) maps on its state spacerddver, there seem to be goc
arguments that evolutions outside this class must be redasl unphysical. But orthodoxy
not without dissent; several authors have argued for censigl evolutions represented by
maps that are not completely positive (NCP).

The debate has implications that have the potential to gp.de®e possibility of
incorporating NCP maps into our quantum dynamical fram&waay illuminate much
regarding the nature of and relation between quantum eletaregt and other types of
guantum correlations (Devi et al., 2011). If the use of NCPsna illegitimate however, su:
investigations must be dismissed without further ado.

In the following, we will argue for the proposition that NCRaps should be allowed—»bt
we will add a caveat: one should not regard NCP dynamical ragpescriptions of the ‘no
completely positive evolutidrof quantum systems. An ‘NCP map’, properly understood,
linear extension, to a system’s entire state space, of a @QRimasis only defined on a subs
of this state space. In fact, as we will see, not much comstthie extension of a partially
defined CP map. Depending on the characteristics of themtgparation, such extensions
may be not completely positive, inconsistémt;, even nonlinear.

The paper will proceed as follows: in Section 2 we review tbeeatial aspects of the the
of open quantum systems and in Section 3 we present the stiang@ment for complete

positivity. In Section 4 we consider the issues involvedia tlebate over NCP maps and il

1Strictly speaking, when an inconsistent map is used thislghoot be seen as an

extension but as a change of state space. This will be cthbééow.
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Section 5 we present our interpretation of the debate andwhaelieve to be its resolutiol

2 Evolution of a Quantum System

Consider a quantum systesnthat is initially in a state?, represented by a density operat
p%. If the system is isolated, its evolution will be given by aeeuarameter family of unitary
operators{U'}, via

ps = U pg U™, (1)

Suppose, now, that the system interacts with another syBtemmich may include some
piece of experimental apparatus. We tdk& include everything with whicly' interacts.
Suppose tha$ is prepared in a state that is uncorrelated with the state(@fiough it may bt
entangled with some other system, with which it doesreract), so that the initial state of

the composite systesi + R is

Pon = 05 ® % 0

The composite system will evolve unitarily:

ﬁg‘R =U' ﬁOSR UTt> 3)

where now{U"} is a family of operators operating on the Hilbert spate® Hy of the
composite system. It is easy to show (see, e.g., Nielsen hodr@ 2000, §8.2.3) that, for

eacht, there will be a sefWW;(¢)} of operators, which depend on the evolution operaf6bis
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and the initial state of?, such that

Pl =30, Wilt) % W (t);
(4)
S W OWi(t) = 1.

This is all in the Schrédinger picture, in which we represenhange of state by a change
the density operator used. We can also use the Heisenbéugepiwhich represents a state

change via a transformation of the algebra of operators tsepresent observables:

Ps(A) = ps(A), ()

where

AT =N "W AW (). (6)

In addition to unitary evolution of an undisturbed systers,also associate state changt
with measurements, via the collapse postulate. In the desgan Neumann measurementi
there is a complete séf, } of projections onto the eigenspaces of the observable mezhsi

and the state undergoes one of the state transifipgsen by

(7)

The probability that the state transition will Beis Tr(P; p). When a measurement has be
performed, and we ddryet know the result, the state that represents our stateoiledge

of the system is

W=ZHMa (8)
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Note that this, also, has the form (4).

One can also considselectiveoperations, that is, operations that take as input a state
yield a transformed state, not with certainty, but with sqar@bability less than one, and fa
otherwise. One such operation is the procedure of perf@mimeasurement and keeping
result only if the outcome lies in a specified set (for examwie could do a spin measurem
and select only ‘“+outcomes); the operation fails (does not count as pregaxistate at all) i
the measurement yields some other result. A selective tipeiia represented by a
transformation of the state space that does not preserve. #oselective operatioff,
applied to state, produces a final statp with probability 7 p(7), and no result otherwise.

Unitary evolution, evolution of a system interacting withenvironment with which it is
initially correlated, and measurement-induced collaaseatl be represented in the form (¢
The class of state transformations that can be representbisiform is precisely the class
completely positiveransformations of the system'’s state space, to be disgtussiee next

section.

3 Completely Positive Maps

We will want to consider, not just transformations of a sengystem'’s state space, but alsc
mappings from one state space to another. The operatiomroirfg a reduced state by traci
out the degrees of freedom of a subsystem is one such magging will see below,
assignment maps used in the theory of open systems are anothe

We associate with any quantum systefi‘aalgebra whose self-adjoint elements repre:
the observables of the system. For &riyalgebra4, let A* be its dual space, that is, the st
of bounded linear functionals QA. The state space of, K(.A), is the subset afi*

consisting of positive linear functionals of unit norm.
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For any linear mapping : A — B, there is a dual map™* : A* — B*, defined by

T u(A) =p(TA)forall A € A. 9)

If 7 is positive and unital, thefm™* maps states oA to states or5. Similarly, for any
mapping of the state space of one algebra into the state spaoether, there is a
corresponding dual map on the algebras.

For anyn, let IW,, be ann-state system that doésimteract with our systeny, though it
may be entangled with. Given a transformatioff” of the state space ¢f, with associated
transformatior/” of S’s algebra, we can extend this transformation to one on tite space
of the composite systesi + I, by stipulating that the transformation act trivially on

observables ofV/,,.

(T"® 1,)p(A® B) = p(T(A) ® B). (10)

A mapping7* is n-positiveif 7* ® I, is positive, anccompletely positivé it is n-positive
for all n. If S'is ak-state system, a transformation$§ state space is completely positive
it is k-positive.

It can be shown (Nielsen and Chuang, 2000, §8.2.4) thatnfpcampletely positive mag
T*: K(A) — K(B), there are operato#d’; : H 4 — Hp such that

Tep(A) = p(3, W] AW));
(11)
SWiwi <1
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This is equivalent to a transformation of density operatepsesenting the states,
p i =) WipWl. (12)

The standard argument that any physically realisable tiparan the state of a systef
must be completely positive goes as follows. We should be bhpply the operatioi™ to
S regardless of its initial state, and the effect on the sthte will be the same whether or n
S is entangled with a “witness” systelr,,. SinceS does not interact with the witness,
applying operatio™ to S is equivalent to applying ™ ® I,, to the composite system
S + W,. Thus, we require each mappifig ® I,, to be a positive mapping, and this is
equivalent to the requirement tHat be completely positive.

To see what goes wrong if the transformation appliefl te positive but not completely
positive, consider the simplest case, in whitls a qubit. Suppose that we could apply a
transformationp} — pl that left the expectation values ef ands, unchanged, while

flipping the sign of the expectation value ®f.
ps(02) = p3(00);  psloy) = ps(oy);  psloz) = —ps(o2). (13)
Suppose that is initially entangled with another qubit, in, e.g., theglet state, so that
Psw (02 ® 02) = P (0 @ 0) = pgw (0= @ 0) = —1. (14)

If we could apply the transformation (13) fowhen it is initially in a singlet state withl”,
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this would result in a statgl,;; of S + W satisfying,
psw(0: ® 02) = psw(oy @ 0y) = =1, pgw(o: ®0.) = +1. (15)

This is disastrous. Suppose we do a Bell-state measure@eatof the possible outcomes

the statg "), and the projection onto this state is
1
|\I/+)(\I!+]:Z(I+0Z®U$+0y®ay—az®az). (16)

A state satisfying (15) would assign an expectation value bf2 to this projection operatol
rendering it impossible to interpret this expectation ezs the probability of a Bell-state
measurement resulting |& ).

Note that the set-up envisaged in the argument is one in whiglpresumed that we can
prepare the systeriin a state that is uncorrelated with the active part of itsremmentR.
This set-up includes the typical laboratory set-up, in \Whigstem and apparatus are prep.
independently in initial states; it also includes situatian which we prepare a system in a
initial state and then put it into interaction with an envinoent, such as a heat bath, that h

been prepared independently.

4 The Debate Concerning Not Completely Positive Dynamical lelps

The early pioneering work of Sudarshan et al. (1961), andaioand Sudarshan (1961), d
not assume complete positivity, but instead charactettsedost general dynamical
framework for quantum systems in terms of linear maps of itlengatrices. After the
important work of, for instance, Choi (1972) and Kraus (198®8wever, it became

increasingly generally accepted that complete positsfityuld be imposed as an additione
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requirement. Yet despite the reasonableness of the argsfioercomplete positivity, the
imposition of this additional requirement was not univélysaccepted. Indeed, the issue of
whether the more general or the more restricted framewarkldtbe employed remains
controversial among physicists. At times, the debate has baite passionate (e.g.,
Simmons, Jr. and Park, 1981; Raggio and Primas, 1982; Simndorand Park, 1982).
The issues involved in the debate were substantially adriily an exchange between
Pechukas and Alicki which appeared in a series of papersdeetd994 and 1995. Pechuk
and Alicki analysed the dynamical map, for a system into three separate components:

‘assignment mdpa unitary on the combined state space, and a trace oventl®ement:

ps — Aps = trp(UPpsUT), (17)

with S, R representing the system of interest and the environmeatrg@gkservoir’)

respectively, and the assignment mépgiven by

ps = Pps = psr- (18)

Since the unitary and the partial trace map are both CP, whetmotA itself is CP is
solely determined by the properties®fthe assignment mag represents an assignment
‘initial conditions’ to the combined system: it assignsiaglestate,psr, to each statps. My
use of inverted commas here reflects the fact that such aeaggignment cannot be mad
general, since in general the state of the reservoir willfidenawn. It will make sense to us
such a map in some cases, however; for instance if there asaltbf possible initial states
S + R thatis such that, within this classg uniquely determinegsz. Or it might be that,

even though there are distinct possible initial statds hat yield the same reduced state
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the evolution ofps is (at least approximately) insensitive to which of thesgahstates is the
actual initial conditions.

When is linear:
P(Ap1 + (1 = A)p2) = A®(p1) + (1 — X)P(p2), (19)
consistent:

trr(®ps) = ps, (20)

and of product form, one can show thiats of necessity CP as well. Pechukas (1994)
inquired into what follows from the assumption tlats linear, consistent, and positive.
Pechukas showed thatdfis defined everywhere on the state space, and is linear stensi
and positivejt must be a product mapy 2 psr = ps ® pr, With pr a fixed density
operator on the state space of the reservoir (i.egse8lare assigned the sarpg). This is
undesirable as there are situations in which we would likdetcribe the open dynamics o
systems that do not begin in a product state with their envirent. For instance, consider i
multi-partite entangled state of some number of qubitsasgmting the initial conditions of
guantum computer, with one of the qubits representing asteg and playing the role of,
and the rest playing the role of the reservBirlf we are restricted to maps that are CP on
system’s entire state space then it seems we cannot dedezibeolution of such a system.
Pechukas went on to show that when one allows correlatadliognditions,\, interpretet
as a dynamical map defined on the entire state spaSermafy be NCP. In order to avoid th
ensuing negative probabilities, one can define a ‘compigildiomain’ for this NCP map; i.€

one stipulates that is defined only for the subset of statesSfor which Apg > 0 (or
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equivalently®ps > 0). He writes:

The operaton\ is defined, via reduction from unitaty + R dynamics, only on a
subset of all possiblgs’s. A may be extended—trivially, by linearity—to the set
of all pg, but the motiongs — Apg so defined may not be physically realizable
... Forget complete positivityy, extended to albs, may not even be positive

(1994).

In his response to Pechukas, Alicki (1995) conceded thatitheinitial conditions
appropriate to an assignment map satisfying all three faittequirements—of linearity,
consistency, and complete positivity—are product int@hditions. However, he rejected
Pechukas’s suggestion that in order to describe the ewalofisystems coupled to their
environments one must forego the requirement thiae CP onS’s entire state space. Alic
calls this the “fundamental positivity condition.” Regarg Pechukas’s suggestion that or

may use an NCP map with a restricted compatibility domaiickhlvrites:

... Pechukas proposed to restrict ourselves to such idiiasity matrices for
which ®pg > 0. Unfortunately, it is impossible to specify such a domain of
positivity for a general case, and moreover there existshysipal motivation in
terms of operational prescription which would lead to [anfN&Ssignment of

initial conditions] (Alicki, 1995).

It is not clear exactly what is meant by Alicki’s assertioattit is impossible t@pecifythe
domain of positivity of such a map in general, for does notdtredition®ps > 0 itself
constitute a specification of this domain? Most plausiblyatAlicki intends is that

determininghe compatibility domain will be exceedingly difficult foné general case. W
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will return to this question in the next section, as well agh®question of the physical
motivation for utilising NCP maps.

In any case, rather than abandoning the fundamental positondition, Alicki submits
that in situations where the system and environment anialigitorrelated one should relax
either consistency or linearity. Alicki attempts to motehis by arguing that in certain
situations the preparation process may induce an instantperturbation a¥. One may
then define an inconsistent or nonlinear, but still compjgtesitive, assignment map in
which this perturbation is represented.

According to Pechukas (1995), however, there is an impbstmse in which one should
not give up the consistency condition. Consider an incomsidinear assignment map that
takes the state space ®to a convex subset of the state spacé af R. Via the partial trace
maps back to the state spaceSohbut since the map is not necessarily consistent, the tra

out state p’y, will not in general be the same gag; i.e.,

® tr
ps — Pps = pls # ps. (21)
Now each assignment of initial conditionBypg, will generate a trajectory in the syst&am

state space which we can regard as a sequence of CP transbosrat the form:

ps(t) = trR(Ut(I)psUtT). (22)

At t = 0, however, the trajectory begins frop, notps. pg, in fact, is a fixed point that lies
off the trajectory. This may not be completely obvious, prin@dafor is it not the case, the
sceptical reader might object, that we can describe theisyas evolving frompg to psr via

the assignment map and then via the unitary transformatids final state? While this muc
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may be true, it is important to remember tdaits supposed to represent an assignment of
initial conditionsto S. On this picture the evolution through time ®p is a proxy for the
evolution ofps. When® is consistent, t(U®psU') = trp(UpsrUT) and there is no issue;
however wher is inconsistent, #(U®psUT) # trp(UpsrUT), and we can no longer clain
to be describing the evolution pf through time but only the evolution of the distinct state
tr(®pg) = ps. And while the evolution described by the dynamical maf0) LN ps(t)is
completely positive, it hasot been shown that the transformatios(0) SN ps(t) must
always be so.

What of Alicki’s suggestion to drop the linearity condition on the assignnmap? It is
unclear that this can be successfully physically motivaiadt is prima facie unclear just
what it would mean to accept nonlinearity as a feature ofcedwynamics. Bluntly put,
guantum mechanics is linear in its standard formulatioa:S3bhrédinger evolution of the
guantum-mechanical wave-function is linear evolutionm@zenting on the debate,
Rodriguez-Rosario et al. (2010) write: “giving up linegiig not desirable: it would disrupt

guantum theory in a way that is not experimentally suppdrted

5 Linearity, Consistency, and Complete Positivity

We saw in the last section that there are good reasons to ptcsdavith respect to the
legitimacy of violating any of the three natural conditimrsassignment maps. We will nov
argue that there are nevertheless, in many situations, gbgdically motivated, reasons to
violate these conditions.

Let us begin with the CP requiremeifaceAlicki, one finds a clear physical motivation 1
violating complete positivity if one notes, as Shaji and &stian (2005) do, that if the syst

S is initially entangled withR, then not all initial states of are allowed—for instance,
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ps = trgrpsr cannot be a pure state, since the marginal of an entangkedstlways a mixe
state. Such states will be mapped to negative matrices Imgarliconsistent, NCP map. Ol
the other hand the map will be positive for all of the validesaofS; this is the so-called
compatibility domain of of the map: the subset of state§ ttat are compatible witiA.

In light of this we believe it unfortunate that such maps hewe to be referred to as N(
maps, for strictly speaking it is not the magout its linear extension to the entire state spi
of S that is NCPA is indeed CRwithin its compatibility domainin fact this misuse of
terminology is in our view at least partly responsible fox #ometimes acrid tone of the
debate. From the fact that the linear extension of a partidfined CP map is NCP, it does
not follow that “reduced dynamics need not be completelytipas’? Alicki and others are
right to object to this latter proposition, for given the angents for complete positivity it is
right to demand of a dynamical map that it be CP on the domaimnwvhich it is defined.
On the other hand it inot appropriate to insist with Alicki that a dynamical map must®P
on the entire state space of the system of interest—comemaaat—for negative probabilitit
will only result from states that cannot be the initial stat¢he system. Thus we believe th
‘NCP maps$—or more appropriatelyPartial-CP maps with NCP linear extensions—can ¢
should be allowed within a quantum dynamical framework.

What of Alicki’'s charge that the compatibility domain is imgsible to “specify” in
general? In fact, the determination of the compatibilitynddn is a well-posed problem (cf.
Jordan et al., 2004); however, as Alicki alludes to, therg bwsituations in which actually
determining the compatibility domain will be computatitip@xceedingly difficult. But in

other cases—when computing the compatibility domaimfeasible—we see no reason wh

2This is the title of Pechukas’s 1994 article.
3For examples, see Jordan et al. (2004); Shaji and Sudar2d@s)(
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one should bar the researcher from using a Partial-CP mapentreear extension is NCP if
is useful for her to do so. Indeed, given the clear physicalvation for it, this seems like tt
most sensible thing to do in these situations.

There may, on the other hand, be other situations where @dotgin this way will be
inappropriate. For instance, consider a correlated hipaystemS + R with the following

possible initial states:
T @Yy, T-®Y-, 2 Q¢1, z-Q¢_. (23)

The domain of definition of consists of the four statds: ., z_, z,, z_}. Suppose we want
to extend® so that it is defined on all mixtures of these states, andésfinThe totally mixe
state ofS can be written as an equally weighted mixturecefandzx_, and also as an equal

weighted mixture ok, andz_.

1 1 1 1 1
5[ = §$+ + 51'_ = §Z+ + EZ_. (24)

If & is defined on this state, and is required to be a linear functi@ must have

1 1 1
O(51) = 5(xy) + 5 (x)
= %mr Ry + %x_ Y, (25)
1 1 1
Y L (26)

2 2
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from which it follows that

1 1 1 1
5T+ @ Yy + 5t ® V- = 2%+ ® o4 + 55 ® ¢, (27)

which in turn entails that

Yy =P =y = ¢, (28)

so® cannot be extended to a linear map on the entire state spacerdéss it is a product
map.

It would be misleading to say that assignment maps such as thelate linearity, for muc
the same reason as it would be misleading to say that P@fahaps with NCP linear
extensions violate complete positivity. It is not that thesaps are defined on a convex
domain, and are nonlinear on that domain; rather, there ateiras of elements of the
domain on which the function is undefined. But since we cabeataid to have violated
linearity, thenpaceRodriguez-Rosario et al., in such situations we see no ndaduar the
researcher from utilising these ‘nonlinearaps, for properly understood, they are
partial-linear maps with nonlinear extensions.

PacePechukas, there may even be situations in which it is apjatepo use an inconsiste
assignment map. Unlike the previous cases, in this casessigrement map will be defined
the system’s entire state space. This will have the disadganof course, that our descript
of the subsequent evolution will not be a description of thie evolution of the system, but

many situations one can imagine that the description witidiese enough,” i.e., that

tre(UpsrU) = trp(UplspUY). (29)
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6 Conclusion

Bohr warned us long ago against extending our concepts,Jeviiegndamental, beyond the
domain of applicability. The case we have just looked at iglastration of this important
point. The debate over the properties one should ascrilieetextension of a partially-defin
description is a debate over the properties one shouldoastria phantom.

Whether or not we must use a map whose extension is nonlmreamap whose linear
extension is NCP, or an inconsistent map, is not a decisitctdm be made a priori or that
can be shown to follow from fundamental physical principl&lse decision will depend on

the particular situation and on the particular state prapar we are dealing with.
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Narratives & Mechanisms
Abstract

Historical scientists are frequently concerned with narrative explanations targeting single cases. | show
that two distinct explanatory strategies are employed in narratives, simple and complex. A simple
narrative has minimal causal detail and is embedded in a general regularity, whereas a complex
narrative is more detailed and not embedded. This distinction’s importance is illustrated in reference to
mechanistic explanation. | consider ‘liberal’ accounts of mechanistic explanation, which expand the
traditional picture to accommodate less mechanistic sciences. Simple narratives warrant a mechanistic

treatment, while some complex narratives do not.
Introduction

Scientists examining the past are taken to be primarily concerned with narrative explanations which
account for single events'. A meteor exterminated the dinosaurs; New Zealand’s lake Taupo was formed
by an enormous volcanic eruption; the introduction of small-pox killed millions in the Americas. Of
course, historical scientists are not narrowly concerned with narrative explanation. As Kosso (2001) and
Jeffares (2008) discuss, they sometime target middle-range theories which connect contemporary
phenomena to past events (see also Turner 2009). Moreover, much historical enquiry targets patterns
and regularities in deep time. Paleobiological work covering the nature of mass extinction events (Raup
1991) the nature of speciation (Eldredge & Gould 1972), the role of selection and adaptationist
explanations in macro-level patterns (Gould et al 1977, Huss 2009), are all concerned with regularities in
life’s shape, not the explanation of a simple event. However, at least much of the time their explanatory
interests are geared towards the particular rather than the general. This paper shows that historical
explanation, understood as narrative, is disunified: at least two distinct explanatory strategies are
employed. Simple narratives explain particular cases as instances of regularities — the explanandum is
subsumed by a general model. Complex narratives do not account for explananda in terms of

regularities or models.

| argue that simple narratives have more in common with the population-level explanations furnished by
economists and ecologists than complex narratives. This is demonstrated by comparing narrative

explanations with mechanistic models. Both population-level and simple narratives are amenable to

! For example, Kitcher 1993, Cleland 2011, Hempel 1965 and Hull 1975 appear to agree that historical enquiry is
primarily narrative
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mechanistic gloss. However, in complex cases scientists are not typically mechanists. Faced with a

complex world, they employ characteristically non-mechanistic explanations.

The paper is in three parts. In the first, two case-studies illustrate the distinction between simple and
complex narratives. Part two discusses mechanistic explanation, sketching the view and introducing
liberalism — the view that most or all scientific explanation is mechanistic. The third part examines
narrative explanation in light of mechanistic explanation, arguing that simple narratives are

characteristically mechanistic, while some complex narratives are not.
1. Narrative Explanations

Narrative explanations account for particular events’ via causal sequences concluding with the
explanandum. The causal sequence makes the explanandum likely. Narrative explanations are taken to
be distinctively historiographical (at least by Hempel and Hull) due to their ‘story-like’ structure and lack
of appeal to laws. The treaties at the close of the First World War led inevitably to the Second; the
extraterrestrial impact which caused the Chicxulub crater was sufficient to exterminate the dinosaurs;
and so on. There is more than one way to account for an event, however. Some causal sequences stand
alone: even if only one extinction event was caused by an impact, we can be convinced of the impact’s
causal sufficiency. Or we might explain an event as an instance of a general model: perhaps all wars

have common causes, and the Second World War can be explained in terms of those commonalities.

| will be agnostic as to whether all narratives in fact reference regularities, and whether this is
problematic. Hempel’s primary concern about historiographic explanation is the lack of nomological
appeals and | (in part) share the suspicion that particular events can be satisfactorily explained without
recourse to regularities (c.f Tucker 1998) but my claim of the disjunctive nature of narratives holds

regardless of this.

Hopefully it is clear that narrative explanations are surely not restricted to historiographical inquiry —
there is nothing stopping a chemist explaining a single event in terms of some causal sequence (perhaps
even without explicit mention of laws) - and therefore the claims | make about narrative explanation will
most likely not be restricted to the geological and paleontological cases | focus on. Whether the

distinctions and lessons | draw are extendable to other sciences | leave for future work: given that

21 will speak in terms of past events, but historical enquiry also covers historical processes, entities and states of
affairs. The claims made about events carry over to those other types of targets.
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narrative explanation is paradigmatically the business of historical inquiry, it is the obvious place to

center philosophical investigations

And so narrative explanations (1) account for some particular explanandum in terms of some causal
sequence; (2) may or may not appeal explicitly to laws or generalizations; (3) are paradigmatically, but
not exclusively, historical. | argue that there are two explanatory strategies which historical scientists

employ in providing narratives.
1.1 Snowball Earth

There were glaciers in the tropics at least twice during the Neoproterozoic (roughly 1000 — 542 million
years ago). Towards the end of the period there was synchronous, ubiquitous glaciation: the entire earth
covered in permafrost cut through by rivers of ice. This presents a series of geological and
palaeoclimatological challenges. What could have caused this scenario? How did it thaw? Why are such
events rare? The most popular explanation of these glacial events is Joseph Kirschvink’s Snowball Earth

Theory (Schopf & Klein 1992, Hoffman & Schrag 2002).

The late Neoproterozoic was a time of continental dispersal: the supercontinent Rodinia broke up and
the megacontinent Gondwana began to form. During glacial periods most continents clustered at the

middle and lower latitudes. Kirshvink proposed that this clustering was responsible for the global freeze.

Both land and ice-caps have high albedo — they reflect more of the sun’s energy than water. Tropical
landmasses have high albedo because more sunlight reaches the equator. Their warm, moist climate
also increases silicate weathering (the absorption of C0,). Land clustering around the tropics, then,
increases albedo and decreases greenhouse gases. This would lower the earth’s temperature —

particularly at the poles where the growth of ice sheets would lead to a freezing feedback loop:

If more than about half of the Earth’s surface area were to become ice covered, the albedo
feedback would be unstoppable... surface temperatures would plummet, and pack ice would

quickly envelope the tropical oceans (Hoffman & Schrag pp 135)

The explanation can be presented in a simple flowchart:
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Landmass Clustering |:> Thinner Atmosphere

Higher Albedo |:> Lower Temperatures

AN 7

Increased Icepack

Figure 1: Snowball Earth

Landmass clustering in the tropics lowers temperature by increasing albedo and thinning the
atmosphere. Lower temperatures increase icepack cover, creating a feedback loop between lowering
temperatures, larger icecaps, and higher albedo. Earth freezes over. As we shall see, Snowball Earth is a
paradigm ‘simple’ narrative: an event is explained by a general model with reference to minimal causal

factors.
1.2 Sauropod Gigantism

Despite public perception, most dinosaurs fit comfortably in the familiar mammalian size-range. The
sauropods were different: not merely big, but puzzlingly so. Some were the largest land animals to have
ever lived: Sauroposeidon and Argentinosaurus are estimated to have weighed between 50 and 70 tons,
rivaling baleen whales in length. By contrast, the largest known terrestrial mammal was
Paraceratherium, thought to be 12 meters long and weighing 20 tons at most. How did sauropods

manage such sizes? Why was it unique? How was gigantism physiologically and evolutionarily possible?

As Sander, Christian et al (2011) review, sauropod gigantism was the result of myriad causes (see also
Klein et al 2011). Sauropods were the right lineage, in the right place, at the right time. They had specific

primitive characteristics which removed size limitations. Early sauropods were oviparous — egg-laying
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allows for fast population recovery, mitigating the small population size engendered by gigantism. They
did not masticate, increasing food intake. They had a distinctive small-head-and-long-neck

morphological structure, which maximizes grazing range while minimizing movement.

These primitive characteristics were supplemented by new adaptations. Gigantism itself protected
against the increasingly sophisticated predators of the Jurassic, and accommodated the enormous
digestive system mitigating the lack of mastication and gastric mill. Their basal metabolic rate increased
to accommodate the speedy growth required. Sauropods evolved a distinctive pneumatized skeleton, a
signal of a bird-like respiratory system, which increases the efficiency of oxygen dispersal and

accommodates the growth rate required to reach gigantic size.

The road to gigantism was open to sauropods due to their distinctive primitive characteristics. The road
was followed due to the evolution of particular adaptations in response to particular evolutionary
pressures. The explanation of sauropod gigantism is a complex narrative: there is no appeal to a general

model in explanation, but rather a unique, detailed causal sequence is employed.
1.3 Simple & Complex Narratives

In explaining snowball earth and sauropod gigantism historical scientists follow two distinct explanatory
strategies. Both are narrative explanations: their explananda are individual cases, accounted for via
particular causal sequences. However, snowball earth is explained as an extreme case of a general
model. Sauropod gigantism is not. Moreover, the Snowball Earth contains less causal detail than
sauropod gigantism. The geological case is simple, while the paleobiological case is complex’. Two
features, an explanation’s detail and embeddedness, are characteristic of simple and complex narratives.
It is worth reiterating that these distinctions may well illuminate sciences not typically considered
historical, or dealing with narratives. It is beyond this paper’s scope to discuss such cases, but | take it
that if simple and complex explanations of particular events occur in ahistorical sciences, this only

strengthens the importance of the distinction.
Detail

A striking difference between the two explanations is the level of detail required. Detail is a measure of

the specificity, complexity and diffusion of the explanans required for explanatory adequacy. Snowball

® The distinction between complex and simple is similar in spirit to ‘actual sequence’ and ‘robust process’
explanations (Sterelny 1996, Jackson & Pettit 1992), although is not cashed out in overtly modal terms.



San Diego, CA -185-

earth is low- detail: few factors and a single difference-maker are required. General facts about global
albedo, temperature, atmosphere and icepack work in tandem with particular facts about landmass
clustering to produce the explanandum. Sauropod gigantism, by contrast, requires a more detailed
explanation. Adequacy requires many explanans, quite disparate in nature. Important explanatory
details are spread through time: from deeply primitive characteristics such as oviparity, to highly derived
ones like pneumatization. Explanans are also spread across grain: oviparity is important because it
mitigates evolutionary, population-level concerns while pneumatization solves individual-level,

physiological concerns.

Detail, then, tracks the complexity required for explanatory adequacy, and its nature depends in part on
the explanandum. In the snowball earth case, the world cooperates in granting sufficiency to low detail
explanations while for sauropod gigantism the distended, messy nature of the explanandum demands a

more detailed, messy explanation.
Embeddedness

A narrative explanation is embedded when the explanandum is accounted for as a token of a type of
process; an instance of a regularity. The relative simplicity of the snowball earth explanation allows it to
be represented by a single climatological model. The hypothesis is an extreme case of run of the mill
dynamics between ice cover, geography, climate and atmosphere. In explaining why the earth froze, |
tell you about those general dynamics and how the scenario would arise given particular states of
affairs. Sauropod gigantism, by contrast, is an exquisite corpse: birds provide a model for respiratory
systems; giraffes, swans and structural morphology tell us something about possible sauropod stances;
elephants and large lizards about possible metabolism. There is no single unifying regularity which can
be appealed to. In explaining gigantism, | refer to particular facts about the sauropod lineage and the

environment in which it evolved.

| have mentioned that some philosophers take narrative explanations as problematic insofar as they do
not appeal to regularities, and that | will not take a stance on this here. With embeddedness on the
table, | can clarify this. Clearly embedded explanations appeal to regularities: the interesting question is
whether non-embedded explanations do, or must. | am inclined to see non-embedded explanations as
leaning on a patchwork of regularities. For instance, models of structural morphology, population
genetics and metabolism are all appealed to in explanations of sauropod gigantism. However, it is open

for others to argue that such appeals are not always required.
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Embeddedness, then, tells us whether an explanandum is accounted for as an instance of a general

model, or as an individual event.

Simple & Complex

Call an explanation which is high in detail, and not embedded, a complex narrative. Call an explanation
with is low in detail and embedded a simple narrative. Complex and simple narratives are two distinct

explanatory strategies employed by historical scientists.

To drive the distinction home, compare the explanation of gigantism in sauropods to cases of island
gigantism. The six-foot, tree climbing, predatory Fossa of Madagascar, for instance, evolved from much
smaller mongoose-like ancestors. Because islands are isolated and tend to lack diversity, diminutive
lineages are likely to form founder populations and radiate into unusual niches. This can lead to island
gigantism: a lack of predation, and selection pressure to fill empty niches, drives size increase. The Fossa
are gigantic because the isolation of Madagascar set up the preconditions for island gigantism. Fossa are
amenable to a simple explanation: embedded in general explanations of island biogeography and
requiring minimal detail. To explain fossa gigantism, | need only explain the general model of island
gigantism, and then show how fossa met the model’s conditions for evolving large size. Sauropod
gigantism, by contrast, begs a complex explanation: more detail is required and there is no general

regularity to subsume the explanandum.

Detail and embeddedness come apart in principle, but in practice tend to be coupled. Embedded
explanations tend to be low in detail as explanatory sufficiency is determined by the strictures of the
model. To get the Snowball Earth explanation, | show that the antecedent conditions of the model were
met — and this only requires reference to causal factors from that model. This allows many causal details
to be ignored, making for a low-detail explanation. Non-embedded explanations tend to require more
detail as they cannot rely on general regularities to discount causal factors. In the Sauropod case, we
require separate convincing of each step in the explanation. There may be cases of embedded, high

detail explanations as well as low detail, unembedded explanations, but these are rare.

A simple narrative explanation, then, does not require a detailed treatment as the explanandum is
represented in a general model. A complex narrative requires specific details unique to the case at hand

and is not subsumed under a particular model.



San Diego, CA -187-

This distinction is important. First, it explains two divergent approaches to understanding the
explanatory unity of narratives. In Hull’s treatments (1975, 1989) narrative explanations owe their unity
in part to the integrity of the historical entity they target. “The role of the central subject is to form the
main strand around which the historical narrative is woven (255).” According to Hull, accounts of
sauropod gigantism and snowball earth are explanatory in virtue of picking out central subjects (spatio-

temporally distended objects), and providing a coherent narrative about that subject.

By contrast, Glennan (2010) argues that narrative explanations operate through ephemeral mechanisms.
By his lights, historical scientists explain states of affairs by showing that the preconditions for a general
mechanism are in place. Such mechanisms are unusual due to their contingent (hence ‘ephemeral’)
nature, but still deliver robust results given that arrangement. The characteristics of early sauropods, or
the continental arrangement of the Neoproterozoic, are highly contingent states of affairs. But given
those states of affairs, we get general results: gigantism and a general freeze (see Gallie 1959 for a

similar view).

For Hull then, part of a narrative’s explanatory unity is due to their central subject. For Glennan, unity is
owed to regularities. This disagreement is resolved when we see that narrative explanations take two
different forms. In simple cases, historical scientists appeal to general models which subsume the target
case as Glennan envisions. In complex cases, explanatory force might be supplied by historical entities as

Hull sees it.

Second, the distinction shows that historical scientists are not unified in their approach to explanation.
They pursue two distinct strategies which require separate philosophical treatments. | illustrate this in
reference to mechanistic explanation. It turns out that simple narratives can receive a mechanistic gloss,

while some complex narratives are not mechanistic. Showing this is the task of the second half of the

paper.
2. Mechanistic explanation

Mechanistic explanation has proven an illuminating account of actual scientific practice (see Bechtel &
Richardson 1993, Glennan 2002, Craver 2007, Woodward 2002, Machamer, Darden et al 2000) In this
section | sketch the account, then discuss how it may be extended to cover population-level explanation.
Discussing narrative explanation in the context of mechanistic explanation will show that 1) simple
narrative explanations are unified with population-level explanations (but not with complex narrative

explanations) and 2) not all scientific explanations are mechanistic (as some complex narratives are not).

8
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There are reasons to compare mechanistic and narrative explanation. First, there is a tension between
historical explanation and models of explanations referring to hierarchical structure, such as reduction.
Traditional models of reduction require explanation to refer to general laws which are realized at ‘more
fundamental’ levels of description than the explanandum. Such laws are not overtly appealed to in
historical explanation. Mechanistic explanation is intended to replace reductive models (Craver 2005,
Bechtel & Abrahamsen 2005), retaining their advantages but avoiding imperialistic and nomological
pitfalls. If mechanistic explanation is such a replacement, we might wonder whether the tension

between historical and structural explanation is retained.

Second, as 2.2 covers, there is interest in the limits of mechanistic explanation. Is mechanistic
explanation a general account of scientific explanation, or is it one of many explanatory strategies

scientists might follow?

As we shall see, the tension between historical and structural explanation is retained in some complex
narratives. In such cases scientists do not attempt mechanistic explanations because the unembedded,
high-detail nature of the explanation undermines the utility of a mechanistic approach. And for the
same reason mechanistic explanation has limited scope: scientists are not just in the mechanism

business, sometimes they are in the complex narrative business.

Third, understanding the nature of historical explanation is a worthy philosophical task and its
relationship to mechanistic accounts is illuminating. | have already shown that narrative explanation is
disjunctive between simple and complex strategies. As we shall see, simple narratives are unified with
population-level explanations via their common ‘mechanistic’ nature, while complex narratives are the

odd ones out.

2.1 A sketch

In this section | aim to provide a minimal set of conditions required for any explanation to be presented
mechanistically. In explaining a mechanism | must identify the phenomenon | am concerned with, break
it into components, and explain the phenomenon’s behavior in terms of the causal and organizational
properties of the components. For the purposes of this paper, | will take an explanation to be

mechanistic if it meets the following criteria:
1) Localization: the phenomenon is a discrete system with discrete components

2) Constitution: systems are constitutively explained in terms of components
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3) Nested Causation: behaviors of systems are explained in terms of the causal and relational

properties of components

This sketch is certainly not exhaustive of all that is important and distinctive about mechanistic
explanation. However, it is a minimal set of conditions which | hope mechanists of all stripes would
agree with and are all | need for present purposes. It is clear that more needs to be said about
localization: what is meant by ‘discrete’, and how does it restrict the scope of mechanistic explanations?

I will put this question aside until 2.2.

Many sciences are characteristically mechanistic. Cytologists understand cells as discrete parcels
composed of a cellular anatomy which determines behavior. Neuroscientists identify neural networks as
systems fulfilling particular functions governed by activation patterns within them. Molecular geneticists
identify genes with particular DNA sequences which code for proteins given the right inputs and
organization. Chemists explain phase-transitions as the result of the interaction between kinetic energy

and chemical bonds in a system. All follow mechanistic explanation’s distinctive pattern.

However, some scientific endeavors look different. Ecologists, economists and evolutionary biologists
use abstract models to explain the behavior of populations. Paleontologists, geologists and
archaeologists construct narrative explanations of events in the deep past. Using abstract models to
explain population-level phenomena and using causal sequences to explain past states of affairs appear
very different from the explanations mechanists examine. In the next section, we see whether

mechanistic explanation can account for these as well.
2.2 ‘Liberalism’ about mechanistic explanation

Consider two views on the scope of mechanistic explanation. By a conservative view the model has thin
scope - it is true of some, but not all, scientific explanations. A liberal view takes the model to have wide
scope — most, perhaps all, scientific explanations are mechanistic. Liberalism involves showing that
various explanatory schema are subsumed by mechanistic accounts, and this may involve tweaking the

conditions sketched above.

Let’s start with two examples. Bechtel (2011) argues that mechanistic explanation must include dynamic
causal streams to capture biological phenomena which display non-linear behavior, such as cellular self-
repair. It is not obvious that mechanists ever intended their models to be rigidly linear, and moreover

expanding the account to include dynamic mechanisms doesn’t seem to conflict with anything essential

10
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to the sketch above. By contrast, Rusanen and Lappi (2007) argue that some cognitive phenomena are
beyond the scope of mechanistic models as they require top-down explanation. This clashes with
constitution: instead of the phenomenon being explained in terms of its parts, the parts are explained
via the phenomenon. If they are right, mechanists have a choice between the conservative move of
taking some cognitive explanations non-mechanistically, or the liberal move of altering the requirement

of constitution. Some cases, then, are more or less challenging to the model.

A liberal move pertinent to comparing narrative and mechanistic explanation is discussed by
Matthewson & Calcott (2011). They argue that explanations of population-level phenomena, such as
market cycles and predator/prey dynamics, can be understood mechanistically. | argue that simple

narrative explanations can be understood in the same way.

Matthewson & Calcott distinguish between mechanisms and mechanistic models. A mechanism is a
concrete object with localizable, discrete components. A mechanistic model takes the structure of
mechanistic explanation and applies it to non-mechanismes. It is not clear whether economies, ecologies
or cities are mechanisms, but we may successfully explain them as if they were. In explaining their
target, modelers entertain the fiction (Godfrey-Smith 2009) or the idealization (Weisberg 2007) that it is

a mechanism, enabling them to employ mechanistic explanation.

Take an evolutionary explanation of a shift in the proportion of some trait, t, in a population across two
subsequent generations, G; and G,. In G; t is less common than it is in G,. To explain this change, a
biologist might refer to a model which considers the population in terms of various traits with various
fitness-values. The makeup of the population at one generation is determined by the fitness values of
the traits present in the generation before. Because of t's fitness value, it outperformed some other
traits in reproducing between G; and G,and was thus more common in the later generation. Whether

this is a mechanistic explanation depends upon its interaction with the conditions | outlined above.

The explanation is mechanistic, with a tweak. First, it involves decomposition: the population is
understood as comprising either individuals or traits with fitness-values. Second, it involves nested

causation®: the change between the two generations is explained as the result of the interacting fitness

* This example is meant to be illustrative, and skates over some difficult issues in biology. Some philosophers
(Walsh, Lewens & Arieu 2002; Walsh 2010) deny that fitness is truly causal, insisting that only the particular life-
events of individuals in the population are the proper locus of causal power — and thus calling this ‘nested
causation’ is a mistake. Fair enough, but | think this perspective is in fact amenable to the story | am telling. First,

11
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values of the components. However, the phenomenon does not appear to be a discrete system. Few
real-world biological populations have discrete, non-overlapping generations and even fewer have
populations as discrete as the model represents. And yet the system is treated as if it were a discrete,
localizable system. Matthewson & Calcott can retain the first tenet by allowing for idealized, or

metaphorical localization. Something like:

Localization*: the phenomena either is a discrete system, or may be treated like a discrete

system

Until now | have avoided explicit discussion of what is meant by ‘discreteness’, but it is time to draw this
out. A discrete system is not necessarily such in virtue of spatio-temporal location, but rather the causal
integration of its parts. It has discrete components insofar as they are modular: they perform particular,
identifiable and perhaps extractable functions in the context of that system (this account is meant to be
broadly aligned with Wimsatt’s (2007)). A clockwork machine can be a paradigmatically discrete
system. It is discrete in terms of causal integration: the behaviors of clockwork (keeping time, say)
depend upon the interaction of a specific set of contained parts. Moreover, the components are
modular: the various cogs and wheels can be removed from the system and play identifiable roles within
it. When Matthewson & Calcott argue that population-level explanations are capturable by mechanistic

models, they simply idealize from a paradigmatically discrete system, to a less clear case.

‘Discreteness’, as | understand it, is clearly graded; and this should make localization* unproblematic for
mechanists — most accounts of mechanistic explanation already commit to something like this. Indeed,
discussion of mechanistic explanation is rife with discussion of idealization. And so a clockwork machine
is quite discrete. A neural network is less so: although neuroscientists individuate networks via
examining neuroanatomy and firing patterns, complex overlapping and interrelation exists between the
entities in the system. The more the example diverges from an ideally discrete system, the more
metaphorical in character the mechanistic explanation of it becomes. This has consequences for the

process of localization applied in different cases. For more ‘machine-like’ cases, such as clockwork, we

one might claim that non-causal factors are here presented as if they were causal, and so ‘nested causation’ is, like
localization, receiving a fictionalist treatment. Second, one could claim that ‘fitness’ in the this context is merely a
term of art meant to unite whatever truly causal factors in fact lead to the births and deaths which occur within
the population. Moreover, the main concern of such philosophers is whether explanations appealing to fitness
should be read as mathematical explanations — and discussion of the relationship between mathematical and
mechanistic explanations is beyond the scope of this essay.

12
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are more able to ‘read’ the system from the world. The components of the mechanistic model map onto
components in the world. In less ‘machine-like’ cases, a process of simplification, abstraction or
idealization is required. The ‘fitness value’ of some trait, for instance, does not obviously (if at all) map
onto components in the real world system. They rather pick out explanatorily salient features of the
target. Representing population-level phenomena as discrete systems requires that we ignore certain
causal factors. This is not, of course, an original claim —indeed | think it is necessary for understanding
mechanistic explanations, but it is worth restating for as we shall see, although such idealizations occur

in simple narrative explanations, they do not in many complex cases.

And so Matthewson & Calcott are able to present many of the explanations in population-level science
as mechanistic insofar as they accept a ‘fictionalist’ turn in localization. Given that many paradigm
examples of mechanistic explanation (neural networks, gene sequences) are themselves only ideally
discrete this change is not too problematic. However, the process of localization changes depending on
the discreteness of the system: for characteristically mechanistic phenomena the system can be ‘read
off’ the world, for other cases a process of simplification is required. The final section brings this liberal

account of mechanistic explanation together with narrative explanation.

3. Mechanistic Narratives?

Let’s take stock. Narrative explanations, which explain individual events via causal sequences, take two

distinct strategies:

Simple narratives, which 1) explain an event as a state of a general model, 2) contain minimal detail;

Complex narratives, which 1) explain the event via a unique causal sequence, 2) are highly detailed.

To be mechanistic, an explanation must meet three criteria: localization, constitution and nested

causation. Via a fictionalist tweak to localization, population-level explanations can be seen as

mechanistic.

This section argues that 1) simple narrative explanations are mechanistic in the same sense as

population-level explanations as they are an instance of the same explanatory strategy; 2) some

13
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complex narratives are not mechanistic. The upshot of these two points is that liberalism about
mechanisms is restricted (as there are scientific explanations which are not mechanistic) and that simple
narratives have more in common with non-historical explanations (such as those from economics,

sociology and ecology) than complex narratives.

3.1 Simple Narratives as Mechanistic Models

Population-level explanations and simple narrative explanations are unified. The economist treats real
world markets as if they were discrete mechanisms, the evolutionary biologist imagines an island eco-
system as constituted by various ecological roles waiting to be filled by genealogical actors. My exemplar

simple narrative, Snowball Earth, is also an exemplar mechanistic model.

An explanatory model is mechanistic when it meets the three criteria, with the fictionalist turn described
in 2.2. The phenomenon must be treated as if it were a discrete system with discrete components. It
must be described constitutively. Its behavior must be explained as the result of interactions between its
components. Consider the explanation sketched in 1.1. Presumably the real-world interrelation between
ice-cover, atmosphere and global temperatures are extremely complex. The explanation, however, is
straightforward: paleoclimatologists are able to abstract from the details and present a simple model of
the interactions. The highly interrelated, complex system is treated as if it were a simple, discrete
system. Localization holds. This idealized system is constituted by various components, namely: global
temperature, icepack cover, the locations of landmasses and global albedo. Constitution holds. And the
system'’s behavior is ruled by the causal relationships between those components. As albedo increases
and the atmosphere thins due to landmasses clustering around the equator, a feedback involving
decreasing temperature, increasing ice cover, and increasing albedo leads to a snowball earth scenario.

Nested causation holds.

Although simple narratives and population-level models are both instances of the same explanatory
strategy, it does not follow that scientists concerned with discovering historical facts face identical
epistemic challenges, or use the same methods, as sciences concerned with population-level facts. It
may be that ecologists and economists employ the modeler’s strategy to deal with the over-abundance
of facts pertaining to their explananda, while historical scientists use it to gain access to the scarcity of

traces available from the past. My point is about the unity of explanatory strategies.
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3.2 Complex Narratives are not Mechanistic

Scientists providing complex narratives do not attempt to embed their explanations in an overarching
system, but rather provide a causal sequence which reasonably leads to the state of affairs in question.
Typically, scientists providing complex narratives do not describe a localized system and do not take the

explanans as system-components. They are not mechanistic.

Sauropod gigantism could in principle be explained via a ‘gigantism mechanism’ whereby a diminutive
lineage is fed into a massively complicated idealized machine, outputted as giants millions of years later.
But scientists do not explain them in those terms. Rather the history of a particular lineage is explained
in reference to various causal factors interacting with it. Geologists explain Snowball Earth by
representing the target as a mechanistic model. It is simplified to a localized system. There is less
simplification in the sauropod case: scientists do not see the lineage as a system. After all, what would
such a system look like? The explanans paleobiologists appeal to are at many temporary and hierarchical
grains, and it is not obvious whether such a disparate group is amenable to unified representation.
Moreover, there is a difference between a unified model and a conjunction of different (perhaps
incommensurable) models. Explanans are not ‘components’ but rather causal factors which influenced

the particular pathway the lineage took.

The point is this: even if the explanation can be described in mechanistic terms, that is not the

explanation’s form.

Why not? The process of localization is opaque for complex narratives due to a tension between
providing a simple, tractable model and meeting the high-detail requirements of the explanation.
Mechanistic approaches are attractive when the world cooperates: either the explanandum is a discrete,
decomposable system or it is simple and unified enough to be helpfully treated as such. In at least some
complex narratives, the requirement for high detail and the unavailability of a general regularity

conspire to undermine the utility of a mechanistic conception.

Historical scientists, then, are not always mechanists. Faced with a complex, messy world they

sometimes respond with complex, messy explanations.
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Conclusion

| have argued that historical scientists follow two distinct explanatory strategies. Simple narratives
typically idealize and abstract away from their target and are amenable to a mechanistic gloss. Complex
narratives are different: some do not admit of mechanistic treatments. When providing complex
narratives, historical scientists are not mechanists. This points to a host of new questions. Are there
situations when simple or complex approaches are more appropriate? | have suggested that the nature
of explananda play an important role in applicability, but much more remains to be said. Ought we
prefer simple or complex narratives? | have said nothing about the value such explanations have. | am
inclined to think of the strategies as geared towards different explanatory interests and kinds of
explananda, and so validity turns on context. However, the floor is still open for those who prefer one
over the other. Historically philosophers have preferred the kind of unified explanations offered by
simple narratives but in some cases complex narratives may be more testable. As Kim Sterelny has
pointed out to me (personal communication), a detailed narrative will have more points of empirical

contact with the world, and so may have more opportunities for testing.

Finally, do other sciences have similar divisions? | have presented a unified picture of some of the
explanations furnished by ecologists and economists on the one hand, and paleontologists and
geologists on the other. It will be interesting to see whether some population-level explanations diverge
from this pattern, and whether other areas of science can be carved up along similar lines. Moreover, |
have not claimed that narrative explanations are unique to historical science (although they may be
paradigmatic of them), and an investigation into whether the distinction between complex and simple

narratives is useful outside of that context is also in the offing.

Attending to the different strategies historical scientists employ in their explanations illuminates

important philosophical issues, and helps us understand the nature of their work.
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Abstract

I examine Carrier’s and Ladyman’s structural realist (‘SR’) explanation of the predictive
success of phlogiston chemistry. On their account, it succeeds because phlogiston chemists
grasped that there is some common unobservable structure of relations underlying
combustion, calcification, and respiration. I argue that this SR account depends on assuming
the truth of current chemical theory of oxidation and reduction, which provides a better
explanation of the success of phlogiston theory than SR provides. I defend an alternative
version of inference-to-the-best-explanation scientific realism which I call ‘Best Current

Theory Realism’ (BCTR) and argue that it can answer the pessimistic meta-induction.
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Does Structural Realism Provide the Best Explanation of the Predictive Success of Science?

(1) Introduction

Scientific realists are committed to the view that some scientific theories—those
which exhibit an appropriate degree of empirical success—make claims about unobservable
phenomena that are approximately true. Many hold that inference-to-the-best-explanation
can confirm the realist view, in conjunction with the claim that the best explanation of the
success of scientific theories is the realist view that they, or some components of them, are
true. The central difficulty with the explanationist argument is the existence of many
scientific theories which were successful in their time but are now rejected as false in light if
the emergence of better theories (Laudan, 1981, 1984). Theory change seems to provide
counter-evidence to the realist claim that the truth of successful theories is what best explains
their success.

Realists have responded by tightening the criteria of successful theories (e.g.
requiring ‘novel’ predictions), restricting the claim of truth to components of theories
essential to their success and defending a continuity of reference across change in the
ontological posits of theories (Psillos, 1999). But the problems inherent in these realist
strategies motivate structural realism (SR) —which limits the realist commitment to the truth
of mathematical equations and relations preserved across theory-change, independently of
‘theory’ claims concerning the unobservable entities and mechanisms referred to in such
equations.

My aim is to evaluate the ability of SR to explain the success of theories. I argue that
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the plausibility of SR depends on assuming the truth of our best current theories and their
substantive claims concerning unobservable entities and processes. I argue that the
plausibility of SR’s explanation of the success of superseded theories depends on an
antithetical view I call ‘Best Current Theory Realism’ (or BCTR). BCTR limits the realists’
commitment to the truth of our best current theories, and thus rejects the continuity-of-true-
components hypothesis central to SR, and standard versions of realism. I defend BCTR as
offering the best explanation of both (1) the success of superseded and ‘falsified’ theories and
(2) the success of our best current theories.

I evaluate SR’s ability to explain success through an examination of Ladyman’s and
Carrier’s SR account(s) of the success of phlogiston chemistry. But we set the stage by
starting with Worrall’s well-known SR account of Fresnel’s theory of light and some
criticisms of it advanced by Psillos. My aim is to clarify what SR needs to explain in order to

‘explain success’.

(2) Fresnel and the Motivation for SR

Fresnel’s account of the propagation of light in an ethereal medium was successful in
predicting and explaining a wide range of observed features of the diffusion of light (Worrall,
1989, 1989c, 1990, 1994). It made novel predictions such as the observation of an
antecedently unlikely white spot in the center of the shadow of an illuminated circular screen.
The theory qualifies as a genuine empirical success, on stringent realist criteria. Yet its
claims concerning the nature of light are false. Its explanations and predictions rest on the

false claims that a luminiferous ether of molecules is the medium that carries light waves;
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that the amplitude of light waves correlates with the velocity of the displacements of ether
molecules; that the transverse vibrations of light rays is proportional to the oscillations of
ether molecules. All of these hypotheses are abandoned by Maxwell’s theory of the
electromagnetic field. This situation motivates the realist’s desire to find another account of
Fresnel’s success, one that identifies true components of the theory that do not involve its
ontological claims about unobservable entities and processes. The realist’s continuity
hypothesis requires that such true components are preserved by Maxwell’s theory. For SR,
the solution is the mathematical structure of relations captured by the equations of Fresnel’s
theory and preserved by Maxwell, whose theory of the electromagnetic field extends
Fresnel’s equations to describe electric and magnetic phenomena, in addition to the
propagation of light. So although Fresnel’s substantive theoretical claims about light are
rejected by Maxwell’s theory, “there is nonetheless a structural, mathematical continuity
between the two theories” (Worrall, 1990a, 21). Thus the best explanation of the success of
Fresnel’s theory, and that of Maxwell’s as well, is that the equations of both are accurate
representations of the unobservable structure of relations underlying electromagnetic
phenomena.

SR strips down a theory’s source of success to its ‘uninterpreted’ equations. Critics
wonder whether such stripped-down mathematical equations can explain theories’ empirical
success. Some philosophers have simply assumed that a theory’s empirical success includes
its explanatory power, not just its predictive success. It is doubtful that SR’s bare-bones
equations can explain a theory’s empirical success, because its explanatory power depends
on its substantive ontological claims concerning the unobservable entities and processes.

The ability of Fresnel’s theory to explain phenomena involving the diffusion of light depends
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on the substantive hypothesis that a luminiferous ether of molecules is the carrier of light
waves. Clearly, it would be a considerable epistemic virtue of IBE realism if it could account
for theories’ explanatory success. Nonetheless, SR can hold that IBE realism is well enough
confirmed if it can explain theories’ predictive success.

For these reasons, I will assume that IBE realism, and thus SR, is confirmed if it can
provide the best explanation of theories’ predictive success. So the issue is whether a
theory’s bare-bones uninterpreted equations can explain its predictive success. Psillos has
given a provocative argument in the negative (Psillos 1999, 153-159). Against SR, a
theory’s uninterpreted equations alone do not explain its predictive success, because other
components of the theory are required by its power to yield any predictions whatsoever. For
example, the predictions provided by Fresnel’s theory of light require substantive theoretical
claims about the conservation of energy, the geometric arrangement of light rays where two
media meet, the relation of the amplitude of light waves to the velocity of the displacement
of ether molecules, etc. A theory’s predictive success will depend on its substantive
hypotheses concerning unobservables, background knowledge, auxiliary assumptions, bridge
laws, etc. If this is so, IBE realism’s attempt to explain theories’ predictive success will also
founder on the problem of theory change. The uninterpreted equations on which SR relies
will not suffice to explain theories’ predictive success.

But Psillos’ challenge rests on the assumption that an explanation of a theory’s
predictive success must provide an account of its power to make the predictions that succeed.
SR can reject this assumption and insist that it only needs to explain why theories’
predictions succeed—that is, come true. The truth of the equations of a theory, by

themselves, may explain why its predictions succeed, which is all SR will need. For SR, a
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theory’s predictions succeed because its equations accurately represent the structural
relations between unobservable entities, quite apart from the way these entities or their
properties are identified and characterized by the theory. A theory is successful because it
gets something right concerning the structure of relations in nature causally responsible for
the phenomena that the theory predicts.

This is a perfectly intelligible SR-based explanation of theories’ predictive success.
But is it a plausible explanation, or the best explanation? Skeptics may worry whether
equations can be true apart from the entities and processes they describe, or whether relations
in themselves have causal powers, independently of the entities and mechanisms that bear
these relations. Skeptics may worry about the whole distinction between descriptions of
entities or their properties, on the one hand, and descriptions of their ‘relations’ on the other.
I will circumvent these issues which are murky. Rather, I will examine the structural realist
accounts of phlogiston theory’s success provided by Carrier and Ladyman. I will argue that
the plausibility of their accounts tacitly depends on assuming the truth of current chemical
theory and that this claim opens the way onto a better explanation of the success of theories
which I call ‘Best Current Theory Realism’, or BCTR. But why phlogiston theory? Does it

provide a useful or telling ‘test-case’ for SR?

(3) The Phlogiston Theory as a Test-Case for SR

The example of Fresnel’s theory of light and Maxwell’s electromagnetic theory

provides a paradigm of SR because mathematical structure is so obviously retained in this

case of theory-change and clearly has a central role in their empirical success. This case
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raises the issue of whether SR can provide plausible accounts of cases where mathematical
equations are not central to theories’ success. Phlogiston theory is one such case. There are
several first-rate treatments of this case (Musgrave 1976, Pyle 2000). These case-studies
provide strong evidence, marshaled by Ladyman and Carrier, that phlogiston theory enjoyed
substantial empirical success on stringent realist criteria like ‘novel predictions’ (Carrier
2004, Ladyman 2008). So, realists should be able to handle it. No scientific realist holds
that the term ‘phlogiston’ genuinely refers to anything, or that the theory’s claims about it are
true, despite its substantial empirical success. Thus is provides an excellent opportunity for
SR to show that it can succeed, despite the problem of theory-change, and for a case in which
equations do not do the work required by its notion of structure. SR does not stand or fall on
the basis of its account of phlogiston chemistry, given the large number of theories it may
handle better than rival versions of realism. Nonetheless, I argue that the way Carrier and
Ladyman explain success in this case may be symptomatic of some general weaknesses in
SR itself, and motivate the rival view BCTR.

The empirical successes of phlogiston chemists are persuasively set out by Ladyman
and Carrier. These chemists [e..g Becher, Stahl, Priestly, Scheel, among others]
demonstrated the existence of empirical regularities concerning the process of combustion,
calcination, and respiration, and the effects of these processes [now known as oxidation and
reduction] on the properties and weight of wood, calxes, metals, and other substances.
Furthermore, their hypotheses concerning the attributes and causal powers of phlogiston
generated a unifying explanatory and predictive account of these phenomena. Thus the
theory could account for combustion and calcination as the release of phlogiston from the

objects into the air, generating the ‘phlogistication’ of the air and the ‘dephlogistication’ of
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the objects. Both sorts of observable processes could be understood as the result of the
behavior of phlogiston. Furthermore, the theory provided a unifying account of other salient
phenomena. Why do calxes and metals exhibit different sensible properties? Because all
metals contain phlogiston, which generate their metallic properties, while calxes lack
phlogiston. Why do substances such as wood and coal end up weighing less as the result of
combustion? Because they lose phlogiston. When objects undergo combustion in a confined
space, why does the combustion terminate more rapidly in the presence of animals than it
does in the presence of plants? Because animal respiration fills the surrounding air with
phlogiston, inhibiting the release of phlogiston from an object undergoing combustion, and
thus the combustion itself. Plants, on the other hand, absorb phlogiston from the air,
generating a more favorable environment for combustion, the release of an object’s
phlogiston into the surrounding air. Phlogiston theorists also made “novel” predictions,
employing the theory to both predict and explain ‘new’ phenomena—either unknown or
ignored at the point when the theory is elaborated to accommodate its central problems and
phenomena. Scheel used the theory to correctly predict that new acids (e.g. formic acid,
lactic acid, etc.) would be discovered down the road [Ladyman 2008]. Priestly accurately
predicted that pure metals would result from heating certain calxs in inflammable
(‘phlogisticated’) air [Carrier 2004].

On the account given by Ladyman and Carrier, phlogiston chemists owed their
predictive success to the fact that they got something importantly right about the structure of
chemical reactions—namely that there is a common unobservable structure of relations
underlying combustion, calcification, and respiration, making them the same kind of process.

In current chemistry, this structure is identified as the inverse processes of oxidation and
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reduction. Thus phlogiston theory succeeded in unifying three different classes of observable
phenomena as the result of the same unobservable structure of relations. As Ladyman puts it,
phlogiston theory “captured one great truth retained by Lavoisier in his oxygen theory,
namely that combustion, respiration, and calcification are all the same kind of reaction (viz.
‘oxidation’) and that these reactions have an inverse, namely reduction” (Ladyman, 2008).

In Carrier’s terms, SR is committed to a “natural kind realism” because it explains the strong
success of theories, such as the phlogiston case, as a result of the fact that they posit some
unobservable mechanism(s) which show that apparently different sorts of phenomena are
really “equal in kind” (Carrier 2004).

This account of the case contains a powerful insight into the achievements of
phlogiston chemistry. The issue is whether this account supports SR. To begin with, notice
that the evident plausibility of Ladyman’s formulation of the ‘one great truth’ discovered by
phlogiston theorists, and preserved by Lavoisier, assumes the truth of current chemistry’s
claims concerning oxidation and reduction. We know combustion, respiration, and
calcification are all the same kind of reaction on the basis of post-Lavoisier chemical
knowledge of the nature of oxidation and reduction, and of the entities and mechanisms
involved in these processes. But structural realists cannot avail themselves of the substantive
ontological claims of any theory, including our best current theories—without abandoning
SR in favor of BCTR.

Can we formulate the ‘one great truth’ uncovered by phlogiston theory, responsible
for its predictive success, without assuming our current knowledge of oxidation and
reduction? Phlogiston chemists were committed to a relation of unity or sameness between

three kinds of observable phenomena. Perhaps this conviction constitutes the one great truth
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responsible for the success of the theory and preserved in its successors. What SR needs,
however, is some unobservable and underlying structure of relations which is supposed to
explain the predictive success of phlogiston theory. What is it? What truths describe it? The
truth ‘that combustion, respiration, and calcification are all the same kind of reaction’ does
not describe any underlying structure of relations, so how can it provide an explanation of
anything? The case is different for mathematical theories like that of Fresnel and Maxwell,
where SR can appeal to their equations to describe the structural relations and true

components that do the work for realism.

(4) Motivating the Move from SR to BCTR

This brings us to the nub of the issue. SR can hold that the one great truth discovered
by phlogiston theory is simply that there is some unobservable structure of relations
underlying combustion, respiration, and calcination which make them the same kind of
reaction. The question is whether this true component of the theory provides an adequate
explanation of its predictive success. It seems like a weak explanation, but that poses no
problem for SR if it is the only and thus the best realist explanation that is not vulnerable to
the problem of theory-change. My argument is that it does not provide the best realist
explanation. If we avail ourselves of the insights of post-Lavoisier chemical theory, the
result is a much better realist explanation of the success of phlogiston chemistry than the
‘stand-alone’ structural account; though admittedly an explanation based on current chemical
knowledge cannot be better if it succumbs to the problem of theory-change and the

pessimistic meta-induction (which is addressed below).
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Why does current chemical theory provide a better realist explanation? The SR
account explains the predictive success of phlogiston theory as the result of its insight that
there is some unobservable structure of relations responsible for all three sets of observable
reactions. But it is current chemical knowledge of oxidation and reduction which provides
compelling evidence that there is indeed such an unobservable structure of relations,
correctly identifies the structure, and explains how it generates and unifies the phenomena of
combustion, respiration, and calcination.

Scientific realists typically hold that the success of a superseded theory in a field is
best explained by components of the theory that are preserved by the more successful current
theories in that field. My claim is that the plausibility of this backward-looking realist
strategy tacitly depends on using our best current theories to identify the truthful components
of superseded theories. Furthermore the realist conviction that these truthful components can
explain the superseded theory’s success derives from its plausibility from the fact that our
best current theories—with their full range of hypotheses concerning unobservable entities
and processes—also employ some modified version of these components in achieving the
greater empirical success of our current theories. To illustrate my argument, consider the SR
conviction that the predictive success of Fresnel’s theory of light is explained by the accuracy
of its equations, the fact that they capture the structure of relations underlying the
propagation of light. The explanation only works with the benefit of hindsight. The triumph
of Maxwell’s theory of the electromagnetic field utilizes these equations to account for the
phenomena of light, electricity, and magnetism successfully treated as field dynamics. We
thus rely on the truth of our best current theory to identify what Fresnel got right and to fix its

role in generating the phenomena he successfully predicted. So, my argument is that the
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truth of Maxwell’s theory provides the best explanation of Fresnel’s success. It is this
explanation which is required to confirm the role of his equations in that success, a role
dependent on knowledge of the electromagnetic field.

For the sake of argument, let us assume that our best current theories provide the best
explanation of the success of superseded and ‘falsified’ theories. The result is a form of
inference-to-the-best-explanation realism, or BCTR. BCTR departs in a sharp way from SR,
and more standard forms of realism, by rejecting the need to provide an explanation of the
empirical success of every theory solely in terms of its truthful components (structural or
otherwise). Realists may identify this move to break the inferential connection between the
success of theories and their truth, or true components, as the abandonment of scientific
realism itself. But BCTR does not break the inferential connection between success and
truth. Rather BCTR reinterprets this inferential connection as one which holds between (1)
the success of theories in a scientific field and (2) the truth of our best current theories in that
field on the ground that (2) provides the best explanation of (1).

But SR has a powerful rejoinder to my argument for BCTR so far. SR defends its
structural account of the success of theories as the best realist explanation of success which
does not fall prey to the problem of theory-change and the pessimistic meta-induction to the
conclusion that all theories are probably false—at least in their claims concerning
unobservable entities and processes. If BCTR is undermined by the problem of theory-
change then it does not provide the best explanation of successful theories, and SR may claim

that title.

(5) Is BCTR Undone by the Problem of Theory-Change?
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The problem of theory-change is often taken to support a pessimistic meta-induction
to the probable falsity of all scientific theories. But there is a paradox here which lends some
support to BCTR. In itself the problem of theory-change starts with the observation that
there are many theories in the history of science which were successful but later discovered
to be false. This observation is taken to support an inductive inference to the conclusion that
in all likelihood, our most successful current theories are also false. The paradox arises from
the fact that the premise of the pessimistic induction—the existence of many successful-but-
false theories—depends on the assumption that our best current theories are true, which
contradicts the conclusion we are supposed to draw from the inductive inference, or that
these current theories are most likely false. Without the assumption that our best current
theories are true, there would be no ground for taking successful-but-superseded to be false.
They are falsified by subsequent and current theories, on the assumption that the latter are
true! But this is precisely the realist claim concerning our best current theories defended by
BCTR. Without this realist claim, the only inductive argument that remains is one from the
fact that past theories were successful but rejected or superseded, to the likelihood that our
most successful current theories will also be rejected. But mere theory-change does not bear
on the truth or falsity of any of these theories or on the claims of scientific realism. Indeed,
even the conclusion of the pessimistic induction that our best current theories are probably
false depends on a realist hypothesis that they will be falsified by new more successful
theories that we will know to be true. Ironically, the pessimistic induction turns into an
optimistic induction concerning the future emergence of true theories.

Nevertheless, BCTR requires an independent defense of its realist claim that our best
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current theories are true and it is reasonable to regard them as such. As a form of inference-
to-the-best-explanation realism, BCTR needs to establish that the truth of our best current
theories provides the best explanation of the predictive success of science. In the above
critique of SR, I have argued that taking our best current theories to be true yields the best
explanation of the success of their superseded or ‘falsified’ predecessors, and in any case, a
better explanation than the ‘stand-alone’ structural explanation provided by SR. So BCTR
preserves the realist’s desired inferential connection between success and truth, but
reinterprets the connection as one that holds between the success of superseded theories in a
field and the truth of the best current theory in that field. This inferential connection
provides some confirmation for BCTR.

The confirmation of BCTR can be strengthened if it can be shown that the truth of the
best current theories also provides the best explanation for their success, as well as that of
their predecessors. But at this point, the problem of theory-change raises its ugly head once
again to challenge BCTR in the very manner that SR escapes, which may make it superior to
BCTR. The fact that many theories were successful but false (in their claims concerning
unobservable entities and processes) seems to undermine the inferential connection between
success and truth. Why should the success of the best current theories be any different,
calling into question the inference from their success to their truth, and an appeal to their
truth, to explain their success. The answer given so far in this essay is meant to support the
inference from the success of superseded theories in a field to the truth of the best current
theories in that field—on the ground that it provides the best explanation of the success of
their predecessors. But can it also be shown that the truth of our best current theories

provides the best explanation of their success as well, strengthening the case for BCTR?
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Why should it, if superseded theories were successful but false?

The key to an answer is to identify a property of the best current theories lacking in
their predecessors and justifying the realist explanation. Our best current theories enjoy a
measure and quality of predictive success unique in the history of the whole scientific field.
They are unique in that they alone realize the highest standards of empirical success and
confirmation in the field and thus often raise its standards of accuracy, scope, consilience,
completeness, unification, and simplicity. This is a fact about the best current theories which
distinguishes them from their predecessors. If the question is posed of why the best current
theories stand at the apex of empirical success, the hypothesis that it is because they are true
provides a plausible— and perhaps the best—explanation.

On this basis, BCTR also has the resources to break the pessimistic meta-induction.
For if (1) our best current theories attain a unique empirical success absent in (2) their
predecessors, this difference between (1) and (2) undermines the inference from the falsity of
(2) to the likelihood that (1) are also false. Yet defenders of the pessimistic meta-induction
will not be convinced that the best current theories possess the unique property of attaining a
distinctive empirical success at the pinnacle of confirmational virtues. They may argue that
this fails to be a unique property because superseded theories also exhibited this property in
their time and place. So the scientific realist would have been committed to the truth of these
theories at the time and in the context where they stood at the height of empirical success.

True enough, but this move fails to save the pessimistic meta-induction because it
misconstrues the status of scientific realism as an empirical hypothesis bound to explain the
body of evidence available to us. For BCTR, the fact to be explained is that our best current

theories succeed in realizing the most demanding standards of success in the whole history of



Philosophy of Science Assoc. 23rd Biennial Mtg -214-

their fields—and their predecessors do not: This is the evidence which scientific realism
wants to explain. If, as I argue, the best explanation of this fact is (1) that these current
theories are true while (2) their predecessors are false, then this inference-to-the-best-
explanation trumps the inductive inference from the falsity of (2) to the falsity of (1).
Bringing the argument together, the pessimistic induction is undermined if the truth of our
best current theories provides the best explanation of their success, and also that of their
falsified predecessors.

But there is yet another challenge to BCTR posed by the problem of theory-change,
and induction from the fate of theories in science. Successful theories are generally
superseded by more successful ones, making it highly probable that our best current theories
will sooner or later be displaced by others that satisfy yet higher standards of predictive
success. Call this ‘the optimistic meta-induction’. Does this induction cast doubt on BCTR
and its commitment to the truth of our best current theories? BCTR, as an empirical
hypothesis, must rest on available evidence and is fallible in light of new evidence. If and
when our best current theories give way to yet more successful theories, this would not refute
BCTR, but it would transform what the realist has to explain, and which theories are taken to
be true. BCTR is committed to the truth of our best theories because that provides the best
explanation of the success of science. Given our present evidence, our best current theories
are the best theories and ground a realist commitment to them. This is all that BCTR
requires, and is thus not threatened by the possibility or likelihood that what count as the best
theories will alter in time. If and when more successful theories arise, then the realist
commitment to their truth may provide the best explanation of the success of science. In this

way, BCTR saves scientific realism from pessimistic and optimistic inductions concerning
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the future of science. For realists, inference-to-the-best-explanation trumps inductive
inference in the determination of which scientific theories it is reasonable to regard as true!
My conclusion is that BCTR is not undone by the problem of theory-change, and may

thus stand as a better explanation of the predictive success of science than SR.
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Traditionally, the cognitive values have been thought to be a collective pool of
considerations in science that frequently trade against each other. I argue here that a finer
grained account of the value of cognitive values can help reduce such tensions. I separate
the values into three groups, minimal epistemic criteria, pragmatic considerations, and
genuine epistemic assurance, based in part on the distinction between values that describe
theories per se and values that describe theory-evidence relationships. This allows us to
clarify why these values are central to science and what role they should play, while
reducing the tensions among them.

Introduction

The value of cognitive values (also called theoretical virtues or epistemic values) has
been underdeveloped in philosophy of science. They have largely been considered
together in one group, and when examined in this light, they seem to trade off against one
another, creating as much tension as guidance for scientific inference. Although some
work has examined a particular value in greater depth and attempted to ground a
justification for its importance in an epistemic argument (e.g. Forster & Sober 1994), for
the most part, the values have been justified collectively and historically, i.e., that some
set of values is (by and large) what has been important to scientists in their practice, and
that that should be good enough for philosophers of science (e.g., Kuhn 1977).

This paper will attempt a more robust justification. Through the tactic of organizing the
conceptual terrain of cognitive values, I will argue that there are at least three distinct
groups of values that normally get lumped together. Once the values are divided into
these groups, it is clearer why the values are important and what their value to science
and to scientists is. Justifications, clarifying the value of cognitive values, then follow.
Creating these divisions requires finer grained appraisals of the values than has been
customary. For example, internal consistency will be considered distinct from external
consistency. Simplicity has two distinct aspects as well, as does scope. This paper does
not make the claim that the terrain mapped here provides a complete account of these
values, but the kind of complexity presented can be a starting point for further
discussions and amendments.

Another benefit of clarifying the terrain is that the supposed tensions among the values
prove to be far less common and problematic than is often presumed. Once the bases for
the values becomes clearer, their functions in science become clearer, and thus which
should be important when is clarified. In addition, as we will see, the values within a
group are shown to often pull together rather than against each other.
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Finally, organizing the terrain and mapping the value of cognitive values will also enable
us to address the criticisms raised concerning the canonical distinction between
epistemic/cognitive and non-epistemic/non-cognitive values (e.g. Rooney 1992) and
criticisms over what should count as a cognitive/epistemic value (e.g. Longino 1996).

First, I will provide a brief overview of how the standard view on cognitive values
developed. Then, I will offer a more nuanced terrain for those values than has been
traditionally offered. I will proceed to show how both tensions among the values are
reduced (albeit not eliminated) and how the justifications for the various values are
clarified. Finally, I will draw implications from this re-organization of the terrain.

A Brief History of Cognitive Values

Philosophers of science have long referred to and discussed various qualities of scientific
claims deemed important in science. In the 20™ century, philosophers such as Duhem
(e.g., 1906, 171, 217), Popper (e.g., 1935, 61-73, 122-128) and Levi (1960, 354; 1962,
49) famously described a range of qualities (and sometimes provided reasons for the
importance of those qualities). But it was not until Kuhn’s 1977 paper that these qualities
became widely known as values, and the discussion was framed in terms of values
internal to science. For Kuhn (1977), McMullin (1983), Laudan (1984), and Lacey
(1999), the values were a collective (if evolving) set. And there were clear tensions and
tradeoffs among the various values or virtues thought relevant at any given time. One
might gain scope in a theory, but lose precision. One might gain simplicity, but lose
scope. Understanding the history of science meant understanding how scientists made
those trade-offs (or shifted their interpretation of those values) in the course of scientific
debate.

But the collective pool of these values turns into a problematic swamp when one attempts
to find a grounding for the values. This problem was worsened by the tendency of
philosophers, in an attempt to make the values appear less overwhelming, to collapse
various attributes together. Thus, although some distinguished internal consistency
(minimal logical consistency of a theory) from external consistency (broader
considerations of whether a theory fit with prevailing scientific views), other
philosophers collapsed the two, and considered consistency tout court (e.g., Kuhn 1977,
357 vs. McMullin 1983, 15) This makes it harder to see how to justify consistency.
While internal consistency can be viewed as a minimal requirement of empiricism
(Duhem 1906, 220; Popper 1935, 72), external consistency is nothing of the sort, and is
valuable only insofar as one’s confidence in the rest of scientific theory is high. Or
consider how explanatory power can be viewed either as an ability of a theory to
elucidate particular pieces of evidence with great detail or as an ability of a theory to
bring under one conceptual umbrella multiple disparate areas (which can also be
conflated with scope). Both are clearly valuable, but for quite different purposes and
reasons.

It is time to extricate ourselves from this swamp. Laudan (2004) made the first steps in
this direction when he divided theoretical virtues into those that were genuinely epistemic
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(truth indicative) and those that were cognitive (valued by scientists for other reasons).
He suggested that few of the traditional theoretical virtues (construed as the swampy
collective described above) have genuine epistemic (that is, truth-indicative) merit. Two
that did (on his view) were internal consistency and empirical adequacy. Laudan’s
distinction is a good start on the problem, but I will go further here, dividing up the
terrain of cognitive values further in an attempt to elucidate their strengths, their
purposes, and their justifications.

The Terrain of Cognitive Values

Two distinctions will help further our project. First, following both Laudan (2004) and
Douglas (2009), we can distinguish between ideal desiderata and minimal criteria. We
might prefer one grand, simple, unified theory of great scope that explains everything, but
in practice we are willing to settle for less. (Indeed, some arguments for pluralism
suggest we should be happy with a complex plurality of perspectives. See, e.g., Kellert,
Longino & Waters 2006; Mitchell 2009.) In contrast, there are some virtues or values
that any acceptable scientific theory must instantiate (e.g. internal consistency). We
might accept a theory that falls short on these criteria out of shear desperation, but we
would know something was wrong and work furiously to correct it.

Second, it is important to note that in discussing the set of cognitive values, philosophers
have lumped together two different kinds of things in science to which cognitive values
can apply. By “apply”, I mean that which the values are thought to describe, or the object
of instantiation for the value (i.e., what has the value). The object of instantiation can
either be a theory per se or the theory in relation to the evidence thought to be relevant to
it. There are thus two different directions for assessment when using cognitive values:
are we describing the theory itself or the theory in relation to the available evidence?

To see how crucial these two different targets for cognitive values can be, consider the
value of scope. If we are talking about a theory with scope (and just the theory), the
theory might have the potential to apply to lots of different terrain or to wide swaths of
the natural world (i.e. the claims it makes are of broad scope), but whether it in fact does
so successfully can still be up in the air. Any proposed grand unified theory can be
considered to have scope in this sense—it has broad scope, but not in relation to any
actual evidence yet gathered under that scope. Contrast that with a theory that already
does explain a wide range of evidence and phenomena—so that the scope applies to a
theory in relation to broadly based evidence (e.g. evidence from different phenomena or
evidence gathered in different ways). Here the value of the cognitive value is quite
different, and brings with it an epistemic assurance from the diversity of evidence
supporting the theory.

A similar point can be made with regards to simplicity. A simple theory (that is, just a
simple theory, and not where simplicity is describing a relation to evidence) might be
prima facia attractive, but unless we think the world actually is simple, we have little
reason to think it true. A simpler theory, all other things being equal, is not more likely
to be true. Contrast this with a theory that is simple with respect to the complex and
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diverse evidence that it captures. The simpler theory, in relation to the evidence it
explains, is more likely to not be overfit to the evidence and thus more likely to be
predictively accurate. (Forster & Sober 1994) In such a case, simplicity has genuine
epistemic import.

With these two distinctions in mind—1) what we want our values for (minimal criteria
vs. ideal desiderata) and 2) to what the value applies (the theory per se vs. the theory with
respect to evidence)—we can turn to the terrain for such values. There are three groups
into which we can divide the cognitive value terrain:

Group 1: Values that are minimal criteria for adequate science

There are values that are genuinely truth assuring, in the minimal sense that their absence
indicates a clear epistemic problem. If a claim or theory lacks these values, we know that
something is wrong with our empirical claim. Thus, these are truly minimal criteria,
values that must be present if we are to be assured we are on the right track. These values
include internal consistency (which is about the theory per se) and empirical adequacy
(as measured against existing evidence, not all possible evidence, and thus is about the
theory with respect to evidence). Philosophers as diverse as Duhem (1906), Popper
(1935), Laudan (2004), and Douglas (2009) have noted these values as minimal criteria.
This group could be divided along the lines of Group 2 and 3 below using the second
distinction (regarding the instantiation of the value), but because it is so small, I leave
them together here. Because both of these minimal criteria have clear epistemic import
(theories failing these criteria are not good candidates for our beliefs), keeping them in
the same group helps clarify their function.

Group 2: Values that are desiderata when applied to theories alone

There are values that, when instantiated solely by the theory or claim of interest, give no
assurance as to whether the claims which instantiate them are true, but give us assurance
that we are more likely to hone in on the truth with the presence of these values than in
their absence. As such, these might be considered strategic or pragmatic values. Douglas
(2009) emphasizes the term cognitive values, as an aid to thinking; Dan Steel has called
them extrinsic epistemic values (2010). These include scope, simplicity, and (potential)
explanatory power. When theories (or explanations or hypotheses) instantiate these
values, they are easier to work with. Simpler claims are easier to follow through to their
implications. Broadly scoped claims have more arenas (and more diverse areas) of
application to see whether they hold. Theories with potential explanatory power have a
wide range of possible evidential relations. (I say potential because if the theory has
actual, known explanatory power, that implies that evidence is already gathered under its
umbrella and this would bring us to the next category of values.) It is easier to find flaws
in the claims and theories that instantiate these values. It is easier to gather potentially
challenging (and thus potentially strongly supporting) evidence for them. In this sense,
all of these values fall under the rubric of the fruitfulness of the theory.

Group 3: Values that are desiderata when applied to theories in relation to evidence
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Finally, we should consider values that might sound similar to pragmatic cognitive values
(group 2), but because they qualify the relationship between theory and evidence, rather
than just theory itself, they provide a different kind of assurance. Whereas group 1
assured us that we have a viable scientific theory (genuine epistemic assurance), and
group 2 assured us that if we were on the wrong track, we should find out sooner than
otherwise, group 3 provides a particular kind of genuine epistemic assurance. It provides
assurance against ad hocery, and thus assures us that we are not making a particular kind
of mistake. One of our most central concerns in science is that we have made up a
theory that looks good for a particular area, but all we have done is make something that
fits a narrow range of evidence. If our theories are ad hoc in this way, they will have
little long term reliability or traction moving forward. Instantiation of these values in the
relation between the theory and the evidence that supports it provides assurance that we
have not just made something up. If a diverse range of evidence can be explained, or the
theory fits well with other areas of science (and, crucially, the evidence that supports
them), or the theory makes successful novel predictions, we gain precisely the assurance
we need. For this reason, these values have genuine positive epistemic import. These
values include unification (in terms of explanatory scope, simplicity, external
consistency, and coherence), novel prediction, and, modifying these values with an
additional layer, precision. (I discuss this group further below.)

What does this map of the terrain clarify? First, with this map we can see that the values
do have justifications independent of scientists’ historical reliance on them. We can
articulate reasons why a scientist should care about these values and clarify what they are
good for. There are clear epistemic reasons (independent of any particular objectives of
science at any particular period) for demanding that scientific theories be internally
consistent and empirically competent. And there are good epistemic reasons for
preferring scientific theories which have a broad range of evidence that support them or
that instantiate other values in group 3 (more on this below). Finally, there are good
pragmatic reasons for scientists to run with a simpler, broader, or more fruitful theory
first (group 2) if one is trying to decide where to put research effort next.

Second, as I will argue below, the idea that the values are in a collective pool and pull
against each other is misguided. Having this map makes it clearer what the purposes of
the values are, and shows that the tensions among the values are not as acute or
problematic as they appear when they considered as a collective pool.

Reducing the Tensions among the Values

There are two possible sources of tensions within the terrain I have mapped above. The
first arises from tensions among the groups of values. The second arises from tensions

within each group. I will address each of these in turn as I argue that tensions with this
map have been reduced, albeit not eliminated.

Among the groups, one reduction in tension should be immediately clear.
Minimal criteria do not (or at least, should not) pull against pragmatic fruitfulness
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concerns of group 2 or the epistemic assurance concerns of group 3. Minimal criteria
come first, and both must be met. Indeed, one cannot tell whether one has an empirically
competent theory without minimal internal consistency. Now, in practice, scientists may
still choose to pursue the development of a theory with characteristics of group 2 even in
the face of failings in group 1 (minimal criteria). But this must be done with the full
acknowledgement that the theory is inadequate as it stands, and that it must be corrected
to meet the minimum requirements as quickly as possible. Although philosophers like to
quip that every scientific theory is “born falsified,” no scientist should be happy about it.

Once the remaining values are divided into the pragmatic cognitive values (instantiated
by theories only—group 2) and the epistemic anti-ad hocery assuring values (instantiated
by the relations between theories and evidence—group 3), the two groups have less
problematic tension within each than has been generally thought.

Consider the possible tensions within the pragmatic cognitive values—group 2. Recall
that within this group, the values describe theories or claims on their own, independent of
the evidence which may or may not support them. In this group, all of these values are
ultimately about the fruitfulness of the theory, the ease with which scientists will be able
to use the theory in new contexts (not necessarily successfully), to devise new tests for
the theory, and thus refine, revise, or if need be overhaul completely, the theory. It is true
that some scientists will find scope an easier handle with which to further test a theory, as
they will find it more amenable to apply the theory in a new arena to which the broadly
scoped theory is applicable, and some scientists will find simplicity an easier handle with
which to devise further tests. So some tensions may remain around the issue of what will
be fruitful for different scientists. But this need not create any epistemic worries, for
three reasons. First, the proof will be in the pudding for fruitfulness, and the pudding is
relatively straightforward to assess. If the theory cannot be used to devise additional
tests, if the scientists are unable to use the aspects of the theory that instantiate the value
they prefer, then the value is of no further use in that case. We will be able to tell readily
if the instantiation of a pragmatic-based value in fact proves its worth. Second, because
this category of values does not provide direct epistemic warrant, but is instead focused
on the pragmatic issue of the fruitfulness of a theory, there is little reason to be concerned
about divergent scientific perspectives on these values. None of these pragmatic values
provides a reason to accept a theory as well-supported or true or reliable at the moment.
Group 2 values are simply not epistemic. Third, social epistemological approaches to
science (e.g. Solomon 2001, Longino 2002) have made it quite clear that having diverse
efforts in scientific research is a good thing for science. It has been argued that diversity
of efforts in science is crucial for the eventual generation of reliable knowledge. So
having diverse views about what makes a theory fruitful is likely to be good for science.
In sum, the values in this group are pragmatic, they are easily assessable by external
criteria (are more new tests being produced?), their diversity supports a diversity of
epistemic effort, and yet, they do not have direct epistemic import. Whatever tensions
arise here can play out in diverse efforts of scientific practice.

Consider next the possible tensions within group 3. Because these values do have
genuine epistemic import, tensions among them would be central to the problem of
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scientific inference and the epistemic assessment of scientific theories. But when
examining these values as instantiated by the relation between theories and the evidence
that supports them, there is less tension among these values than might be initially
supposed. For example, while simplicity, scope, and explanatory power are often thought
to pull against each other when considering theories alone (group 2), they pull together
when considering a theory in relation to evidence (group 3). A theory that has broad
scope over diverse evidence is also simple with respect to that diverse evidence, unifies
that diverse evidence, and has explanatory power over that evidence. Indeed, it is this set
of relations that Paul Thagard has formalized under his conception of “coherence.”
(Thagard 2000) Scientists might disagree over which evidence is more important to
unify or explain under a particular rubric, either because of different purposes or because
of different views on the reliability of the evidence under consideration. But that is a
disagreement over which instantiation of a cognitive value is more important, not a
disagreement based on tensions among values.

Yet there are still some tensions in group 3. For example, predictive accuracy (or the
value of the novel prediction) might pull against the considerations captured by
coherence. And indeed, when faced with such a tension, scientists can legitimately
disagree, some scientists finding greater epistemic assurance in the successful novel
prediction and other scientists finding greater epistemic assurance in the successful
unification of evidence or the explanatory power/coherence of a theory. When we have
both together, both successful explanation of the available evidence and a surprising
prediction (use novel or temporally novel), we have Whewell’s consilience (Fisch 1985),
which is perhaps the strongest epistemic assurance we have available to us. When
consilience is on the table, it is hard for other theories to compete. But we are not always
so lucky. Hence genuine epistemic tension is possible here.

There is an additional qualifier for the value considerations of group 3. Whether we are
considering the relation between theory and evidence that is some form of coherence or
some form of prediction, the precision or tightness of fit between the theory and evidence
also matters. The more precise the explanatory relations between theory and evidence, or
the more precise the prediction and the evidence that tests it (having just one or the other
is not helpful), the more we gain the epistemic assurance of group 3. This assurance is
that we have not just made our theories up, that they have some empirical grip on the
world—they are fundamentally anti-ad hocery assurance. The more precision we have in
the relations between theory and evidence, the more assurance we get. The more
successful predictions we have, the more assurance we get. The more coherence or
explanatory power over diverse evidence we have, the more assurance we get. Because
there are these different sources of this kind of assurance, there will be tensions among
them in practice. But hopefully why these tensions arise, and what should be done about
them, will be clearer.

So what of tensions between the values of group 2 and group 3? These two groups aim at
different purposes, and thus any apparent conflict can be managed. It is particularly
important to note that group 2, the pragmatic cognitive values, have no bearing on what
should be thought of as our best supported scientific knowledge at the moment. Just
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because a theory looks fruitful (whether because of its innate simplicity, scope, or
potential explanatory power) is no reason to think it more reliable now than any other
narrower or more complex theory. If one needs epistemic assurance, particularly for an
assessment of our best available knowledge at the moment, group 3 is where one should
look (after the requirements of group 1 are met). When one needs to figure out what
should be said about the state of knowledge now, pragmatic fruitfulness (group 2)
concerns have no bearing. When one wants to justify future research endeavors, such
pragmatic concerns are central.

In sum, there are no tensions among the groups: group 1 trumps groups 2 & 3, and
groups 2 & 3 have different purposes. Within the groups, there are no tensions within
group 1, there are productive tensions within group 2, and there remain some tensions
within group 3. Thus, while tensions among values remain, they are much reduced from
the traditional view. With a clearer account of the bases for such values, we can see their
function more clearly, and thus their purposes.

Implications

In earlier accounts of the theoretical virtues, the tensions among them were thought to
explain how scientists at any given moment could rationally disagree with each other—
different scientists focused on different virtues. Does my organization of the theoretical
virtues dissolve this ready-made explanation for rational disagreement? No-- there are
still resources we can draw upon to explain disagreement. So, for example, one can still
see a tension between the explanatory scope of a theory (with respect to available
evidence—group 3) and the predictive precision of its competitor. Such a tension will
likely continually arise in scientific practice. Or, consider the tension between a well-
supported theory (with group 3 values supporting it) and an underdeveloped theory (with
lots of group 2 values and thus lots of potential). The explanations of divergent choices
that we give, scientists being risk-takers with new theories or with staying with the older,
more developed theories, still hold in the account given here, but with a sharper
understanding of the source of the divergent choices. Indeed, we should help scientists
distinguish an epistemic assessment from a pragmatic fruitfulness assessment in their
commitments to scientific theories. Finally, one could also use the account of the place
of social and ethical values given in Douglas 2009 to show how concerns over the
sufficiency of evidence (driven by social or ethical values) could generate rational
disagreement among scientists (as Douglas argues ethical values in the assessment of
evidential sufficiency is a rational role for those values).

So what has been gained by organizing and explicating the various values of cognitive
values? First, we can see more clearly where and why such values are indeed valuable.
The justification need no longer rest on the contingency of the history of science
(although it is certainly illuminated by the history of science). This allows us to note why
these values have seemed so central. Groups 1 & 3 have genuine epistemic import, and
thus do not bleed across the epistemic/non-epistemic boundary (although their
instantiation depends on the available evidence which does depend on cultural values).
The pragmatic group 2 can have clear cultural influences on it. Rooney’s concerns



Philosophy of Science Assoc. 23rd Biennial Mtg -226-

(1992) are thus illuminated. It also allows us to assess proposals for alternative sets of
values (e.g., Longino 1996). We can consider alternative values under the groups
proposed and see if they assist us in reaching our goals.

Second, we can now address the reference often made to these values in other debates
with greater conceptual clarity. For example, when critics of the value of prediction (as
opposed to accommodation) (e.g., Harker 2008, Collins 1994) attempt to reduce the value
of novel prediction to accommodation plus a theoretical virtue (such as unification or
explanatory power), we can see both what might motivate such an attempt (they are
drawn to the power of group 3) and why it is misguided (the value of novel prediction
can be in tension with the value of unification). Finally, if this is indeed a step forward in
the clarity of the terrain, there is perhaps hope for a renewed effort in a qualitative theory
of scientific inference. But that work must await another paper.
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Delayed-Choice Experiments and the
Metaphysics of Entanglement

Matthias Egg
February 29, 2012

1 Introduction

Entangled states of quantum systems have played an important role in debates on the
metaphysics of contemporary science. Teller (1986), French (1989), Maudlin (1998) and
Esfeld (2004) all base metaphysical claims on the quantum mechanical description of
entangled two-particle states. Glossing over the substantial differences between these
accounts, their general thrust is that quantum mechanics pushes us away from a meta-
physics of individual things towards a metaphysics of relations, relations which do not
supervene on the intrinsic properties of their relata. Of course, such arguments presup-
pose that what appears as the description of an entangled state in the quantum formal-
ism actually represents a real relation in the world. This presupposition derives support
from the fact that measurements on entangled states exhibit significant correlations, as
demonstrated, for example, in experimental tests of Bell’s inequality. Furthermore, the
flourishing of quantum information theory in the last two decades has resulted in a rather
dramatic shift of attitude towards entanglement: While it was once considered a bizarre
consequence of the quantum formalism with little importance outside of philosophical
debates, entanglement has now come to be recognized as a physical resource which can
be experimentally manipulated in various ways.!

In the present paper, I will investigate whether this manipulability really supports a
realist stance on entanglement relations. More specifically, I will focus on one partic-
ular kind of such manipulations, namely entanglement swapping. In this process, two
pairs (A, B) and (C, D) of entangled particles are created by two independent sources.
If one then performs the right kind of joint measurement on particles B and C', the pair
(A, D) enters into an entangled state even though A and D have never interacted with
each other. Interestingly, this phenomenon has given rise to contradicting ontological
conclusions. On the one hand, Clifton (2002, S163) takes it to support a realistic view of
entanglement: “It appears that there is sufficient substantiality to entanglement that it
can be swapped from one pair of particles to another”. On the other hand, Healey (forth-
coming, sec. 4) studies an entanglement-swapping experiment in which the measurement

'For an extensive review of this development and the current state of play, see Horodecki et al. (2009).
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on B and C is performed after A and D have been detected. Since this seems to imply
that entanglement can be transferred to a pair of particles which no longer exists, Healey
concludes:

The delayed-choice entanglement-swapping experiment reinforces the lesson that quan-
tum states are neither descriptions nor representations of physical reality. In
particular, it undermines the idea that ascribing an entangled state to quan-

tum systems is a way of representing some new, non-classical, physical rela-

tion between them.?

Obviously, the “delayed-choice” clause plays a central role here. I will therefore be-
gin my investigation with a brief reminder of the simple and well-known delayed-choice
double-slit experiment, assessing its impact on realism about the state of the quantum
system (section 2). A more sophisticated (and more radical) version of delayed choice,
the so-called quantum eraser, will be discussed in section 3. The case of the quantum
eraser is important because it introduces the idea of sorting experimental results into
different subensembles, thus raising the question whether these subensembles correspond
to real properties of the system. In section 4, I will apply these considerations to the
entanglement-swapping experiment and show that if the experiment is carried out in a
delayed-choice setting, no actual entanglement swapping occurs. This will, in section 5,
lead to the conclusion that delayed-choice entanglement swapping does not undermine
realism about entanglement relations.

2 Delayed Choice in the Double-Slit Experiment

The double-slit experiment is probably the best known illustration of the basic mystery of
quantum mechanics. If quantum particles (e.g., electrons) are sent through a double slit,
a characteristic interference pattern appears on the screen behind the two slits. However,
this pattern disappears as soon as one tries to detect through which of the two slits each
electron passed. It thus seems that the electrons either behave as waves (passing through
both slits and producing an interference pattern) or as particles (passing only through
one slit and displaying no interference), depending on the kind of experiment we choose
to perform. (In the following, I will refer to the two kinds of experimental arrangements
as “DS” (for “double slit”) and “WW?” (for “which way”), respectively.) This is already
puzzling enough, but further puzzlement is added by the insight that the decision to
perform either a DS or a WW experiment can be taken after the electron has passed
through the double slit. It was Wheeler (1978) who introduced this idea of a delayed
choice, and he took it to imply that “the past has no existence except as it is recorded in
the present”, and that “[t]he universe does not ‘exist, out there,” independent of all acts
of observation” (41).

2 Healey advances this argument in the context of his pragmatist approach to quantum theory, which
I will not discuss here. Neither will I discuss the positions of those who take quantum information
theory to support an epistemic or informational (as opposed to metaphysical) view of the quantum
state. See Timpson (2010) for a critique of these approaches.



Philosophy of Science Assoc. 23rd Biennial Mtg -230-

It is not hard to see how delayed-choice experiments can lead to such anti-realistic
conclusions. If we think of the electron as traveling from the source to the double slit and
then to the screen where it is detected, a natural question to ask is whether the electron
behaved as a wave or as a particle at the time it travelled through the double slit. (That
electrons are disposed to behave in either of the two ways is already known from DS
and WW experiments without delayed choice.) Now if the type of experiment (DS or
WW) is fixed in advance, this determines the behavior of the electron, and a unique story
about its wave- or particle-like nature can be told for each type of experimental setup.
However, in the delayed-choice case, the experiment-type is not yet fixed at the time the
electron is at the double slit, so it seems that there is simply no fact of the matter as to
whether the electron passes through both slits (as waves do) or through only one slit (as
particles do).

It is thus clearly impossible to tell a simple realistic story about what happens at the
double slit in a delayed-choice experiment. More sophisticated realistic stories remain, of
course, possible, but they do not come without a cost. In the next section, I will argue
for such a story, based on the formalism of standard quantum mechanics. I will therefore
not have much to say about non-standard quantum theories, such as Bohmian mechanics
or the Ghirardi-Rimini-Weber (GRW) theory. But I conclude the present section with
some brief remarks about these two theories, in order to illustrate to what extent the
delayed-choice double slit complicates the realist’s ontological commitments.

At first sight, it seems that Bohmian mechanics has a straightforward answer to the
question of what happens at the double slit: Being a particle theory, Bohmian mechanics
clearly tells us that each electron goes only through one slit. But it also tells us that the
movement of the particle is determined by the wave function, and this raises the tricky
question of the ontological status of the latter. Some versions of the theory interpret the
wave function as a physical entity which literally guides the particles, or they introduce a
so-called quantum potential which gives rise to non-classical forces acting on them. But
due to some problems of these interpretations, there is now a tendency among Bohmians
to regard the wave function no longer as a physical entity, but merely as a component
of the law according to which the particles move (Diirr et al. 1997). However, in their
detailed analysis of delayed choice experiments from a Bohmian perspective, Hiley and
Callaghan (2006a) manage to avoid a commitment to very bizarre particle trajectories
only by relying explicitly on the physical reality of the wave function and the quantum
potential, so there is reason to doubt that these entities can really be cut off from the
ontology of Bohmian mechanics without a loss.

An alternative way to tell a realistic story about the double slit is given by the GRW
theory, which adds spontaneous collapses of the wave function to the Schrédinger evolu-
tion. But, as argued by Allori et al. (2008; see also Maudlin 2011, 229-238), this theory
is also ambiguous in its ontological commitments. In one version, the wave function de-
scribes a matter density in space. Again, this seems to suggest a straightforward solution
to our problem: The matter density, being a spatially extended field, (almost) always
passes through both slits and collapses to a particle-like object only upon interaction
with the detecting screen. The fact that the experimental setup can be chosen after
the matter wave has passed the double slit then poses no particular problem. However,
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according to this story, the result of a WW experiment must be regarded as outright
illusory: Even though it looks as if the electron went only through one slit (the experi-
ment telling us which one), the fact is that it went through both. An even more severe
illusion takes place according to the second version of the GRW theory, which is merely
committed to the existence of some events in space-time (the flashes), corresponding to
the spontaneous collapses of the wave function. In this picture, contrary to what we
might take as an unquestionable truth about any double-slit experiment, nothing at all
travels from the source to the screen.

3 The Quantum Eraser

In the experiments discussed so far, the DS/WW decision is taken after the electron has
passed through the double slit, but it obviously has to be taken before the electron is
detected. Using a quantum eraser (Scully and Driihl 1982), even this restriction can be
removed. Consider the thought experiment by Scully et al. (1991) depicted in figure 1:
In a double-slit experiment with atoms, we place a micromaser cavity in front of each
slit. The cavities are designed such that excited atoms passing through them inevitably
decay into the ground state by emitting a photon. So for each atom, the corresponding
photon emitted in one of the cavities provides us with WW information. However, this
information can be “erased” by opening the shutters which separate the two cavities
from a thin-film photodetector placed between them. Since this “detector wall” does not
discriminate between photons coming from one or the other cavity, the WW information
is lost and a DS configuration is reestablished. So the experimenter has two options:
He can either leave the shutters in place and detect which of the cavities contains the
photon, thereby obtaining WW information, or he can open the shutters, allowing the
photon to interact with the detector wall without yielding WW information. Note that
he can (in principle) decide between these two options after the atom is detected at the
screen.

But one might ask how this can really be a choice between a DS and a WW scenario,
given that the two scenarios should lead to radically different distributions of atoms on
the screen (displaying interference fringes in one case but not in the other). Surely the
pattern on the screen can not be changed retroactively? Well, in a certain sense, it can.
To see how, a closer look at the quantum mechanical description of the atom-photon-
system is necessary.® If we denote the photon state by |1) or |2), depending on whether
the photon is in cavity 1 or 2, and the spatial wave function of an atom coming through
one of the two slits by 11 (x) and ¥a(x), respectively, the state of the system after the
atom has passed the slits is

1

V2

The probability density [|¥(z)||? associated with this state has vanishing interference
terms, because |1) and |2) are orthogonal to each other. Therefore, the distribution of

W) () (1)1 (2) +[2)2(2)]- (1)

3For the following, I adopt the notation of Englert et al. (1999).
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Figure 1: The quantum eraser thought experiment (Scully et al. 1991, 115).

atoms on the screen shows no interference fringes, which is what we expect for a WW
experiment. Now let us see what happens if the shutters are opened to erase the WW
information. As mentioned above, the detector wall does not discriminate between the
|1) and the |2) state. However, it does (maximally) discriminate between the symmetric

and the antisymmetric superposition states
1

V2

1

+) (1) +12)] and [-)

\/5[|1> - 2)].

As a consequence, the detector records only photons in the |+) state and ignores photons
in the |—) state. Introducing the corresponding symmetric and antisymmetric states of

the atom 1

Vi (z) 7

[th1(2) £ (2],
we can rewrite (1) as
1

W) (x) = 7

()4 () + | =)o (2)].

(2)

Since this is just another way of expressing the same state |¥)(z), the probability distri-
bution ||W(x)||? is still the one corresponding to the WW setup. But if we restrict our
attention to those atoms for which the photodetector records a photon, the contribution

from |—)t_(x) vanishes and the probability distribution becomes

Py(w) = 2 (2)? = 51 (&) + (),
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which simply corresponds to the result of a DS experiment, displaying the usual inter-
ference fringes. Conversely, selecting atoms for which the detector does not record a
photon yields P_(z) = |1_(x)|?, which corresponds to the complementary “anti-fringe”
interference pattern (see figure 1b). So each atom can be assigned to one of the four
subensembles “17, “2”, “4+” and “—” in the following way: By measuring the photons in
the WW configuration (shutters closed) we classify the atoms into the subensembles 1
and 2, by measuring the photons in the DS configuration (shutters open), we carry out
a +/— classification.

To assess the metaphysical significance of delayed choice in this context, we now need
to ask to what physical property (if any) the sorting into subensembles corresponds.
Focussing for the moment on subensembles 1 and 2, the answer seems obvious: All
atoms in subensemble 1 went through the first slit, the atoms in subensemble 2 through
the second one. Englert et al. (1999, 328) endorse this view, but they add an antirealistic
twist: “The ‘... went through ...’ is not a statement about the atom’s past”. This
reinterpretation of everyday language is motivated by their “minimalistic interpretation”
of the quantum state, which I will not further discuss (see footnote 2 above). In a closely
related proposal, Mohrhoff (1999) invokes a kind of retrocausation, according to which
the present determines the past of the atoms. (Notice the similarity to Wheeler’s above-
mentioned view that the past’s existence depends on its being recorded in the present.)
This commitment to retrocausation renders Mohrhoff’s “reality-of-phenomena point of
view” rather unattractive, but one might be willing to accept this consequence. What
one should not accept is Mohrhoff’s claim that “retrocausation is a necessary feature of
any realistic interpretation of the quantum formalism” (332). He reaches this conclusion
by (allegedly) showing that the alternative “reality-of-states point of view" is not viable.
Here is his argument:

Adherents to the reality-of-states view thus find themselves faced with a
dilemma. If they ... deny the possibility of retrocausation, they must insist
that it is only as if the atom had traveled through the first cavity or only
as if it had been retroactively furnished with a definite phase relation. They
cannot say that the atom really was in the state 11 (or 19, or ¢4, or ¥_,
as the case may be). And so they find themselves compelled to foreswear
realism and embrace operationalism. And if they stick to realism, they will
have to drop the as if’s and accept the reality of retrocausation.

But the first thing a reality-of-states view should take seriously is the fact that |¥) in (1)
and (2) is an entangled state of the atom-photon system, so it is clear from the start that
none of the four (pure) i-states can be ascribed to the atom alone, as long as the system
is in state |¥). It is true that this commits the realist to Mohrhoff’s as-if-statements
(compare my remarks on the matter-density version of GRW in section 2), but to say that
reality differs from what measurements seem to reveal is very different from saying (as the
operationalist would) that there is no reality beyond measurements. The second thing a
reality-of-states view should take seriously is state reduction. After a measurement on one
of the two particles, standard quantum mechanics* no longer describes the atom-photon

4As is well known, there is no satisfying characterization of “measurement” within standard quantum
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system by |¥), but by a separable state. A realistic view of the quantum state suggests
that this change of description corresponds to a real physical change. This implies that
the metaphysical significance of the sorting of atoms into subensembles depends on the
temporal ordering of the measurements.® If the photon is measured prior to the atom’s
arrival at the screen, the subensembles correspond to real properties, because the photon
measurement brings about the state reduction

|\I/>(‘T) - |7’>¢z(l‘)7 (&S {1727+7 _}v (3)

so that each atom actually is in one of the 1); states prior to its hitting the screen. But
if the time order of the two measurements is reversed, the atom never is in any one of
these states, because (3) does not occur. Instead, the atom’s arrival at the screen (at a
location zg) results in a state reduction of the form

(W) (z) = [al1) + BI2)]da, (2), (4)

where ¢,,(x) is a spatial wave function well localized at x9.° In this case, assigning
the atom to a subensemble depending on the result of the photon measurement implies
nothing about the physical state of the atom, whether past or present.”

But then, isn’t the appearance of definite (WW or DS) patterns within the subensem-
bles somewhat miraculous? I do not think so. Given that the atom and the photon
formed an entangled system up to the moment of the atom’s detection, it is not so sur-
prising that we can obtain interesting patterns by correlating the location of the atom’s
detection with the result of a posterior photon measurement. But this correlating is
something the experimenter needs to do; the correlation is no longer “there”, once the
transition (4) has occurred.

4 Delayed-Choice Entanglement Swapping

We can now apply the foregoing considerations to the process of entanglement swapping,
first proposed by Yurke and Stoler (1992). In the simplest case, this involves entangled

mechanics (Bell 1990). The reality-of-states view presented here is compatible with different solutions
to this problem, e.g., the GRW theory or an Everett-type approach. In the latter case, state reduction
is to be understood as a splitting of worlds due to environment-induced decoherence.

5This becomes problematic in relativistic settings, testifying to the unsolved problem of reconciling
quantum non-locality with relativity (Maudlin 2011). T am here only interested in the non-relativistic
case.

5For details about the coefficients « and 8, see Englert et al. (1999, eq. 8). Of course, we could equally
well express the photon state in the |+), |—) basis.

"Although I have derived this result within a view that takes state reductions as real events, it is
interesting to note that the result is not peculiar to such a view. Hiley and Callaghan (2006b)
analyze the situation from a Bohmian perspective, which does not regard state reductions as real,
but instead assigns a definite trajectory to each atom. Their conclusion is analogous to mine, namely
that the retrospective sorting into subensembles does not correspond to differences in the trajectories
of the atoms.
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pairs of two-state systems, which can be conveniently described by introducing the four
so-called Bell states:

1 1
V2 V2
Now consider two independent sources, each one emitting a particle pair in the state

|)7). Denoting the two pairs by (A, B) and (C, D) respectively, the state of the complete
system is given by

[9*) = —=[0)[1) £ [D]0)],  16F) = —=[10)]0) = [1)[1)].

) = Y7 )aBlY " )op. (5)

This is obviously a separable state, reflecting the fact that the two pairs are mutually
independent. But now suppose that particles B and C are sent to the same location,
where a Bell measurement is performed on them, such that their joint state is projected
onto one of the four Bell states [¢)*)gc, |¢)pc.® To see how this affects particles A and
D, we rewrite equation (5) by expressing |¥) in the basis given by the Bell states of the
pairs (4, D) and (B, C):

W) = % N5y aplv ) po — [0 ) aplv ™ )Be — 161 ) aple™ ) e + 167 ) apléd ™ )Bc] . (6)

Since the Bell states are orthogonal to each other, the Bell measurement on the (B, C)
pair projects the state |¥) onto an entangled state of the (A, D) pair, for example:

1
(T | pe|¥) = §|¢+>AD7

and analogously for the other Bell states. Thus particles A and D emerge as an entangled
pair, although they never interacted with each other.

As Peres (2000) points out, this procedure can be carried out in a delayed-choice mode,
such that the decision to perform a Bell measurement on the (B, C') pair may take place
after any measurements on the (A, D) pair. But since particles A and D only become
entangled with each other if the (B, C') measurement is actually performed, it seems that
“entanglement is produced a posteriori, after the entangled particles have been measured
and may no longer exist” (Peres 2000, 139). We have seen in the introduction that Healey
takes this to undermine the idea that entanglement is a physical relation. To support his
view, he offers the following reductio ad absurdum:

To hold onto that idea in the context of this experiment would require one
to maintain not only that which entanglement relation obtains between a pair
of photons at some time, but also whether any such relation then obtains be-
tween them, depends on what happens to other independent systems later,
after the pair has been absorbed into the environment. (Healey forthcoming,
24)

8This is an idealized description. In practice, a Bell measurement is unable to identify all of the four
Bell states. For technical reasons, experiments usually focus on the singlet state [¢p7) (Pan et al.
1998; Jennewein et al. 2002).
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There is a clear parallel between this argument and the discussion in section 3, and this
might seem to force me into accepting Healey’s conclusion. In section 3, my unwillingness
to accept retrocausation led me to reject the claim that the atom really went through
either one of the slits (even if a WW measurement seems to tell us so). Should it then
not also lead me to reject the claim that the (A, D) pair really either was or was not in
an entangled state prior to the (B, () measurement? But such an indefiniteness seems
incompatible with the view that entanglement relations are real. This result would be
particularly troubling in view of the fact that the notion of an entangled state played a
crucial role in the account I defended in section 3.

Yet, a closer look reveals that the parallels between the two cases do not threaten
realism about entanglement. Rather, they can be exploited to refute Healey’s argument.
In section 3, I showed that a delayed measurement of the photon results in a sorting of
atoms into subensembles which do not correspond to any physical properties of the atoms.
Precisely the same thing can happen in entanglement swapping: The Bell measurement
on the (B, C) pair allows us to sort the (A, D) pairs into four subensembles corresponding
to the four Bell states. Without delayed choice, this has physical significance, because
each (A, D) pair actually is in such a state after the (B, (') measurement. But if the
(A, D) measurements precede the (B, ) measurement, the (A4, D) pair never is in any
of these states. This is entirely compatible with the fact that evaluating the (A, D)
measurements within a certain subensemble shows Bell-type correlations, just as the
subensembles in section 3 showed interference or WW patterns.

Therefore, far from being committed to any indeterminism about entanglement (or
any backward-in-time influences), a realistic view of the quantum state yields a perfectly
clear assessment of what happens in entanglement swapping: If the (B, C') measurement
occurs at a time the complete system is still in state |¥), it confers entanglement on the
(A, D) pair, if it occurs at a later time, it does not.

5 Conclusion

I have argued that delayed-choice experiments do not undermine a realistic view of the
quantum state. In the case of the double slit, we saw that they merely undermine a
simplistic realism which unreflectively identifies the result of a WW experiment with a
statement about which slit the particle went through. The quantum eraser and the case
of delayed-choice entanglement swapping required a more careful treatment, because one
needs to get clear about the metaphysical significance of the subensembles appearing in
these experiments. Once this is achieved, a straightforward reality-of-states story can be
told for these seemingly troubling cases.

This does, of course, not exclude non-realism about the quantum state. But it seems
to me that the empirical success of quantum mechanics gives us at least some prima facie
reason to view quantum states as describing an independent reality. The non-realist then
needs an argument for the claim that this is a mistake. Wheeler, Scully et al., Mohrhoff
and Healey all think that delayed-choice experiments furnish such an argument. This I
have shown not to be the case.
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The same dialectic applies, more specifically, to the metaphysics of entanglement. The
various things physicists can do with entanglement support the intuition that there must
be some reality to it. Against this, Healey argues that delayed-choice entanglement swap-
ping implies an indeterminism about entanglement which is incompatible with realism.
Having shown that the realist can avoid such an indeterminism, I do not see any reason
to give up the realist intuition about entanglement.
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Title: What is thé'Paradox of Phase Transitions?”
Abstract:

| present a novel approachtterecent scholarly debatkathas arisen with respect to the
philosophical import one shouidfer from scientificaccounts of “Phase Transitiochby
appealing ta distinction between “representation” understood as “denotation,” and “faitt
representationtinderstood as a type of “guide to ontologyi% arguedhat the entire debate
pha® transitios is misguided for it stems frompseudo-paradothat does not license the ty
of claimsmade by scholars, and thalhat is really interesting about phase transiticthés
manner by which they force us to rethink issuesndigg scientificrepresentation.
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1. Introduction.

“Phase Transitions{PT) include a wide variety of common and not so common phenomen
which the qualitative macroscopic properties of a systeasabstance change abruptly. Suc
phenomena include, among others, water freezing into ice or boiling into air, iroetaag,
graphite spontaneously converting into diamond and a semi-conductor transitioning into
superconductor. fereexists a flourishingcholarly debatavith respect to the philosophical
import one should infer from the scientific accounts of phase transitions, in partieula
accounts’ appeal to the “thermodynamic limit” (TDL), and regarding how theenafPT is
best understood. It has become standard practice to quote the authoritativetphgsiéts
Kadanoff, who is responsible for much of the advances in real-space Renormalizatipraa
in understanding PT, in order to better ground the puzzlement atesbaiith PT:

The existence of a phase transition requires an infinite system. No phad®irsoscul
in systems with a finite number dégrees of freedom. (Kadanoff 2000, 238)

If we add to the above that observations of boiling kettles confirm that finite sydteomderge
PT, we conclude that rather odd paradox arises: PT do and do not occur in finite, and tht
concrete and physical, systems. The above is taken as a basis for warrahtschslerly
claims to the effect that PT are irreducibleeegent phenomena.g.Lebowitz 1999, S346; Li.
1999, S92; Morrison 2012, 143; Prigogine 1997, éfhich necessitate the development of n
physical theory{Callender 2001, 550and inducing a wide array of literature that argues to
contrary(e.g.Bangu 2009; Batterman 2005, 2011; Butterfield 2011; Menon and Callender
Norton 2011; Wayne 2009

In this paper | would like to build on the works of Mainwood (2006) and Jones)(&0
further investigate what exactly is the “paradox” of PT, whiaiésr to license the type of
scholarly conclusions and discussions noted above. It seems to ma#tatacondition of
adequacy fothe particular claim that PT are emergent phenomena, as well as the more ¢
debatehat arisesis that there really belsona fide paradox associated with PT. In other wol
it really must be the case that a phase transition “is emergent precisely besaaggaperty o
finite systems and yet only reducible to mignmperties of infinite systems,” or marecently,
that “the phenomenon of a phase transition, as described by thessiodynamics cannot be
derived unless one assumes that the system under study is infinite” (Lui 1999, &1694; B
2009, 488). Accordingly, in Section 2iéscribe the paradoxdsuggest that muaobf the debat
revolving aroundT stems from itIn doing so, | appeal to Contessa’s (2007, 52-55) distinc
between “representation” understood as “denotation,” and “faithful représahianderstood &
a type of “guide to ontology” (Sklar 2003, 427). Afterwards, | will continue to argue f
negative and a positive thesis. My negative thisdisatthere really is no paradox of phase
transitions and that in order to gat@na fideparadox, i.e. a contradiction, one must underta
substantial philosophical work and groumtlype of‘Indispensability Agument; akin to the
kind appedng within the context of thelosophy of Mathematics. Since none of the
proponents of th®T debate undertake such work, and sindéspensability arguments are
highly controversial, | claim that the entireif/the debatansofar as it igrounded in the
paradox of PT, is utterly misguided and that the philosophical import that has beeteelxt
from the case study &fT with regard to emergence, reduction, exgéon, etc., is not
warranted
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However, | also have a positive thesis. In Sabtion2.1 | show how the paradox can
generalized and arises whenever a scientific account appeal¢Essential tlealizatiori*
(EN—roughly, when a scientific account of some concrete physical phenomena appeals
idealization in which, in principle, one cannot attain a more successful accourt of sai
phenomena by “d@dealizing” the idealization and producing a more realistic idealization
doing so/ suggesin Section 3hat what is really interesting about phase transitions is the
manne by which they illustrate the “EssentiaealizationProblem,” which is tightly connecte
toissues arising in the context of scientifépresentation and scientific realisiine upshot is
that, insofar as proponents of the phase transition debate have been contributing tp the
certain aspects of the debate have been fruitful. Consequemiljine various possible
solutions to the EIP and the paradoXPdf which have beeaxtracted from Buerfield (2011)
and Norton (201). | suggesthat, although such solutions pave the rfoadurther work to be
done, it is questionable whether they emeclusive and exhaustive.

2. What is the “Paradox of Phase Transitions?”

In his 2001 paper, “Taking Thermodynamic Too Seriously,” Craig Callender psessvgral
allegedly true propositions that jointly induce a paradox conceRilrgthat concrete systems
can and cannot underg:?

Concretesystems are composed of finite many partidles

Concrete systems display PT.

PT occur when the partition functidnhas a discontinuity.

The partition functiorf of a system with finite many particldscan only display a
discontinuity by appealing tine TDL.

A system in the TDL has infinitely many particfés.

PobE

o

Tenets 12 imply that concrete arfthite systems display phase transitions while tendéisrply
that onlyinfinite systems an undergo a phase transitions. HowegentraBangu (2009),
Callender (2001), Mainwood (2006), Jones (2006) and others, | contend that no contradi
arises by conjoining tenets 1-5. To see this musffirst distinguish betweenconcreté phase
transitions, on the one hand, ammtbstract mathematical representatiasfshem, on the other
hand? To be cleara“concrete systetrwould include gphysicalthermal system of type we fir
in the world or in a lab, while “abstract mathematical” just refers to pieces bf mgt a set
with function defined on it. Alsd,take the term “representation” here to be stipulated denc

! Butterfield (201) and Mainwood (2006) use the term “Indispensible,” Jones (2006) uses
“Ineliminable” and Batterman (2005, 2011) uses “Essential.”

%2 The paradox of PT presented here in not the exact version presented in Callender (200
Instead, | present the paradox in a martinarismore relevant to my discussiddeveral
authors, such as Mainwood (2006, 223) and Jones (2006, 11dvé)undertaken a similar
approach.

% For precise characterization of various forms of the TDL, see Norton (2011, s&ctindg})
and reference therein.

“ The distinction between concrete and abstract objects is-&«neelin. Abstract objectdiffer
from concrete ones in the sense that they are non-spatiotemporal and causalacioeffi
Paradigm examples include mathematical objectsiandrsals. Cf. Rosen (2001).
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that is agreed upon by conventidRor instance, the notationV” represents “the number of
particles” (in a given system) in the sense thdeitotegshe number of particles. Second, not
thatthere are ambiguities with regards to whether the teRs&nd “partition function”(“Z”)
in tenets 3 and 4 refer to concrete objemtsabstracts mathematical representations of therr
concrete object®T are concrete phenomena or processes that arise within concrete sys!
while Z is some sort of concrete property of such systemabAgact mathematical
representationsboth PT and Z are just pieces of mathematics that allegedly denote conci
objects.To avoid confusion, note that by “abstract PT” | only mean PT in the sense that a
abstractZ displays a discontinuityn the same manner, there is a clear ambiguity comzpthe
physical interpretation, i.e. the concreteness or abstractiigbe, TDL. Thus for example, if
“PT"and “Z” in tenets 3 and 4 refer to abstract mathematical representations, as oppose
concrete objects, then there is no paradox: Concrete and finite systemslisplaile abstraci
and finite ones do not. Justdause abstract mathematical representations of concrete sys
with finite N do not displayT, does not mean that concrete finite systems do not diBflay
Alternatively, if “PT" in tenets 3 and 4 do refer to concrBfg it alsodoes not immediately
follow that there is a paradox. Rather, what follows is that conEfeteccur” when abstract
representations of them display various abstract properties, such as ardigygdntZ and an
appeal to the TDL. One might wondehat explains this particul@orrelationbetween
discontinuities in abstract representational partition funcimhconcrete phase transitions.
However,prima facie there is no paradox.

The point is thatvithout adding additional tenets that make a claim about the relatis
between, one the one hand, concrete PT occurring in physical systems and, on trendthéa
abstract mathematical representation of concrete PT, which arise in scientfititscd PT, no
paradox arises. In the following sub-section | will add such additional tenets inchiojpthér
shed light on the central philosdpal issuethat arises in the context Bff. To end, it is worth
notingthat,if my claim about there being no paradox is sound, then the entire the debate
revolving aroundT, insofar as it is grounded the paradox oPT as it is stated above, is
unmotivated and utterly misguided. In particular, notice that the various posiXpressed wit
regards to the debate can be delineated by identifying which tenet of the parzatticular
proponent deniesr embracesAuthors such as Lebowitz (1999, S346), Liu (1999, S92),
Morrison (2012, 143) and Prigogine (1997, 4&h be read as embracitanet 3 and identifying
PT as a kind of non-reductive emergent phenomena. Contrasting attitudes have been vo
Wayne (2009), where Callender (2001) and Menon and Callender) @ddlicitly deny that
phase transitions are irreducible and emergent phenomena by rejectiry Bunggrfield (2011
can be read dsoth denying and embracing tenet 3aireffort to reconcile reduction and
emergence. Norton (2011) can be understood as denying tenet 5. | refer theorbdewood
(2006, 223-237), who presents an expositibthis type of delineation—i.e. a classification of
scholarly attitudes to the nature of phase transition grounded in the paradox. For mggur
what is important is to identify théte large majority, if not all, of the phase transition deba
stems fronthe phase transition paradox.

2.1 The bona fide Paradox of Phase Transitions and its Generalization

® Cf. Contessa (2007, 52-55) arederences therein.
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Thekeyingredient necessary to engendéoaa fide paradox if®r a particular kind of
correspondence relation to hold between abstract representatiactnanetesystemsTo make
this point clear we must appeal to a further distinction. While | take “represeiitatioe
stipulated denotation, bydithful represent#on” | mean a representation thatowsagens to
perform sound inferences from the representational vehide tiatget of representation
(Contessa 2007, 52-55). That is to say, a faithful representation allows ageateioferences
about the nature of the target of representation. Thasts as &ind of “guide to ontology®
since it accurately describes aspects otainget of representation. In other worddaithful
representation is one in which the vehicle and target of representation resaatbtgher in
some manner, e.g. they share some of the samag@proximately sam@ropertiesand/or
relations The classic example here is a gitgp, which is a faithful representation of a city
because it allows us to perform sounds inferences from the vehicle to the targemitbefr
map to the city. This is so because both the vehicle and the target share various grépert
instance, if two streeiatersectin the map, thethey alsantersectin the city.That is to sg,
intersectingstreets in the map correspondrttersecting streets in the citjherefore the map
acts as a type of ontological guide accuratelgcdbing the city, e.dherereally areintersecting
streets in the citylt is worth notinghatmy account potentially differs from Contessa (2007’
who isn't clear about the ontological aspect of faithful representations. CarfB07)
differentiates from “epistemic representation,” from whielid inferences can be drawn, anc
faithful ones that permit sound inferences. Whether or not such inferences dbrmatafogica
baggage depends on whether they are about the target itself. On my account, faithful
representations license sound inferences about the target itself and henlee fixethé
ontology of the target.

With this distinction in handf we add a tenet that says the abstract representationi
discontinuities representing phase transitiongatieful and hence correspond to concrete
physical discontinuities weo get agenuine contradiction. This is so because if systems ar
composed of finite many particles, which is the case within the context of thetatdh@sry o
matter conveyed in tenet 2, then it makes no sense to talk of concrete discontirhatiestidn
of concrete disontinuities presupposes that matter is a continuum so that there can be ar
discontinuity. Otherwise, an apparent discontinuity is actually the rapithgaapart of particle
and not a real discontinuity. Consequently, adding a tenet as the one just described amc
claiming that systems are not composed of finite many particles and so we geet€ewpsterr
are and are not composed of finite many partitles

In a similar manner, one can engender a kind of paradox by reifying the Taigitan
appropriate correspondence relation. For instance, one could add the tenet that ao dppe
TDL, which could be interpreted as a type of continuum liiithfully representin@nabstract
system, in factaithfully representa concretesystem Thus, we deduce the claim thahcrete
systems are and are not composed of finite many parmic{gsthe sense that the ontology of
concrete gstems ioth atomistic and that of a continuum, i.e. not atomistic).

The source of the problem of PT sedmbe that the mathematical structure that
scientifically represents concrete-R& discontinuity in the partition functionis-an artifact of
an idealization (or an approximationjre TDL—which is essential in the sense that when «

® Cf. Sklar (2003, 425).
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“de-idealizes” said idealization, the mathematical structure representing PT eo éotis}’
Accordingly, | would like to suggest that what is really interestibgutPT is the manner by
they might shed light on the nature of scientific representation and idealizatarticular,
notice thatonce concerns regarding representations are incorporated, the parBdaanfbe
generalizedy making use of the concept of an El:

Concrete systems include a concrete attridute

Concrete systems display a concigtenomenor®.

P is scientificallymathematically represented By

P’ can only arise by appealing to an idealizing limit

A system in the idealizing limit | includes an attribdfé suchthat4 + A~.
P’ faithfully represent®.

oM whNE

Tenet 1 and 2 imply that concrete systemsdaa@d display?. Tenets &b imply thatP is
scientificallyrepresentetdy P’, which presupposet™. Tenet 4 encompasses our El since ar
deidealization off will renderP’ nonexistentSo far there is m contradiction. But, when one
adds the correspondence relation described by tend&io®asfideparadox arises: Concrete
systems are and are nbt{since they ard and they ard~andA # A~). What is important to
notice is that tenets 1 and 2 ardros abouttoncretesystemswhereintenet 2 identifies the
concretegphenomenon to be scientifically accounted for, while tenéta@ claims about
abstractscientific accounts of concrete systems, and it is tenet 6 that connects tha alitre
the concretwia faithful representation, thereby engenderiggauine paradox. The question
course, is why would one endoteset 6? The answer is that without tenet 6 the entire scie
account of the concrefthenomenon in questi@@ems somewhat mysteridesanyone with
nondinstrumentabympathiesin particular, those with realist intuitiomsll want to unveil the
mystery with a correspondence relatibat tells us that our abstract scientific accounts get
something right about the concrete world. But how would one argue for a correspondenc
relation along the lines of 6? It seems to me that, givetedgentialne$saspect of the
idealizing limit that arises in tenets 3 and 4, the only way to justify tenet 6 is by appeal to
indispensability argumeritin other words, something of the sort:

1) A scientific account of some concrete phenomena appeals to an idealizationefees
to idealizedabstract objects.

2) The idealization appealed to is essential to the scientific account in the sensg thal
idealization renders the scientific account less successful and the ideatitadtaibjec
nonexistent.

3) Hence, the idealization appealed to, and the idealized abstract objects made use
indispensibldgo the account.

4) Thus, as scientific realists, we ought to believe shahabstract idealized objeat®
existandare concreteFurtherthe ontological import afuchidealizations is truef
concrete systems, on pain of holding a double standard.

" For a more precise statement to this effect see Buttésfi@d11, 1123-1130and Mainwood’
(2006, 216-218) discussion bée-Yang Theory andiKMS states.

® For a survey of the Indispensability Argument of mathematics and a deéen€elgvan
(2001).
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Said differenlty, and in the specific cases®T, since reference @ discontinuity inZ is
indispensible to scientific accounts of PT, and since these discontinuities oellpyagppealing
to El, we ought to believe in the exaste of concrete discontinuities.

Thus, in contrast to many of the scholars engaged in the phase transition delsate,
assume that there is a paradox and then continue to attempt to dissolve it by soareomanr
other, | claim that in order to getgenuine paradox one needs to justify a correspondence
relation (such as the one appearing in tenet 6ppgaling to an indispensabilitype argument
Since cogent indispensabilitype arguments require serious philosophical work and are ve
much controversial, and since no author engaged in the phase transition debate hasmnd
such work, it follows that much of the controversy revolving around phase transitions idlf
motivated. That is to say, claims to the eff@cthatPT are or are not emergefii) that they ar
or are not reducible tStatistical MechanicsSMM), and(iii ) that they do or do not refute the
atomic theory of matter, are grounded in a frail foundation that does not licenbesignificani
conclusions.

One might worry that, contrary to my claim€y@na fide paradox d®T can arise on the
epistemological level by conceding to a set of tenets from which it is possibleuttededt SM
does and does not govern phase transitionsiddaehere is to argue that “Sptoper” is not
licensedto appeal to the TDL and so SM-proper does not gavériowever the objection
continues, it is generally assumed that SM is the fundamental theory that geveriss, we
have a paradox and the natural manner by whiclisgolve it is to argue that Sptoper does
indeed have the tools to accotmt PT (Callender 2001, Menon and Callender 2010), or els
claim that PT are emergemi reply, itis far from clar to me that Shproper is not licensed to
appeal to the TDL, and sbat itdoes not gover®T. In fact, there are reasons to think that tt
TDL is ‘part and parcel’ of SMproper because (a) it is common practice to appeal tbRhen
modern approaches to SM, and (b) the TDL is used in SM not only to account for phase
transitions but to account for, among others, the equivalence of SM ensembles, theitgxaé!
extensive thermodynamic paramstéBose condensation, etc. (Styer 200#addition,(c) all
the besscientificallyaccounts oPT, and these include mean field theories, Landau’s apprc
YangLee theory and Renormalization Group methods, repreBards discontinuities by
appealing to the TDL, and (d) the large majority of empiricallyficmed predictions of SM,
within the context oPT and beyond, appeal to the TDL.

Moreover,even if it was the case the SMoper is not licensed to appeal to the TDL,
contradiction would arise. Rather, it wdgust be a brute fact that Sptoper doesot govern
phase transitions and “Shiith-the-TDL” does. If then it is claimed th#he ontologiesof SM-
proper and SMwith-the TDL are radically different so that indeed there is a paradox, we n
notice that such a claim amounts to no more than reviving the paradox at the level of ont
and hence my discussion in this section bears negatively on this claim.

Last the claimthat PT are emergent because-Bidper cannot account for them seer
to replace one problemPT are not governed by the fundamental theory—with another
problem—PT are emergent. How does dubbing PT “emergent” illuminate our undiergtainc
them or of their scientific accounts? How is this philosophically insigh&atdrdingly,|
endorseButterfield’s (2011) description oEmergence as novel and robest mathematical
structure that arises at a particular limit, as opposed to a failure of intertheedetition of
some sort. It isvorthwhileto note that the insistence on the indispensibility of taking such |
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for the pupose ofemergence understood in this manner has been repeatedly stressed by
Batterman (2005, 2010, 2011).

3. The Essential Idealization Problem.

The above discussion points to whabnsider to béhecentral philosophical issues
arising out of thelebateconcerning PTFirst,the discussion regardir{g the need for a
correspondence relatidretween our abstract scientificathematical representat®oand
concrete systeméii) the appeal to the concept of “faithful representatiand(iii) the
identification that the phase transition paradox can be generalized to anyis@entiint that
appeals tdl, demonstratethat a solution to the following probleisineeded

The Essential Idealization Problem (EIP) — We need an account of how our abstract a
essentially idealized scientific representations correspond to the esgsems
observed in the world and we need a justification for appealing to El's, i.e. anatiq
of why and which EI's are successful, which does not constitutddedtzation
schemé’.

To this effect Batterman (2005, 2010, 2011) has made progress by explainingsthat &t all
clear that traditional mapping accountssoientific andmathematical representation work in
cases of El. In particulathis is sabecause the abstract mathematical structure doing the
representational work does not “latch on,” and so is not partially isomorphic ontmptuoc, to
any concrete physical structsrin the external word. Moreover, insofar as the physical wot
constrainsscientific representatian there are reasons to think that consideration of scale s
which the phenomenon of concern occurs, plays an important role in modeling andicalign
representing sucphenomenon.

Second, the discussion of indispensability makes it clear that the mystery revolvin
around the EIP is truly mysterious finose withscientific realissympathiesnd, in factmay
threaten certain conceptionsrefism. This followsbecause, insofar as arguments tike “no
miracles argumentand ‘inference to best explanatibare cogent and give us good reason ti
believe the assertions of our best scientific accounts, including those about foted dames ani
unobservable entities, then in the case of accounts appeaklihghese arguments can be us
via an Indispensability Argument to reduce the realist position to absurdity. Whatdethsea
realist solution to the EIP and thus a realist accouRfTof

In fact, such potential solutions to paradox of PT can extracted from two recent
contributions to the debate: Butterfield (2011) and Norton (2011). Although it is beyond tt
scope of this paper to treat these contributions thoroughly, 1 will end by discussmgtbgly
in effort to support my suggestidhat although such solutions pave the réadfurther work to
be doneit is questionable whether they a@ndusive and exhaustive.

Butterfield (2011) grants that the TDL is “epistemically indispengdbtehe emergenc
of the novel and robust mathematical structure that is used to represent PT, buhdéeam®g t
paradox emerges because the limit is not “physically real.” Using the téogyrexpressed

® Mainwood (2006, 214also identifies a similar problem but in a context that is different
mine, and his solution (238), endorsed by Butterfield (2011), misses the central isssgedis
here.
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here, the discontinuities in play a representational role but nda#hfully representationaine.
The question arises, how come unfaithpresentationwork so well? To that end, Butterfiel
(2011,Section 3) appeatbe distinction, also used by Norton (2011, Section 3), iwiamit
quantities” or “limit properties,” i.e. the limits of properties, and “limit system, the system i
the limit. He continues to argue that the behavior of certain observable properties ofeconc
finite systems, e.g. magnetization of a feremgnet, smoothly approaches the behavior of the
corresponding properties of abstract infinite systems. Moreover, it isrtfgMaehavior, not
the infinite N, whichis physically real.

Norton (2011) suggest that by viewing the TDL as an “approximati@m-rexact
description of a target system, instead of an “idealization”—a novel system piopseties
provide inexact descriptions of a target system, we can diffuse any prohlmsght arise.
Within the context of our discussion, Norton’s idea is that no paradox can arise if the diDI
approximation since approximations do not refer to novel systems whose ontology might
drastically different from the target systems, thereby engendering apamack we add an
appropriate correspondence raatiln a similar manner to Butterfield (2011)s fustification
for appealing to such an approximation is pragmatic: the behafioe nonanalyticZ
belonging taaninfinite systemis approached by aamalyticZ corresponding tfinite system
with largeN.

From my viewpoint, this cannot be the whole story. First, both accounts seem to i¢
that it is a mathematical structure that arises only in the limiting system that is doing the
representational work for us. Moreover, the accounts seem tesubgt we must revise our
definition of PT as occurring when the partition function has a discontinuity, and sebistitut
with something along the lines of “PT occurs when various thermodynamic poteotiaksy
sufficiently extreme gradients.” The waeess of this suggestion is that we have substituted
precise characterization of PT, wathvague one. But more problematic is the idea that we
should be able to construct a finfesystem that has a, say, Helmholtz free energy with an
extreme gradient, which does evolve into a discontinuity once the TDL is ta8econd, the
Butterfield-Norton approach outlined above seems incomplete for it does not give us an ¢
of why it is that theconcrete external world constrains us to modelsaightificallyrepresent
certain phenomena with mathematical structures that only emerge in limiting sydteses
ontology does not correspond to that of the fundamental theory. For this purpose, talk of
“mathematical convenience,” “empirical adequa@nd “approximation” (understood as a
purely formal procedure) misses what seems to be the truly intriguingeeatf PTMy
suggestion is that we can further advance our understanding of PT, and similar phethame
gives rise to the EIP, by attempting to amend accounts like Butterfield's (201 Naxton’'s
(2011) with some of the key insights of Batterman (2005, 2011) regarding what mathleme
techniques one must appeal to in order to properly represent certain kinds of phenoment

19 Mainwood (2006, 232) makes the same point.
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Abstract and Complete

Abstract

There are two notions of abstraction that are often confused. The material view implies
that the products of abstraction are not concrete. It is vulnerable to the criticism that
abstracting introduces misrepresentations to the system, hence  abstraction is
indistinguishable from idealization. The omission view fares better against this criticism
because it does not entail that abstract objects are non-physical and because it asserts
that the way scientists abstract is different to the way they idealize. Moreover, the
omission view better captures the way that abstraction is used in many parts of science.
Disentangling the two notions is an important prerequisite for determining how to
evaluate the use abstraction in science.

I. Introduction

The west pediment of the Parthenon is a physical object that exists in space and
time, but it is also triangular. We say that the west pediment is concrete, but that
triangles are abstract. What accounts for this difference? The received view in
philosophy of science is that an object is abstract when it is not concrete (e.g. Cartwright
1994). Call this the material view of abstraction. The problem with the material view is
that it implies that abstract objects are not physical. However, scientists often work with
systems that are abstract but also physically instantiated. For example, experiments
conducted in greenhouses abstract away from properties such as the color of the plants
in question and whether or not they are subject to herbivory. Nonetheless, the plants in
these experiments are concrete particulars like the west pediment of the Parthenon and
unlike triangles. Moreover, the material view blurs the distinction between abstraction
and idealization, as idealized objects are not concrete. For example, assuming that a
population is infinite is common practice in models of population genetics, yet no actual

population in the world is infinite. In this sense, infinite populations are like triangles
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and unlike the west pediment of the Parthenon. The problem is that the main goal of
proponents of the material view is to defend abstraction from critics who argue that
both abstraction and idealization involve distortion, hence they are not distinct
processes (e.g. Humphreys 1995). Unfortunately, the material view of abstraction
undermines the force of their arguments against the critics.

Thomson-Jones defends a different view of abstraction where abstraction means
the omission of irrelevant parts and properties from an object or system (Jones 2005).! I
will call this the omission view. Here, abstraction and idealization are distinct because
idealization requires the assertion of a falsehood, while abstraction involves the
omission of a truth (ibid). Thus, while both idealization and abstraction can result in the
distortion of a system, the distortion is very different in each case. When we abstract, we
do not describe the system in its entirety, so we are not telling the whole truth.
However, when we idealize, we add properties to the system that it does not normally
possess. Therefore, our description of an idealized system contains falsehoods.

Both the material and omission views about abstraction are relevant to parts of
scientific inquiry, but it is important to keep them distinct. If we fail to do so and lump
abstraction together with idealization, we are in danger of trivializing an important
aspect of science. I will argue that the notion of abstraction that is relevant to models,
modeling, experiments, and target system construction (Godfrey-Smith 2006) is a
version of the omission view. Specifically, this is the view that abstraction is the opposite

of completeness. We start off with a complete object or system, one that has all its parts

1 Cartwright also defends this view in places, yet she uses the two notions interchangeably (Cartwright
1994). This implies that she views the material and omission views as two different aspects of the same
notion instead of two distinct notions of abstraction.
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and properties. When we abstract, we omit the parts and properties that are irrelevant
for our purposes. An important implication of this view is that the outcomes of the

process of abstraction can be concrete and physical.

I1. The use of Abstraction in Science

The material view of abstraction is intuitive and deeply entrenched. Prime
examples of abstract objects are mathematical objects such as numbers and triangles,
which are not physically instantiated. Examples of abstract objects in other disciplines
are concepts and ideas which are not tangible (e.g., fairness, evil, superego).
Interestingly, in many of these cases, we can arrive at these objects through the process
of omission. For example, we can start off with two roses, omit properties such as color,
smell, photosynthetic capacity, chemical composition and so on, until we arrive at the
number two. Historically, philosophers writing on abstraction (e.g. Aristotle and Locke)
have held versions of the material view but explained how we arrive at abstract objects
with the omission view (Rosen 2009, Cartwright 1994). It is not surprising, therefore,
that the two views of abstraction are often lumped together as aspects of the same
notion.

However, the use of abstraction in science is often quite different. Scientists often
omit a number of parts and properties from a system, yet do not treat the resulting
systems as immaterial or intangible. In the remainder of this section I will give some
examples systems used by scientists that are both abstract and concrete. The first is an
experiment from plant ecology, aimed at determining the cause of competition between

two plants. In this experiment, Jarchow and Cook (2009) conducted a series of
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experiments with the invasive aquatic cattail species Typha angustifolia and the native
wetland species Bolboschoenus fluviatilis, which inhabit North American lakes. They took
specimens from both species back to the greenhouse and grew them in a single
controlled environment. The results showed that T. angustifolis had a competitive
advantage over B. fluviatilis because of allelopathy (the exudation of toxins from its
roots). These toxins inhibit the growth of the native species (with a resulting 50%
reduction in biomass) which allows the invader to soak up the limited nutrients in the
soil. Above ground, the invader rapidly increases in size and shades the native species,
which further reduces its growth rate.

It seems strange to think of this experiment as an abstract system, if we retain the
idea that abstract objects are immaterial. The system of the plants in the greenhouse is
as tangible and physically instantiated as the plants in the lake ecosystem. However, by
bringing the plants into the greenhouse, the scientists are excluding all the other parts
and properties of the lake ecosystem. The experiment, conducted in a simplified
environment, allowed the scientists to identify the existence of competition between the
two plants and to isolate the cause of the competitive advantage of T. angustifolia. They
achieved this by being able to isolate the important factors from the system and
omitting or parametrizing the other, irrelevant factors. In other words, the scientists
started off considering a complete system with all its parts and properties (the lake
ecosystem) and ended up with a system with fewer parts (fewer individuals from fewer
species) and properties (the particular plants are not thought of as prey, or as

contributing to the uptake of atmospheric COy).
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Moreover, this example is not a one-off case. The very nature of experimentation
in ecology is based on the idea that ecosystems are very complex and identifying the
most important causal factors that lead to ecological phenomena involves controlling
and parametrizing other factors. The same is true of experiments in evolutionary
biology. Geneticists test mutation rates in populations of E. coli and Drosophila in
controlled laboratory settings. The point of those experiments is to isolate the genetic
factors that affect mutation rates, without the compounding or mitigating effects of
developmental and environmental variation. Even further afield, experiments in
psychology are conducted in controlled environments, with the aim of minimizing
irrelevant effects.

Abstraction is also an important step in modeling. As with experimentation,
when scientists model a particular phenomenon in a system, they do not model the
entire system but a subset of parts and properties of that system. The identification of
which parts of the system are important and the omission of those parts that are not, is
another example of the process of abstraction.

I will illustrate with an example from population ecology. The marmots of
Vancouver Island (Marmota vancouverensis) are classified as critically endangered. It is
estimated that their population has dropped 80%-90% since the 1980’s and currently
consists of roughly 200 individuals (Brashares et al. 2010). Ecologists studying these
social rodents wish to understand how to bring back the population from the brink of
extinction. In order to that, they must understand the causes of the decline in the

marmot population. A good place to start is to look at a standard model of population
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growth and check if the actual marmot population deviates from the model (this was
the exact strategy undertaken by Brashares and colleagues) (ibid). There are a number
of models in ecology which measure population growth; the logistic growth model
(originally developed in 1838 by Pierre Verhulst) is often used in the early stages of a
study, because it is not entirely unrealistic (as it takes into account the effect of density

on population growth) but at the same time it is quite simple (Fig 1).

Fig 1. Logistic Growth Model

dN _

AN - N @-2%) (1)

(N) is the number of organisms in population. (r) is the intrinsic growth rate of the
population. (K) is the carrying capacity of the environment: the total number of organisms a
particular environment can support.

This model measures how the growth rate of a population (N) is limited by the
density of the population itself. (r) is the intrinsic growth rate, the maximum possible
growth rate of the population. It is roughly equivalent to the number of deaths in the
population subtracted from the number of births in that population? The second
important component of the model is (K), the carrying capacity of the environment. (K)

imposes the upper limit on population growth because it is the maximum number of

2 Different species have different intrinsic growth rates; for example, large mammals such as elephants
reproduce slowly and therefore have a low (r) whereas most insects and plants have high reproductive
rates and therefore have a high value of (r).
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individual organisms that a particular environment can support. Factors that affect (K)
are the environment’s resources, yet they vary across environments and species.?

There are two sets of abstractions from the Vancouver Island (VI) ecosystem that
need to occur so that the population growth of actual marmots can be compared with
the prediction of the logistic growth model. The first is the elimination of parts that are
not relevant. This includes the elimination of all units that are not relevant for
measuring the population growth of marmots. The other animals, most of the plants on
VI, and inanimate parts such as the marmot burrows will be omitted. The only other
parts of the system that will be included are the plants that the marmots feed on (for
example, cow parsnips, Kinnikinnick-fruit and huckleberries). The second set of
abstractions concerns the properties that are relevant for the experiment or model.
Properties such as eye color, fur length and fur color will not be relevant, because they
do not affect short-term population growth. On the other hand, properties such as sex,
time spent foraging and metabolic rate are relevant because they determine (r) the
intrinsic growth rate of the marmot population.

With these abstractions in place, scientists were able to figure out that the growth
rate of the marmot population on VI was falling, despite being far from close to the
carrying capacity of the island. The reason for this is a phenomenon known as the Alee

effect (named after Warder Clyde Allee who first described it). This effect occurs in

3 For example, in the case of plants, access to sunlight is very important, as are elements such as
phosphorus and nitrogen. The amount and availability of each of these factors in the system will affect the
(K) of plant populations. For many social mammals, space is very important as it affects the location of
territory or the number of nesting sites. For example, the size of beaver populations in an area is partly
determined by where each family can build its dam (and each dam’s proximity to other dams).
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small populations when a fall in population density decreases the growth rate instead of
increasing it. Brashares et al. found that this instance of the Allee effect was caused by a
‘social meltdown’ (ibid). Unlike other marmots, VI marmots are very social and the
decline in population leads to difficulty in finding mates, which reduces the growth rate
even more.

This example is aimed at showing that abstraction is an integral part of modeling
in science. In the paper, the logistic growth model is compared with the actual
population of marmots, considered in isolation from the other parts of the ecosystem
(ibid). There is no reason to think that the collection of marmots and the properties of
their population is not concrete. Nonetheless, the population of VI marmots has fewer
parts than the entire ecosystem on VI In this second sense, it is more abstract that the
entire VI ecosystem.

To recap the argument so far, there are two views of abstraction: the material
view and the omission view. On the material view abstract objects are immaterial. On
the omission view abstract objects are simply incomplete, and can be either material or
immaterial. The two views are easily confounded because immaterial abstract objects
result from the process of omission. However, there are a number of examples in science
where the process of omission leads to physical objects or systems. Thus, the material
view cannot account for all the objects or systems that arise from the process of
omission. In contrast, the omission view accounts for all systems that result from
omission, irrespective of whether or not they are concrete. Thus, if we want a single,

unified notion of scientific abstraction, then we should opt for the omission view.
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IIL. Abstraction and Idealization

In the introduction, I mentioned another criticism of the material view of
abstraction, namely that abstraction and idealization are not distinct concepts and they
can be used interchangeably to signify any distortion in the scientific representation of a
phenomenon. This view, endorsed explicitly by some (Humphreys 1995) and implicitly
by many more (McMullin 1985), implies that there is no real or interesting distinction
between abstraction and idealization. The two processes are thought to be inextricably
linked, if not identical, and attempting to separate them results in confusion. The main
proponent of the material view of abstraction is Paul Humphreys, who argues that in
order to talk about abstract systems we usually have to represent them in some manner,
and this representation will not be concrete (Humphreys 1995). However, idealized
systems are also representations that are not concrete. According to Humpbhreys, the
two types of representations are, therefore, not easily distinguishable.

This diagnosis is quite apt. Cartwright (the main proponent of the material view)
states that when we idealize, we start off with a concrete object and “mentally rearrange
some of its inconvenient features -some of its specific properties- before we try to write
down a law for it” (Cartwright 1994 187). In contrast, when we abstract, we strip away
properties from a system “in our minds” (Cartwright 1994). Thus, for example, when
we omit all the irrelevant properties from the west pediment of the Parthenon, we are
left with the shape of a triangle. This shape cannot be a true triangle though, as it is not
a perfect geometrical shape. This is because the west pediment contains imperfections

which are retained in the process of abstraction. According to Cartwright, this does not



San Diego, CA -259-

Abstract and Complete

really matter, as we can pretend that the abstract shape is a true triangle. The
imperfections are already present in the real system and are not the result of our
abstraction. In addition, these imperfections are themselves insignificant, and for all
intents and purposes the abstract triangle is close enough to a true triangle. Thus,
despite the imperfections retained in the process of abstraction, we are close enough to
the real systems that we are entitled to pretend that our abstract shape is a true triangle.

The problem, as Humphreys points out, is that once we start pretending what a
system is like, we blur the lines between abstraction and idealization. We cannot
legitimately focus on the triangle’s geometrical properties because an imperfect concrete
triangle will remain imperfect after we abstract. If we want our abstract triangle to have
geometric properties, then we have to add them to abstract triangle. In the case of true
abstraction all the properties of the abstract object already exist in the real world. Hence,
as soon as we start pretending, we are adding properties to our system that the material
triangle does not have. In other words we are misrepresenting, or distorting the system.
If this is the case, then abstraction and idealization seem very similar. To put the point
differently, adding geometrical properties to a triangle is very much like assuming that
a population in biology is infinite. No triangle in the actual world is perfect, just as no
population of organisms in the world is infinite. In both cases, misrepresenting the
system by adding properties is extremely useful, as it helps us model the system with
the use of mathematics. Nonetheless, misrepresentation of a system, according to

proponents of the material view, counts as idealization.
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I agree with Humphreys that this is an important problem for the material view
of abstraction. As soon as we disassociate abstract objects from concrete objects, then we
are abstracting ‘in our minds’ and representing them imperfectly. However, this
criticism loses its force when pitted against the omission view of abstraction. On this
view, abstraction is ‘mere omission’, i.e., we only abstract properties that are irrelevant
for our system (Jones 2005). In the case of the west pediment, these properties are the
pediments color, the fact that it contains statues, that is made of marble. What we are
left with is a concrete shape that is also triangular. Importantly, this triangular shape is
not a true triangle, it is simply approximates a true triangle. Mere omission cannot give
rise to an immaterial true triangle from the imperfect and concrete pediment.

On the omission view, abstracting from the west pediment is like abstracting
parts and properties from the VI ecosystem in order to explain the population size of
the VI marmots. In the case of VI, the ideal population is represented by the model
which is compared to the size of the actual population of marmots. Similarly, a true
triangle can be compared to the actual approximately triangular shape of the west
pediment. The difference between the material and omission views is that in the latter,
there is no pretending. On the omission view, we can identify differences are between
the abstract and ideal systems. Hence abstraction and idealization can be kept distinct.

A distinct criticism which does bear against the omission view attempts to
assimilate abstraction to idealization because both fundamentally involve distortion.*

The idea is that omitting aspects of a system results in the misrepresentation of the

4 This criticism stems from the view that idealization is not a unified, singular concept. Proponents of this
view (Weisberg 2007, Frigg & Hartmann 2009) believe instead that there are different kinds of idealization
in science and that abstraction is subsumed under one of these kinds of idealization.

11
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system. Consequently, abstraction is a special case of idealization. In other words, no
parts or properties of a system are strictly speaking ‘irrelevant’, hence they cannot be
omitted from without the system being distorted. Omission necessarily results in
distortion, because systems in nature are irreducibly complex. For example, ecosystem
ecology is subfield of ecology that advocates holistic approach that views ecosystems as
wholes or even individuals (Odenbaugh 2007). This is in direct contrast to the subfield
of population ecology, where population dynamics are thought to capture and explain
ecological phenomena. The big difference between the two approaches is that
population ecologists work with more abstract models, as they omit a number of factors
(especially abiotic factors) as irrelevant. On the other hand, ecosystem ecologists think
that omitting abiotic factors from complex ecosystems results in overly simplistic
models. The problem with that is that various processes which involve abiotic factors
are themselves omitted or misrepresented, which in turn gives a distorted view of the
way an ecosystem functions. In other words, it is the omission of factors from the
system that leads to its misinterpretation.

Thomson-Jones attempts to avoid this problem by restricting abstraction to
precisely those omissions that do not result in misrepresentation (Jones 2005). As stated
above, a ‘mere omission’ does not misrepresent a particular feature of a system because
it retains ‘complete silence’ with respect to whether the system contains the feature
(ibid). So if an omission results in a misrepresentation, then it is not the type of omission
that is part of abstraction. The problem is that the criticism presented here is much

stronger. The criticism denies the possibility of ‘mere omission’ altogether.
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I agree with the critics that omission can be thought of as distortion. Still, I do not
think that it should undermine the importance of abstraction in science. For the
remainder of this section I will put forward some preliminary proposals which show
how the omission view can help distinguishing between abstraction and idealization.
The first point is that denying the possibility of “‘mere omission’ altogether is too strong.
Phenomena in the world have a very large number of parts and properties and
scientists always omit some of them in their experiments and models. Some of these
properties do not have an effect on the study. For example, one of the properties of the
VI marmots is eye color. The paper does not make any reference to this property,
because the scientists did not think that it was relevant for population growth. I think it
is safe to say that the property of eye color which was present in the system, was
‘merely omitted’ from the model.

The upshot is that abstraction and idealization are distinct processes that give
rise to different types of phenomena. Therefore the norms that govern these processes
should also be different. There is a substantial literature that deals with the
methodology and evaluation of idealizations (see for example Giere 1988, Weisberg
2007a). An idealization misrepresents a factor that is considered important for the
phenomenon of interest, by adding properties to it or changing some of its properties.
For example, scientists may assume that a population is infinite, in order to construct an
evolutionary model that is computationally tractable. In order to be successful, the
idealized system must be informative about the real system, despite the

misrepresentations. This can be achieved if the idealized system is to some extent
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isomorphic to its real-world counterpart, or if it is sufficiently similar to it (van Fraassen
1980, Weisberg 2007Db).

The case of abstraction is different. Phenomena in nature have many more parts
and properties than one can include in an experiment or model. Hence, when scientists
abstract they want to preserve only those parts and properties that are relevant for the
phenomenon they are studying. These omissions help them make sense of the
phenomenon so they can study it. In many cases it might be impossible to study a
phenomenon without omitting a large number irrelevant factors. As stated above, when
abstracting, scientists aim for ‘mere omission’. Therefore, the evaluation of an
abstraction should focus on whether the it is a case of “mere omission’ or not. To my
knowledge, there is no account that fully specifies a method for the evaluation of
abstractions.5 It is usually left to the discretion of the scientist.

It unlikely that the methods used to evaluate idealizations (such as isomorphism
or similarity) can be applied to the evaluation of abstraction. Abstract systems are
already very similar to their real-world counterparts, because they are concrete and real.
The differences between concrete systems at different levels of abstraction are much
more fine-grained than differences between idealized and real systems. Also, an abstract
system can be to a large extent isomorphic to a complete system, yet lack a relevant
property. For example, an experiment that looked at competition between T.angustifolia
and B.fluviatilis, which focused only on above-ground competition and did not take into

account below-ground competition would be isomorphic to the real-world ecosystem,

5 There are some accounts that outline important aspects of the process of abstraction (for example
Jones 2005, Weisberg 2007). Still, these accounts are focused on describing the process of abstraction
and do not give a generalized account of how abstractions should be evaluated.
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yet it would also be missing relevant aspects of complete system.® Thus, it seems that a
different method is needed for a full and generalized evaluation of abstraction in
science. This account will have to wait for another paper. The purpose of this paper was
to show that before any such account is possible, the omission view must be distanced

from the material view of abstraction and hence from idealization.

IV. Conclusion: Abstract and Complete

The two notions of abstraction captured by the material view and the omission
view respectively, are easily confused. The examples that are usually used to illustrate
discussions of abstraction exacerbate the situation, as they are often taken from
mathematics and mathematical objects are seen as paradigm examples of abstract
objects. While the distinction might not be necessary in mathematics, it is very
important for science, especially biology. Failing to distinguish between the two notions
undermines the role that abstraction plays in scientific experimentation and modeling,
as it is often subsumed under the concept of idealization. Keeping these two concepts
separate will give us a more accurate picture of scientific methodology and will help in

the formulation of a generalized account for the evaluation of the process of abstraction.

6 This is because allelopathy affects the uptake of nutrients, which occurs in the roots of plants. However,
the effects of competition can be seen by looking at the differences in shoot biomass of the competing
plants. Still, without the inclusion of below-ground competition and its effect on root biomass, the cause of
competition could be missed. That is, if the scientists had not included the below-ground competition in
their experiment, they could have overlooked the importance of allelopathy as the main cause of
T.angustifolia’s competitive advantage.
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Abstract

[ show that the recent account of levels in neuroscience proposed by Bechtel and
Craver is unsatisfactory, since it fails to provide a plausible criterion for being at the
same level and is incompatible with Bechtel and Craver’s account of downward
causation. Furthermore, I argue that no distinct notion of levels is needed for
analyzing explanations and causal issues in neuroscience: it is better to rely on more
well-defined notions such as composition and scale. One outcome of this is that

there is no distinct problem of downward causation.
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1. Introduction

The notion of “level” appears in several contexts in philosophy of science. For
example, the debates on downward causation, mechanistic explanation, reduction,
and emergence are conducted in the framework of levels. However, there is no

agreement on the definition of a level, or on the criteria for distinguishing levels.

Craver and Bechtel (2007) have recently presented a theory of “levels of
mechanisms”, which has gained broad acceptance and is currently the most
coherent and promising account of levels. They argue for levels of mechanisms,
where the relata are mechanisms at higher levels and their components at lower
levels. Importantly, these are not general levels of organization, but identified with
regard to a certain mechanism. Craver and Bechtel claim that although levels of
mechanisms is certainly not the only sense in which “level” is employed in
neuroscience or philosophy, it captures the central sense in which explanations in
neuroscience span multiple levels. They also employ this theory of levels to deal
with the problem of downward causation, arguing that what appears as downward
causation can be explained away as same-level causation that has mechanistically

mediated effects.

In this paper, [ will (1) show that the mechanistic account of levels is unsatisfying,
(2) defend an alternative “deflationary” account of levels, where the notion of level
is replaced with the more fundamental notions of composition and scale, and (3)

explore the consequences this has for the debate on downward causation. My focus
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is on neuroscience and downward causation, but the general arguments I raise

against levels apply more broadly.

In the next section, I will briefly present the account of levels of mechanisms. In
section 3, I will show that this account fails as a theory of levels, since it does not
provide any plausible same-level criterion. In section 4, I argue that we should get
rid of the problematic notion of “level” altogether and replace it with notions such as
scale and composition, which are far better understood. In section 5, [ explore some

of the consequences this has for the debate on downward causation.

2. Levels of Mechanisms

In most philosophical theories of levels, the core idea is that levels are
compositional: wholes are at a higher level than the parts that they are composed of
(e.g., Oppenheim and Putnam 1958; Wimsatt 1994; Kim 1999). The mechanistic
account of levels retains this basic idea, with one important amendment: the relata
are not just wholes and parts; they are behaving mechanisms and their active
components. This means that the higher-level entity is an active mechanism
performing some function, and the lower-level entities are components that

contribute to the mechanism for this function.

Craver gives the following characterization: “In levels of mechanisms, the relata are
behaving mechanisms at higher levels and their components at lower levels. These

relata are properly conceived neither as entities nor as activities; rather, they should
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be understood as acting entities. The interlevel relationship is as follows: X’'s ®-ing
is at a lower mechanistic level than W-ing if and only if X’s ®-ing is a component in
the mechanism for S’s W-ing. Lower-level components are organized together to

form higher-level components.” (Craver 2007, 189)

In a similar vein, albeit in more vague terms, Bechtel writes: “Within a mechanism,
the relevant parts are ... working parts—the parts that perform the operations that
enable the mechanism to realize the phenomenon of interest. ... It is the set of
working parts that are organized and whose operations are coordinated to realize

the phenomenon of interest that constitute a level” (Bechtel 2008, 146).

Craver’s (2007, 165-170) main example is the case of spatial memory and LTP (Long
Term Potentiation), where he identifies four levels. On the top of the hierarchy,
there is the level of spatial memory, which involves various types of memory and
learning. The level of spatial map formation includes the structural and
computational properties of various brain regions involved in spatial memory, most
importantly the hippocampus. The cellular-electrophysiological level includes
neurons that depolarize and fire, synapses that undergo LTP, action potentials that
propagate, and so on. At the bottom of this hierarchy is the molecular level, where
we find NMDA and AMPA receptors, Ca?* and Mg?* ions, etc. Entities at each lower
level are components in a higher-level mechanism: for example, the hippocampus is
an active component in the spatial memory mechanism, synapses are active
components in the hippocampal mechanism of memory consolidation, and finally,

NMDA receptors are active components of the synaptic mechanism of LTP.
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Importantly, Craver and Bechtel emphasize that levels of mechanisms are not
general levels of organization in the vein of Oppenheim & Putnam (1958),
Churchland & Sejnowski (1992) or Wimsatt (1994). “A consequence of this view is
that levels are identified only with respect to a given mechanism; this approach does
not support a conception of levels that extend across the natural world” (Bechtel
2007).”How many levels there are, and which levels are included, are questions to
be answered on a case-by-case basis by discovering which components at which size

scales are explanatorily relevant for a given phenomenon” (Craver 2007, 191).

Bechtel and Craver see this as a point in favor of the mechanistic account of levels,
since accounts of general levels of organization are ridden with problems: it makes
little sense to compare the “level” of glaciers and pyramidal cells, or black holes and
microchips. However, the limitations Bechtel and Craver impose are quite extreme:
in the mechanistic framework, it does not make sense to ask whether things that
belong to different mechanisms are at the same level or not. We cannot even say
that a certain molecule in a hippocampus is at a lower level than the hippocampus,
unless the molecule is a component of some hippocampal mechanism (Craver 2007,

191).

Even within one mechanism, things that do not stand in a part-whole relation may
not be in a level-relation to each other (see, e.g., Craver 2007, 193). One salient
example of this is that there is no sense in which the subcomponents of different
components of the mechanism are at the same or different level. For example, a

component C1 of mechanism M is at one level lower than M, and a subcomponent S1
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of C1 is one level lower than the component C1. Another component C2 of M is also
one level lower than the mechanism M, and its subcomponent S2 is one level lower
than the component C2. However, according to the mechanistic account, the
question whether subcomponents S1 and S2 are at the same or different level makes
no sense, since they do not stand in a part-whole relation to each other. I return to

this issue in the next section.

To summarize, the key features of this account are the following: (1) Levels are
“local” - they are always defined relative to one mechanism and the phenomenon of
interest. (2) The relata are mechanisms at higher levels and components or “acting
entities” or “working parts” at lower levels. (3) Things are assigned to different
levels solely based on the part-whole (or component-mechanism) relation: wholes
are at a higher level than their parts; parts are at a lower level than the wholes they
belong to. In the next section, [ show that these features lead to problems,

particularly feature (3).

3. Components, Mechanisms, and Problems

Let us consider the mechanism for phototransduction (the conversion of light
signals into electrophysiological information) in the retina. Components in this
mechanism include rod and cone cells, which are morphologically and functionally
distinct types of cells. However, the phototransduction cascade in both rods and

cones involves similar components: G proteins (transducin), cyclic guanosine
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monophosphate (cGMP), cGMP-gated ion channels, and so on. The cGMP-gated
channels in rods and the same types of channels in cones are subcomponents of
different components of the mechanisms for light adaptation. They do not stand in a
part-whole relation. Hence, according to the mechanistic account, there is no sense

in which they are at the same or higher or lower level with regard to each other.

However, this is quite implausible. cGMP-gated ion channels in rods and cGMP-gated
ion channels in cones are same types of things with same properties, at the same
scale, in the same system, and playing a corresponding role in their respective
mechanisms (i.e., they are the same types of “acting entities”). If the mechanistic
account implies that there is no sense in which these ion channels are at the same
level, something seems to have gone wrong, or at least the levels metaphor is used

in a way that is extremely unintuitive (I return to this in Section 4).

Things get even more problematic when we consider subcomponents that are
causally interacting with each other. For example, consider synaptic transmission
between rod cells and (OFF-type) bipolar cells. In the mechanism for synaptic
transmission between these cells, active components of the rod cell include synaptic
vesicles, which in turn have glutamate molecules as their subcomponents. The
active components of the bipolar cells include (AMPA) glutamate receptors, which
have “binding sites” as active components. When the rod cell is firing, the glutamate
molecules in the vesicles are released, and they bind to the binding sites of the

glutamate receptors.
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This means that subcomponents (glutamate molecules) of one component (synaptic
vesicles) are causally interacting with subcomponents (binding sites) of a different
component (AMPA receptors).! Yet, Craver and Bechtel explicitly state that there is
no sense in which subcomponents of different components are at the same level.
This is not only peculiar, but also in fundamental conflict with Craver and Bechtel’s
(2007) account of cross-level causation: they explicitly defend the view that there is
no cross-level or downward causation - causation is an intralevel matter, and effects
can be then “mechanistically mediated” upwards or downwards in the mechanism.
In other words, being at the same level is a necessary condition for causal
interaction. However, we have now seen that if we follow Craver and Bechtel's own
theory of levels, there are clear cases where there are causal interactions between
entities that are not at the same level. Thus, there is a fundamental conflict between
the mechanistic theory of levels and the mechanistic account of downward

causation.?

1 This is not an isolated example - Fazekas and Kertesz (2011) have recently pointed
out other examples and argued that, quite generally, if the components of a
mechanism causally interact, also their subcomponents have to causally interact.

2] do not want to discuss the nature of causation here, and my main points hold
independently of any particular theory of causation. However, the account of
causation most naturally fitting the general framework here would be the
interventionist theory of causation (e.g.,, Woodward 2003), which also Craver

(2007) explicitly endorses.
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These problems are related to the fact that the mechanistic account gives no
satisfactory criterion for determining when things are at the same level. According
to Craver, there is only a partial answer to this question: "X and S are at the same
level of mechanisms only if X and S are components in the same mechanism, X's ®-
ing is not a component in S's W-ing, and S's W-ing is not a component in X's ®-ing.”
(2007, 192). In other words, what places two items at the same mechanistic level is
that they are in the same mechanism, and neither is a component of the other

(Craver 2007, 195).

One way of interpreting this is that if any two components in the mechanism are not
in a part-whole relation with each other, they are at the same level. However, this
would have some bizarre consequences. Consider components X and S in
mechanism M. They are at the same level, since X is not component of S and S is not
a component of X. Consider then a subcomponent S1 of S. It is also not a component
of X, and X is not a component of S1. Then X and S1 are also at the same level, as well
as all the further subcomponents of S1 and all their subcomponents! This would be a

rather strange account of the same-level relation.

Supposedly the idea is rather that things that are components in a mechanism but
not components in any intermediate component are at the same level. For example,
rod A is at the same level as rod B, since they are components of the
phototransduction mechanism and do not stand in a part-whole relation, but a
cGMP-gated ion channel in rod B is not at the same level as rod A, because the cGMP-

gated ion channel is a component of rod B, and not a “direct” component of the
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phototransduction mechanism. Let us call such components that are components in
the mechanism directly and not in virtue of being components in another

component direct components.

If no further restrictions are added, direct components can include things of
radically different sizes with very different causal properties. For example, direct
components in the mechanism for light transduction in rod cells include things such
as the outer segment of the cell, which has the function of capturing photons and
may contain billions of opsin molecules. On the other hand, direct components in the
mechanism also include single photons hitting the cell, or Na*-ions in the cell - these
are also not components in any intermediate component of the mechanism. It
follows that rod outer segments are at the same level of mechanism as photons or

Na*-ions, even though they differ in scale with a factor of at least 107.

Thus, it seems that the same-level criterion that Craver proposes is both too weak
and too strong. It is too weak because it implies that in many cases things that are
causally interacting and have very similar properties are not at the same level. It is
too strong because it implies that in many cases things that are of radically different
size and that interact at completely different force or time scales are at the same
level. This (1) makes the criterion ineffective for distinguishing between interlevel
and intralevel causation, and (2) streches the metaphor of “level” near the breaking

point.
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4. Levels: A Deflationary Account

The main source for the problems outlined above is that the account of Craver and
Bechtel is too limited as a theory of levels. It is not an undue exaggeration to say that
the account of levels of mechanisms is in fact an account of mechanistic composition:
it relies entirely on the component-mechanism relation and simply labels whole
mechanisms as being at higher “levels” and their components as being at lower
“levels”. For this reason, it is difficult to define any reasonable same-level relation in
this framework: composition only relates parts and wholes, and not parts with other

parts or wholes with other wholes.

My suggestion is, first of all, to take the approach of Craver and Bechtel into its
logical conclusion and to deflate the notion of mechanistic levels into simply
mechanistic composition. We can simply reinterpret the mechanistic account of
levels as an account of mechanistic composition, as long as we strip away the idea of
being at the “same” mechanistic level and the related claims about same-level
causation. [ fully agree with Craver and Bechtel in that explanations in neuroscience
refer to robust properties and generalizations throughout the compositional
hierarchy - for example, in the explanation for phototransduction we need to
consider the 11-cis-retinal molecule changing shape, the rod photoreceptor cell
hyperpolarizing, the retinal network computing, the eye converting light to

electrophysiological signals, and so on.

However, it is obvious from section 3 that this will not be sufficient as a framework

for dealing with issues such as downward causation. Therefore, the second step of
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my solution is to take into account the dimension of scale, which is largely
independent from composition. In his discussion of levels, Craver (2007, ch. 5)
acknowledges the importance of size scale, but argues that it is secondary to
composition: components cannot be larger that the wholes they are part of, so in
this sense the size dimension partly follows the compositional dimension. However,
we have also seen above that composition and size often come apart: the direct
components of a mechanism can be of radically different sizes, and similarity or
difference of size does not imply that entities are in any way compositionally
related. Composition and scale are largely independent dimensions (see also

Richardson and Stephan 2007; Rueger & McGivern 2010).

The most commonly discussed scale is size scale, but also other scales such as the
temporal scale (the speed of interactions) or the force scale (the strength of
interactions) may be just as important in understanding complex systems (see, e.g.,
Simon 1962; Rueger & McGivern 2010). For example, molecular interactions happen
at a much faster time scale than interactions between neurons, which are again
faster than interactions between brain areas. The force scale is particularly
important when considering physical and chemical interactions: for example, the
forces binding subatomic particles (quarks) together are much stronger than the
forces binding atoms together, which are again stronger than the forces binding

molecules together. For the sake of clarity, I focus here mostly on the size scale.

One problem of the mechanistic account of levels was that its same-level relation

leads to results that seem arbitrary and unintuitive: for example, there is no sense in
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which subcomponents of components are at the same mechanistic level, even when
they are same types of things, while entities of radically different sizes can be at the
same level. In my view, it is better to get rid of the idea of being at the “same level”
altogether, and just to focus on how things are related on different scales (see also
Potochnik & McGill 2012). For example, cGMP-gated ion channel are obviously
found at the same size (and temporal) scale than cGMP-gated ion channels in cones,
while rod outer segments are found at very different size (and temporal) scales than

Na* ions.

One outcome of analyzing levels in terms of scale and composition is that we no
longer need any distinct notion of level. If scale and composition are sufficient for
analyzing explanations in neuroscience, the notion of “level” does not add anything
to our conceptual toolkit. Explanations in neuroscience are “multilevel” only in the
sense that they refer to robust properties and generalizations at various stages in

the compositional hierarchy and at different (size) scales.

This approach is also supported by neuroscientific practice. In contrast to what
Craver (2007, ch. 5) suggests, levels talk is not very common in neuroscience,
neither in journal articles nor in standard textbooks such as Kandel, Jessell and
Schwartz (2000) or Purves et al. (2004). In many articles (see, e.g., Malenka & Bear
2004) the term does not come up at all. When it does appear, it is most often
referring to levels of processing, such as the different stages of visual information

processing (the retina, the LGN, the visual cortex, and so on), which are something
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very different from levels of mechanisms, and “levels” only in a metaphorical sense.3
This supports my point that the notion of level does not pick up any distinct or

important category.*

If one insists on using the term “level” to refer to stages of composition or to
different size scales (or to various other things - scale and composition are merely
the senses most relevant in this context), one has to at least make clear in exactly
which sense the term is used. However, the danger in this is that other intuitions
about levels may creep in - for example, when talking of compositional stages as
“levels”, one is easily lead to think that things can be at the “same level” of

composition.

5. Downward Causation and Levels

[ have argued above that the idea of levels is thoroughly problematic, at least in
philosophy of neuroscience, and that we should abandon the project of trying to
define levels. Let us now turn to the issue of downward or top-down causation that

has been traditionally discussed in the framework of levels (e.g., Campbell 1974;

3 Of course, the word “level” often comes up in the trivial sense of “luminance level”,
“level of oxygen”, “level of noise”, etc.
4 Ladyman and Ross (2007, 54) reach a similar conclusion in the philosophy of

physics.
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Emmeche et al. 2000; Kim 1992, 1999; Craver and Bechtel 2007; Kistler 2009).> The
question is whether higher-level causes can have lower-level effects. In spite of
various arguments to the effect that downward causation is not possible, the debate
keeps resurfacing, partly because (neuro)scientists often rely on top-down
experiments and explanations that seem to imply some kind of downward

causation.

As we have seen above, Craver and Bechtel (2007) have proposed a novel solution
to the problem of downward causation. They argue that what appears to be
downward causation in top-down experiments and elsewhere should be understood
as normal same-level causation that has “mechanistically mediated” effects
downwards in the mechanism: there is no causation from higher to lower levels or

the other way around.

Considering the discussion in the previous two sections, it is clear that the reason
why the solution of Craver and Bechtel does not work is that it relies on the
distinction between same-level and cross-level causation. We have seen how
difficult it is to define the same-level relation, or levels in general, in a coherent and

scientifically plausible way. The term “level” does not seem to pick up any distinct

5 In a recent article, Love (2012) discusses top-down causation in terms of levels,
but in a way that comes closer to my approach: he argues that there are many
different kinds of level-hierarchies and correspondingly many different kinds of top-

down causation.
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category in neuroscience. For this reason, basing the account of downward
causation on the distinction between same-/evel causation (which is supposed to be
unproblematic) and cross-level causation (which is supposed to be unacceptable)

necessarily leads to problems.

One possibility would be to try to reformulate Craver and Bechtel’s solution in terms
of scale and composition. If we could distinguish between same- and different-
“level” causation in terms of scale and composition, perhaps the solution could still
work. Unfortunately, this does not seem to be the case. As | have already pointed out
in the previous section, composition as such does not involve any same-“level”
relation. Regarding (size) scale, the problem is that there is absolutely no reason to
restrict causation to things of same or similar size: elephants squash flies, the fission
of uranium atoms causes cities to disintegrate, and so on. Therefore, we have to

conclude that Craver and Bechtel’s approach downward causation is unsatisfactory.

If we abandon the framework of levels and focus on scale and composition, what
appears to be downward causation reduces to two categories: (1) Causes that act
from the mechanism as a whole to the components of the same mechanism, and (2)
causation between entities of different (size) scales. In my view, it is fairly clear that
there can be no causation between things that are related by composition (category
(1)), since composition is a form of non-causal dependency. It does not seem right to
say that, e.g., the retina as a whole causes a rod cell in that retina to fire. On the other

hand, as the examples in the previous paragraph show, causation between things of
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different size® is in principle unproblematic (category (2)). In this way, putative
cases of top-down or downward causation can be analyzed away in terms of

composition and scale.”

One remaining problem for “downward” causation of category (2) is Kim’'s
argument against higher-level causes. It might prima facie seem that getting rid of
levels dissolves this problem, since it is often formulated in terms of levels: the
argument states that a higher-level property cannot be a genuine cause for a lower-
level property, since (due to physical causal closure) the lower-level property
already has a sufficient lower-level cause (see, e.g., Kim 1992; 1999). However, the
idea of “levels” is not essential in Kim’s argument: what is at issue there is the
tension created by two competing (and non-causally correlated) causes for the same
effect. Without the framework of levels, the argument does not disappear, but turns
into the general causal exclusion argument (see, e.g., Kim (2002) Bennett (2008) for

more).

6 Whether the same holds for other scales, such as the temporal or the force scale, is
an open question that goes beyond the scope of this paper.

7 One way of interpreting Craver and Bechtel (2007) is that their main point is quite
similar, namely that apparent causation from parts to wholes or wholes to parts can
be analyzed away in terms of normal causal relations. If this is the case, it is
unfortunate that the theory of levels and the distinction between “same-level” and
“different-level” causation is so prominent in the paper, since this makes the account

unnecessarily complex and confusing.
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What Craver and Bechtel (2007) are considering, and what [ have discussed in this
section, is the intelligibility of causes acting from higher to lower levels. I have
argued that downward causation is not intelligible in the sense of causation from a
mechanism as a whole to the parts of that same mechanism, but causation from
higher to lower scales is as such unproblematic. There may be real problems related
to causation in neuroscience, such as the causal exclusion problem, but there is no

distinct problem of downward causation.

6. Conclusions

In this paper, I have argued that the account of “levels of mechanisms” is
unsatisfactory as a theory of levels, since it does not include a plausible same-level
relation, leads to extremely unintuitive results, and is in conflict with the account of
downward causation proposed by Craver and Bechtel. Generally speaking, there
seems to be no need for a distinct notion or theory of levels in philosophy of mind or
neuroscience; it is better to rely on more familiar and well-defined notions such as
scale and composition. With this approach, apparent cases of downward causation

can be analyzed away.
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Manuscript

1. Introduction
Stem cells are defined as cells that can give rise te owlls like themselves, as well as mor
specialized, or differentiated, celighese two cellular processes are termed, respectiedfly,
renewal and differentiation. A striking feature of stegfl biology is the sheer variety of sten
cells: adult, embryonic, pluripotent, induced, neural, mus&i@, blood, etc. This diversity is
exploited in political debates over stem cell fundingl emmplicates public discussions abot
stem cells and their therapeutic promise. Stem cells dkfieen human embryos are cast as
ethically dubious alternatives to saHed “adult stem cells” or, more recently “induced
pluripotent stem cells.”? A variety of “stem cell therapies” are touted by medical professionals
some backed by solid evidence, some experimental, and some purely “snake 0il.”® The
multiplicity of stem cells, complexity of techniques @edminology, and the passionate natu
of debate surrounding their source and potential is suclnteame quarterSthe traditional
notion of stem cells as a clearly defined class oinisically stable biological objects that can
isolated and purified, has begun to give way... the ‘stem cell’ becomes a fleeting, ephemeral and
mythical enity” (Brown et al 2006, 339-343).

To distinguish reasonable hopes from misleading hypené&dsssary to clarify the ste
cell concept and its application in various contexkilosophers of science have a distinctiv
role to play here. Bioethicists have approached stemalishuman reproductive technoloc

framing debates in terms of moral status, personhoodridiehuman identity. But this approi

! See Melton and Cowan (2009, xxiRamelho-Santos and Willenbring (2007, 35), the 201
National Institutes of Health stem cell information page, and the 2011 “Glossary” of the
European Stem Cell network. For history of the termMaienschein (2003), Shostak (200t
2 This ‘oppositional’ stance made possible the August 2010 injunction on federally-funded
embryonic stem cell research in the US, which was impossube competition for funds
allegedly harmed adult stem cell researchers.

% See ‘About stem cell treatment” at http://www.isscr.org/.
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does not fully engage stem cell science, focusing instetitedragment that manipulates
human embryos. This paper argues that the roots of geoontroversy are not solely in
ethics, but also the core concepts and methods of steresmarchers. | show that pluralism
about stem cells, and disagreement about their potentiatphasptual and evidential grounc
This situation gives rise to a deep evidential challetigestem cell uncertainty principle.”
When clearly stated, this principle makes explicit theeutainty inherent in the basic stem ct
concept. Its constraints have important implicati@mgpfogress in stem cell research, as we
public understanding of this science.

Section 2 explicates the general stem cell conceptsiiog on processes of self-renev
and differentiation. This analysis reveals the keyaldeis and parameters that must be spe
for the concept to apply in actual cases; that is, toifyfasdls (singly or in populations) as sti
cells. Section 3 summarizes the core experimenttioddor identifying stem cells, and shov
how it dovetails with the general concept. Stem ceglbements specify the key variables ar
parameters for particular cases. The evidential clgglponsed by these experiments is
examined in Section 4. Briefly: stem cell capacitiesreatized only in descendants. So an
individual stem cell can be identified only retrospectively; stem cell researchers literally don’t
know what they’ve got until it’s gone. The problem cannot be avoided by focusing on cell
populations or inventing new techniques. Section 5 condldelisnplications of this result, ai
offers suggestions for how stem cell research can @segyiven its evidential constraints.
Section 6 summarizes the conclusions and indicat@shtteader significance.

Some basic tenets of cell theory are assumed througkeaty organism begins as a

single cell, which, in multicellular organisms, gives rise to all the body’s cells. Cells reproduce

* This term is from Nadir (2006).



Philosophy of Science Assoc. 23rd Biennial Mtg -290-

by binary divisior® The life of a cell begins with a division event amdl® with either a secon:
division event yielding two offspring, or cell death yieldimg offspring. Generations of cells
linked by reproductive division form a lineage. Self-renewaklsreproduction in which pare
and offspring resemble one another. Differentiatiom@gith growth, is the core phenomet
of developmentthe process by which parts of a developing organism acqueesd,

specialized traits over time. These premises providbablkground for further clarification of

the stem cell concept.

2. Stem cell concép

Stem cells are defined as cells capable of both selwadrand differentiation.The simplest
way to conceptualize a stem cell is in terms of a ¢elidn event that includes both process
one cell like the parent, the other more specialized (Eiga). But this simple model does no
capture the stem cell concept. No two cells are thee sa different in every respect. At
minimum, the cells involved in a division event (one paeent two offspring) differ in positiot
and intercellular relations, and share some materitd,pacluding DNA sequences.
Comparisons that determine ‘stemness’ must be made relative to some set of characters, such as
size, shape, concentration of a particular mole@tte,Given a set of characters C={x, y, z...n},
values within and across cell generations can be compardedtermine relations of samenes

and difference among cells in a lineage (Figure 1b).

[FIGURE 1]

® There are two modes of cell division: mitosis and sisioln mitosis, the genome replicate:
once before the cell divides. In meiosis, the genmpécates once, but two rounds of cell
division follow, yielding four offspring cells with half threomplement of DNA. Stem cell
phenomena involve mitosis, deetterm “cell division” here refers to that mode only.
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2.1 Stem cell capacities

The above is still insufficient to define self-renewal difterentiation, which have temporal a
well as comparative aspects. The dynamic aspect ofeswdfval is conceived as the number
division cycles in which parent and offspring cells aresdnme with respect to some set of
characters C (Figure 2&Differentiation involves change within a cell lineage cadime
interval t-t;. The simplest way to conceive of cellular change terims of a single cell with
some character X (e.g., shape or size), which has vahidime { and % at a later time,t But
not every such change counts as differentiation. Kitati changes character value fromo x
thereby differentiates only if the change is ‘directed’ in at least one of two ways: toward more
specialization or greater diversitfhese two ‘directions’ correspond to two kinds of
comparison: between cells of a developing lineage, and betdeseloping and mature cells
(Figure 2b). The former become more heterogeneoudiowerdifferentiating from one
another. More precisely, cells in lineage L diversify diree interval -t;, relative to a set of
characters C, if and only if values of C vary morg #tan §. The second comparison is
between cells that have completed development and thaisbave not. The diverse cells
composing the body of a fully-developed organism are cladsdftcording to typologies that
may extend to hundreds of cell types. Each of the listtgfined by a cluster of character
values, G A cell specializes over time intervatt just in case its character values are mor.
similar to G, at b than at 1" The relevant set of characters is determined primaritisijputes

of mature cells that are the end-points of the process

® Cell cycle rate converts this to calendar time; ircfica both measures are used.
" In many cases, however, there is not one cell faterisider, but a whole array, each with a
characteristic complex of traits & Cnz...Cmn). SO, in general, a cell specializes ovégif its
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[FIGURE 2]

These considerations support the following characterizaitd the reproductive

processes that define stem cells:

(SR) Self-renewal occurs within cell lineage L relative segof characters C for durationif

and only if offspring cells have the same values for ticbsgacters as the parent cell(s).

(DF) Differentiation occurs within cell lineage L duringantal -t if and only if character
values of some cells in L change such that (i) céllsat t, vary more with respect to charact
Cthan at 1, or (ii) cells of L at 4 have traits more similar to traits,©f mature cell type(s) that

at t.

Putting the two together yields a genetaiinition of ‘stem cell’: a stem cell is the unique ster
of a branching structure organized by SR and DF, such thabesauth terminates in exactly
one mature cell type (Figure 2c¢Jhis minimal, abstract modestructurally defines a stem cel

by position in a cell hierarchy organized by reproductiveiogia.

2.2 Parameters

traits are more similar to some,@t % than at1. The attributes of specialized mature cells al
so various that it is awkward to conceive them as valuesiofjée set of characters. A cell ce
become more similar to an adult cell type either by cimgngalues of a set of characters G o
X2), or by changing its set of characters (Ctp C

8 ‘Model’ here is used in Giere’s sense (1988).
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This minimal model covers every case of stem cellst dB its own, it entails no predictions
about cell phenomena. Representational assumptione@ded to connect its objects to
biological targets. Three different representationsligptions are prevalent in stem cell
biology today, interpreting the model’s objects as: (i) single cells undergoing division; (ii)
reproductively-related cell populations with statistical proes; or (iii) reproductively-related
cell types. In addition, applying the minimal stem celbdelaequires specification of its key
parameters and variables: temporal duration and charatiatsrest. Whether a given cell
counts as a stem cell depends, in part, on how thesegiararare specified. Table 1

summarizes the parameters associated with the ntejorcgll types in use today.

[TABLE 1]

In general, the shorter the duration of interest, alaet the bar to qualify as a stem ce
Most stem cell research is concerned with longervatsy so the bar to qualify as a stem cell
higher. But there is no absolute threshold. What tsoam a stem cell varies with the tempor
duration of interest. Another variable is number afigating branches in the cell lineage
hierarchy. Termini of these branches are cell fates, each distinguished by a “signature” cluster of
character values, {~ The more terminating branches emanate from a cell, daagrits
developmental potential. The maximum possible develomhpatential is totipotency: the
capacity to produce an entire organism (and, in mammais,-ertbryonic tissues) via cell
division and differentiation. In animals, this capadstyimited to the fertilized egg and produ
of early cell divisions. In the late-{@arly-20" century, such cells were referred to as stem

cells, but terminology has since shifted. The maximumIdpwgental potential for stem cells
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the contemporary sense is pluripotency: ability to produce alb¢inzgll types of an adult
organism. Somewhat more restricted stem cells are multipatdatto produce some, but ni
all, mature cell types. Stem cells that can givetdsenly a few mature cell types are
oligopotent. The minimum differentiation potential is unipotency:.ciygacity to produce a
single cell type. This classification of potenciesuidph imprecise, provides a convenient
framework for comparing stem cells associated with diffecell traits and fates (Table 1).
Finally, applying the abstract model requires criteria to judis the same or differer
with respect to a set of characters. Our only accesslifis via technologies that visualize,
track, and measure them. So character values attributetls@re very closely associated v
methods of detection. Cells in adult organisms arendisished by morphological, histologi
and functional criteria, which figure prominently in typolegji Undifferentiated cells are oft
characterized negatively, as lacking these traitsl t@ék, fates, and technologies for
distinguishing them are all closely entwined. Specifying caitler cell character values to
count as the same or different amounts to specifying @ seethods for measuring those

characters. This brings us to concrete experimentgdiatify stem cells.

3. Methods

Methods for identifying stem cells share a basic struaifiteree stages (Figure 3a). The
starting point is a multicellular organism, the sourceedis. From this source, cells are
extracted and values of some of their charactersuress These cells (or a sample thereof
then manipulated so as realize capacities for selfar@nend differentiation. Each experime
involves two manipulations. In the first, cells are reatbfrom their original context (a

multicellular organism) and placed in a new environmenthiitkvtheir traits can be measure
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Second, measured cells are transferred to yet anotherrameintal context, which allows stet
cell capacities to be realized. Finally, the amountetfrenewal and differentiation is
measured. Stem cell experimérttsus consist of two manipulations, each followed by

measurement, of cells from an organismal source.

[FIGURE 3]

This basic method identifies stem cells by three setharfacters: of organismal sourc
of extracted cells, and of progeny cells (Figure 3b). THagacters included in the first and th
sets are standardized and robust across a wide raegpesfments. For organismal source,
these characters are species, developmental stagesareldi position within the organisth.
Values of these characters are determined by choicetefiaia for an experiment: mouse or
human; embryonic or adult; blood, muscle or a quadrant acdahg embryo. Values for the
other two sets of characters are measured during an meperi For progeny cells, characters
included are those of mature cell types: morphology, expressispecific genes and proteins
and function within an organism. Exactly which charactemprise the set depends on the -
of differentiated cells expected. For blood cells,ridevant characters are associated with
immune function; for neurons, electrochemical function;germ cells, morphological and
genetic traits of gametes. Though the set of characaeies across experiments, for any

particular experiment the characters of interest stabéshed in advance: part of the standar

° Stem cell biology includes many kinds of experiment. Fevity, | refer to experiments that
aim to isolate and characterize stem cells as ‘stem cell experiments.” But this should not be
interpreted as exhaustive of experiments in the field.

12 Another frequently-used organismal character is genotyptain.
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of morphological, biochemical and functional traits usedassify cells in multicellular
organisms.

In contrast, there are no such pre-established crftariaclusion in the set of charact
of extracted cells i.e., presumptive stem cells. These characters viaglyacross
experiments, shifting rapidly in response to technical innoratand new results within the
field. Yet measurement of their values is the linchistem cell experiments. Experiment:
aimed at isolating and characterizingns cells succeed just in case they reveal the “signature”
traits of stem cells from a given source. Relatemm®ong values of these variables map fea
of organismal source and differentiated descendants onto a ‘stem cell signature,’ entailing many
predictions. A predictive model of this sort would descrdimist relations between the valu
of variable characters in these three domains. We dgehdiave such a model, however;
‘mapping’ relations among source, signature, and progeny are largely unknown, even for the
bestunderstood stem cells. Indeed, the ‘stem cell signatures’ we have are at best provisional.
An important goal of stem cell research is to fleshtlbigtspeculative sketch. But here the ¢

cell concept itself poses a serious challenge.

4. Uncertainty

Stem cell experiments involve two sets of measurembaotk,of which provide data about
characters of single cells. But no single cell persists through botbf se¢asurements. Cell
reproduce by division, so descendents and ancestors carerist The second set of
measurements is of cells descended from those measuhedfirst. Self-renewal and
differentiation potential are measured after realizatibthese capacities in controlled

environments: the second set of measurements. A steghecell, therefore, can be identifie
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only retrospectively. At the single-cell level, steeti researchers literally don’t know what
they’ve got until it’s gone.

There are three distinct evidential problems herest,elf-renewal and differentiatior
potential cannot both be measured for a single d&lldetermine a cell’s differentiation
potential, that cell is placed in an environment conduttiwdifferentiation, and its descendant
measued. To determine a cell’s self-renewal ability, the cell is placed in an environmeat ih
conducive to cell division without differentiation, anddesscendants measured. It is not
possible to perform both experiments on a single &itice stem cells are defined as having
both capacities, stem cells cannot be identified at titgdesicell level. Second, the capacity fc
self-renewal cannot be decisively established for any stém&m offspring cell with the same
capacities as a stem cell parent has the same pofentitfferentiation and for self-renewal.
Even if both could be measured for a single cell (whigly cannot), it is the offspring of the
offspring cell that indicates the latter’s capacities. The relevant data are always one generation in
the future. Experimental proof that a single cell is capabkelf-renewal is infinitely-deferrec
Third, in any experiment, differentiation potential is razdi in a range of (highly artificial)
environments. But these data cannot tell us what a cell’s descendants would be like in a differel
range of environmentsin particular, physiological contexts. There isyitebly, an evidential
gap between a cell’s capacities, unmanipulated by experiment, and their realization in specific,
highly artificial, contexts. For all three reasonigjros that any single cell is a stem cell are
inevitably uncertain. This uncertainty admits diverse, erbitrary, operational criteria for se
renewal, and underpins perennial debate over the extdiifeyéntiation potential in stem cell

from adult organisms.

1C



Philosophy of Science Assoc. 23rd Biennial Mtg -298-

These evidential limitations of stem cell experimentehasen likened to the Heisenk
uncertainty principle, which states thggarticle’s mass and velocity cannot be simultaneously
measured. In physics, the procedure used to determine theotalue alters the value of the
other. The analogy suggests that measurement itsk# oblem; e.g:...we cannot
determine both the function of a cell and its functional potential...[because] our determination of
a cell's function at a given point in time interferes with an accurate determination of its
developmental potential” (Nadir 2006, 489), and we cannot rule out the possibility tHahe
investigator might be forcing the stem-cell phenotypeherpbpulation beingtudied” (Zipori
2004, 876). But for stem cell biology, the problem is not oegsent of cells per se, but the
transfer to different environmental contexts. Sterhaagdacities are realized and measured
cells descended from ‘candidate’ stem cells, in different environments (for differentiation

potential). Potten and Loeffler (1990) articulate the issneisively:

The main attributes of stem cells relate to their poteintidde future. These can
only effectively be studied by placing the cell, or célisa situation where they
have the opportunity to express their potential. Here meedurselves in a
circular situation; in order to answer the question whedteall is a stem cell we
have to alter its circumstances and in so doing inevitiably the original cell and
in addition we may see only a limited spectrum of responses... Therefore it might
be an impossible task to determine the status of a stayie cell without
changing it. Instead one would have to be satisfied wittinrggrobability

statements based on measurements of populations (1009).

It might seem that stem cell biologists can avoid tipesblems by shifting their focus
cell populations. Representational assumptions (igligw for exactly this (see 82 above).

Two kinds of model, stochastic and compartmental, yield ngsais about stem cell

11
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populations:* But experimental support for these hypotheses depends on hygsoébesit sing
stem cell traits. Here | address stochastic populatiatetamnly; an analogous argument ca
made for compartment modéfs.Stochastic population models of stem cells are baseleon
following assumptions. Any population of cells experiersm@ase number n divisions over a
period of timer, such that the population grows, diminishes, or remainstaonin size. Any
dividing cell in the population has a certain probabilityindergoing each of three kinds of
division: both offspring like the parent (p), one offsgriike the parent (r) or no offspring like
the parent (q), wherepr + q = 1. Relations among p and g values entail general predictic
about cell population size (growth, decrease, or “steady-state”), and equations that predict mea
and standard deviation in population size, probability of stelirextinction, and features of
steady-state populations are deriveédn these equations, p is the fundamental parameter.
Testable predictions require that its value be estimafds is done by estimating the
coefficient of variation for stem cell number in pogidas of the same age produced by divis
from a single founding stem cell. The data requireddchsn estimate are numbers of sten
cells in replicate colonies, each originating fromregka stem cell.

Given such an estimate, a stochastic stem cell nddicts features of cell populatiol
kinetics, which can then be compared with experimielata. But the hypothesis thereby tes
is notthat ‘founder’ cells are stem cells. Rather, it is that stem cell population size is regulated
so as to yield predictable population-level results fromloanly-distributed single-cell
capacities. Testing this hypothesis requires identifyiagnstell populations. Stochastic moc

make predictions, givethe assumption that ‘founding elements’ are stem cells. All these

1 Terms from Loeffler and Potten (1997).

12 . h
[reference removed for blind review]

13 Details in Vogel et al (1969).

12
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predictions hinge on estimation of the fundamental paempe the probability that a stem ct
undergoes self-renewal. This parameter is estimatedtfrerpattern of variation in a set of
replicate coloniesinitiated by a single “stem element.” But in order for experiments to be
replicates, all the stem elements for the set of cadomigst be assigned the same probabilit
values for p and (1-p).e., the same capacities for self-renewal and diffeagon. So
experimental test of a stochastic stem cell model depmamttse assumption that the cell
population measured is homogeneous with respect to thesetanar This is exactly the
evidence that the stem cell uncertainty principle ersswecannot get. Stochastic populatic
level stem cell models therefore do not avoid the evidestia@lenge above.

To sum up: stem cell experiments, no matter how technicallynaddaat tracking and
measuring single cells, cannot resolve stem cell capaattibe single-cell level. This is
beause we cannot directly measure a single cell’s capacity for self-renewal or differentiation,
separately or together. To measure both self-renewaliffierentiation potential for a single
cell, and to elicit the full range of a cell’s potential, multiple ‘copies’ of that cell are needed - a
homogeneous cell population of candidate stem cells. Thaogoirghfocus on cell populatio
cannot get around this problem, since evidence for populati@h#®dels of stem cells also
depends on the assumptionadfomogeneous ‘founder’ stem cell population. The ‘uncertainty

principle’ is an unavoidable evidential constraint for stem cell biology.

5. Progress

How, then, should stem cell biologists proceed? In macthe dominant strategy is to adoj
‘single-cell standard;’ that is, to assess progress not in terms of hypotheses, but experimental

methods. Better experimental methods improve our access to single cells. Current “gold

13



San Diego, CA -301-

standards” for stem cell experiments are articulated in exactly these terms. These standards ar
implemented somewhat differently for stem cells wiffedent potencies. Fdtissue-specific’
stem cells, the gold standard is a single-cell transpdaning to long-term reconstitution of a
animal’s tissue or organ. An ideal pluripotent stem cell line behaves as a sirgjleexhibiting
the same traits in the same culture environment, soessdfval or differentiation capacities ci
be realized on demarid But across the entire field, technologies that rodaur ability to
isolate or track single cells are quickly adopted andrtepas advances.Post-genomic and
micro-imaging technologies are increasingly important imstell biology, for this reason. Bi
the single-cell standard dates back to post-WWII expersneith cultured cells and
transplantable tumors in inbred mice. The first metioodneasuring stem cells was announi
as “a direct method of assay for [mouse bone marrow] cells with a single-cell technique” (Till
and McCulloch 1961, 213).

This approach is evidentially well-founded. The singlest@hdard, applied across
many stem cell types (i.e., experimental contexts), stppog assumption of homogeneity ol
which all stem cell models depend. An experiment that meetstdhdard begins with a sieg!
cell in a controlled environment, with all relevant siigrthat could impact the cell taken into
account. If all other cell reproduction in this environirierblocked, or products of the found
cell can be distinguished from all other cells, thesuits reflect the reproductive output of a
single starting cell, and no others. Measured stentapdicities are then unambiguously
attributed to that cell in that environmeritechnologies that track a single cell’s reproductive

output over time, combined with techniques that measure ¢haxadues of single cells, can

14 «Gold standards” from Fundamentals of Stem Cell Biology (Cowan and Melton 2009) an
International Stem Cell Initiative’s characterization of hESC lines (Adewumi et al 2007).

15 For recent examples, see special issues of NatuieviRe@enetics (April 2011) and Nature
Cell Biology (May 2011).

14
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yield data of this sort. In this way, technical innovatigngled by the single-cell standard c:
bolster evidence for stem cell modelbut only relative to the environment in which stem c¢
capacities are realized. More general results arénebtdrom replicate experiments using a
range of environments. If the same environment tendscib sdif-renewal of the same durat
and/or differentiation into the same cell types, while diifeé environments reliably yield
different results, this indicates that the cell popafafrom which replicates are drawn is
homogeneous with respect to stem cell capacities. Ofeguupulations homogeneous with
respect to one set of character values need not be homogerigotespect to others. But
sorting cells into populations homogeneous for many melalsutraits is the best we can do,
since stem cells cannot be identified in advance.

So the ‘stem cell uncertainty principle” does not block progress in stem cell research.
But, since the possibility of heterogeneity in stem caflacities cannot be completely ruled
hypotheses about stem cells can never be fully and delgigistablished. Stem cell experimu
can provide good evidence for hypotheses at the singléeeel] but only relative to the set o
characters used to specify a homogeneous sub-populdtionew cell traits are discovered a
made accessible to measurement, the assumption of hoe@itygaust be continually reasses
and revised. All substantive models of stem cells aefbre necessarily provisional, and
become obsolete when new characters and environmeritsraceiced. This evidential
constraint necessitates a mode of collaboratioteim €ell research that gives the lie to the i
that the field is essentially a competition of models and methods in a ‘race to the cure.” Improved
single-cell methods applied to all available stem cell tgpess rise to a whole constellation,
network, of improved models. In this way, guided by experintae entire field moves forwe

together.
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6. Conclusions

The basic stem cell concept is relational and relat8e stem cells are not defined absolutely
but relative to an organismal source, cell lineage, envirotengaits and a temporal duration
interest. Experimental methods for identifying stem cgiiscify these parameters. In any ac
case, therefore, stem cells must be understood irs tefrexperimental methods used to ident
them. The stem cell uncertainty principle imposes etidleconstraints on these methods,
however. Several consequences follow. First, all sedhtlaims are provisional, dependent
an assumption of cell homogeneity that must be continuedissessed as research moves
forward. Second, stem cell pluralism is not a symptomaafriiplete understanding, but folloy
from the general stem cell concept. Claims about stesilzedled on different elaborations o
the basic model do not conflict. The diversity of stenscgilould not be a source of contenti
but a positive resource for inquiry. Finallg¢linical innovations that increase experimenters’
ability to measure and track single cells can bring abgittiation in which experiments can
provide strong evidence for hypotheses about stem tSltgle-cell’ technologies are thus an

important form of progress in stem cell biology, with evitlal significance.
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Figure
Click here to download Figure: Figures_PSA2012.pdf

Figure 1 Simple stem cell model: (a) single cell, (b) cell population.
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Figure 2 The stem cell concept: (a) self-renewal, (b) differentiation, (¢) both. Arrows represent

cell reproductive processes, variables represent key parameters (see text).
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Figure 2, cont.
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Table 1 Stem cells, classified in terms of the general model and its key parameters. (For
simplicity, time intervals are left approximate and only characters are indicated, not specific

values. The latter are diverse; ‘various’ indicates that no standard is widely-accepted for a stem

cell type.)
Stem Characters . Time Potency Source
interval/
cell .
duration
shape, size, cell indefinite . early embryo
ESC surface markgrs, 50 pluripotent | ;0o o1l mass
gene expression cycles)
various bone marrow,
HSC various (wks- multipotent | cord blood,
decades) peripheral blood
morphology, cell months- . .
NSC surface markers, years oligopotent | brain (adult and
nerve function embryonic)
iPSC shape, size, cell months- | pluripotent | differentiated
surface markers, years cells (various
gene expression tissues)
epiSC | shape, size, cell months- | pluripotent | early embryo
surface markers, years inner cell mass
gene expression
GSC shape, size, cell months- | pluripotent | genital ridge
surface markers, years (embryo)
gene expression
CSC various ? ? cancer (leukemia)
EC shape, size, cell weeks- pluripotent | cancer
surface markers months (teratocarcinoma)
epiderm | morphology, cell years unipotent skin
surface markers
hair morphology, cell years unipotent follicle
surface markers
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Figure 3 Basic design of stem cell experiments: (a) experimental procedure, (b) results.
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TRUE Is False and Why It Matters

Robert William Fischer

Texas State Universi$an Marcos

1. Introduction

The proponents of inference to the best explanation (IBE) are willing to moveafjodgmen
about the quality of an explanation to a judgment about its probability. In other word
sanction inferences that have this form:

P1l: Factsf; —f, obtain.

P2. If true, hypothesid would offer a better explanation &f — f, than would an
competing hypothesis.

C:  So, probablyhis true!

This formulation raisean obviousquestionfor a given hypothesisn what sensés it alleged tc
offer a ‘bettef explanation off; — f,? The standard answer is thhe hypothesihiasa highe
scoreon the explanatory virtuegonservatism, modesty,ngplicity, generality, and predicti
power? But this answer appears to be problematic. Here Bas van Fraasisieation to it:

Judgments of simplicity and explanatory power are the intuitive and naturalevésr
expressing our epistemic appraisfBut these] are specifically human concern:
function of our interests and pleasures, which make some theories more vall
appealing to us than othekéalues of this sort [...] provide reasons for using a theot
contemplating it, whether or not we think it true, and cannot rationally guid
epistemic attitudes and decisioRer example, if it matters more to us to have one s
guestion answered rather than another, that is no reason to think that a theol
answers more of the first soof questions is more likely to be true (not even witr

! Depending on your views about explanatidris targumeninay needan additional premise: something to
effect of,"“i f true, hypothesi$ would provide a satisfactory explanationfef-f,.” However,nothing here turns ¢
its inclusion

2 This particular list is due to Quine and Ullian, with ‘geli#y’ substituted for the more awkward ‘fecund|
(Quine and Ullian 1978, 682). It is not unusual. For very similar ones, gegcan 1988, 130and (Lipton 2004
122) Obviously, not everyone characterizes IBE this way. For example, at lmg&si8ns construe IBE a:
heuristic tool foffixing the priors and likelihoods. The debate with the Bayesian is @oritant one, but | can se
aside here: | am taking for granted the conception of B my interlocutors are taking for granted (at least
respect to the objection that | discuss in the rieit).
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proviso ‘everything else being equall}. is merely a reason to prefer that theon
another respe¥an Fraassen 1980, 87).

IBE faces aslew of objections, many of which are formidable. Howelatts bracket all but th
one that appeamove.Does it providea distinctproblem for those who regard IBE as airse
of epistemic justification? In other words, IBE faulty simply because itlies on Specifically
human concerrighat are ‘a function of our interests and pleas@dso.
Let's get clearer about van Fraassen’s argument. It swegasas follows:
P1. If reasonr is anepistemic reason for (subjexto believe)p, thenr increases tr
likelihood ofp's truth.
P2: But IBE's reason(s) for (subjestto believe) hypothesik do not increase tt
likelihood ofh's truth.
C: Therefore, the reasogd/enby inference to the best explanation are not epist
reasons.
Let’s call thisthe argument frorthe truthconduciveness of epistemic reas¢hSER). If ATER
is sound- and if (plausibly enough) you need epistemic reasons to get epistemic justifie
then it seems that IBE cannot provide us with epistemic juestiific.
Some respond tATER by attacking P2 However, | tend to think that P2 is true.
quarrel is with P1it is not the case that all epistemic reasémsease the likelihood dfuth.

The claim that they doassumes d&orm of epistemic value monism which, I'll argue, ever

IBE’s critics shouldreject.In my view, thenthe objection above amounts to the observatior

® We find the same argument in one of Scott Shalkowski's recent pafeasdns are sometimes episte
sometimes pragmatic. IBE is proposed as a general kind of infeirralving epistemic reasons; it is to provide
with reasons to adopt a theory as more likely to be true than its ¢eorgpeaind not merely as a tool useful
accomplishing some nealethic goal [...] Simplicity is a theoretical virtue, let us grantt lituis an instrument:
virtue. Simple theories are easier to work with, so recognizing that g tisesimple provide one with a reason
work with the theory, but this is a conclusion of a piefcgractical reasoning{Shalkowski 2010, 17172).

4 Richard Swinburne, for example, contends that “it is a fundamenpaiori principle” that simpler theories ¢
more likely to be true than are more complex ones (Swinburne 2001, 102). Aectbex number of less radi
defenses of simplicity: e.g., (Quine and Ullian 1978), (Sober 198t) (Kelly 2007).

® There are, of course, philosophers who insist that the individual vietesndividually truthconducive
Simplicity is usually taken to be the hardest one to defend, butiSwanburne nevertheless contends that “it
fundamentala priori principle” that simpler theories are more likely to be true than are more comple:
(Swinburne 2001, 102)There arealsoa number of less radical defenses of simplieitg.g., (Quine and Ullial
1978, 6970), (Sober 1981, 145pnd(Kelly 2007, 561)

2
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IBE is incompatible with epistemic value monisamd that is no objection at all.

2.From ATER to TRUE
We need to begin hgistinguishing two ways of interpreting ATER’s first premise:

P1: If reasonr is an epistemic reason for (subjedb believe)p, thenr increases tt
likelihood of p's truth.

On the flatfooted readingP1l imposes a necessagexternal condition on epistemic reaso
namely, that they must increase the likelihood of truth. But if this is the toeading, the
there are two strikes against van Fraassen’'sngebn P1 First, no proponent of IBE needs e
explanatory virtugo beindividually truth-conducive; IBE does not require that, for exan
simpler theories are more likely to be true just in virtue of their simpliBi&ther, the propone
of IBE needs it to be the case that the virtuesj@rely truth-conducive. Tiere is no obviot
reason whyarious nortruth-conducive virtues might notancelone another out’, allowing tl
reasoner to triangulate the truts it were® Second, and more importantiwhile epistemit
reasons may need to satisfy an external candiit’'s hard to see how making this point wc
help van Fraassen. To assess IBE’s reliability, we would need to ultker(a) there is i
positive correlation between those propositions supported by the reason in question &
propositions thatra trueand (b) a negative correlation between those propositions suppo
the reason in question and those propositions that are Balsgropositions don’'t wear the
truth values on their sleevesywe can only go on our begtdgments. Ad & soon as we adn
this, we must also recognize that there will be disagreement: if | think that gungats abot
the existence and properties of unobservables are generally accurate, then liveiinbd tc

say that reasons supporting those judgmestsratirconducive; if van Fraassen doesn'’t, the

® For more on this point, see (Fischer, ms).
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won't be so inclinedSoon the ‘necessangxternalcondition’ reading of Pithe merits of ATEF
turn on the merits oP2 (which alleges thaBE'’s reason(s) fohypothesis do not incrase th
likelihood of h's truth).And our judgments about the merits of P2 will depend on two fa
first, the list of hypotheses that we believe to be justifiable via IB&;s&cond, the list of tha
hypotheses that we take to be true. But van Fraasseimgsths argumentamong many other
to motivateshortening the list of hypotheses that we take to be true; i.e., he is trargutshat
IBE cannot justify beliefs aboutinobservables. Hence, the ‘necessary external conc
readingof P1 does not help his project; it seems to beg the question at \Wéiadl.is the
alternative?
| propose that P1 concerns thin of epistemic reasons. We might reformul&fEER
accordingly:
P1*. If reasonr is anepistemic reason for (subjesto believe)p, thenr is aimed a
increasing the likelihood qf's truth.
P2*. But IBE's reason(s) for (subjec to believe) hypothesit are not aimed
increasinghe likelihood ofi's truth.
C: Therefore, the reasons given by inference to the best explanation apistemi
reasons.
I think that this reading fits more naturallyth the passage quoted above; at any ratejoids
the problems just mentionell alsomake it cleawhy, earlier, | posited a connection betweel
and epistemic value monism. P1* irtsishat the onlyepistemicallyaluable feature of a reas

is its being aimed at truth. Hence, P1* commits its proponent to a version of épigtdug

monism -the view that reasons have only one epistemically relevant feature.

3. TRUE

What's wrong with P1*2t will be easier to see this if we takeletourthrough ethical theory

" My argument in this and the nextcsien is inspired byLycan 1988, Chapter 7) do not mean to suggest t
4
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Utilitarianism, at least in its simple, hedonistic form, is committed to kathe monisnmand
proceduralism An ethical theory is committed to the former if it maintains that all situe
have only one morally relevant feature; according to utilitarianism, thardeiatweltbeing.An
ethical theory is committed to the latter just in case it sayshbat is a decision procedure
determining whetherraaction is obligatory, permissible, or wrong; for utilitarians, this i
principle that you should maximize wdleing® With these two points in mind, and idealizin
bit, we canrepresenutilitarianismwith a function: it takes a set of action / outcome pair:
inputs, selects the one with the greatest overaltbailg, and gives the action that leads to
situation as the output; that action, of course, is the one that utilitarians judgettigheory?

The function just outlined repregs act utilitarianismHow would we need to modify
in order to represent rule utilitarianist? replace the set of action / outcome pairs with a
slightly more complex pairs, the first member of which is a candidate morathalsecond «
which is the outcome that would result from universal adherence to thalheldunction stil
selects the one with the greatest wing.However, instead of giving an obligatory actior
an output, it gives a moral rule; we then apply the rule to buate®n to determine what
obligatory.

It's easy to reframe ufe utilitarianism as an epistemological position. Insteac
candidate moral rules, the first member of each pair is a candidate epistemic ipstiegd o
global outcomes, the second member of each pair is the number of truths that wouieviee

if that policy were followed? Instead of selecting the outcome with the greatesthesfig, ou

Lycan would agree with anything that | say here.

® I'm using the phrase ‘decision procedure’ loosely, where it doesn'yithpt informed and competent agents
always in a position to carry it out.

® Here is one respect in whichis is an idealized representation: like Stalnaker's wmicof counterfactuals,
assumes that there are no ties.

10| am treating wellbeing assimple propertyhence the parallel with truths believed. Later, I'll discuss sart
that balances truths believed with falsehoods avoided.
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new function selects the one with the greatest number of resultant treés,bglving tha
epistemic policy as an outpuis before, the output is not itself the obligatory action; rathe
output is the principle that determines what you ought to believe in a givermsiance—
equivalently(so say ) it determines the belief that you would be justified in holding in 1
circumstanced.et’s call this viewtruth-maximizing rule utilitarianism in epistemolo¢yRUE).
Like its cousin, TRUE is &ersionof value monismit takes truth to be the only feature ¢
belief that is of worthAlso like its cousin, TRUE is a form of proceduralistrtakes there to t
a straightforward decision procedure that settles which of the many Ipcsigtemic policies
correct. Why does it recommend maximizing true belie/&® in ethics, your theorgf value
drives your theory of the righif. you think that only weklbeing is of moral worth, then it is he
to see what you would recommeatherthan maximizing wetbeing.After all, if well-being is
of moral value, then surely more is better, at least if all other things are Agdaif value
monism is true, then all other things alwaye equal —there is never anything else with wh
well-being competesSo, you should maximize iThe same argument appli@sutatis mutandi
to truth given TRUE.

TRUE is probably not just a form of epistemic value monignis probably the onl
epistemological position that is plausible if epistemic value monism is toiet suggested |
the preceding paragraph, it's likely that epistemic value monistscammitted to a
epistemology that is structurally analogous to utilitarianiBot. in epistemology, the analog
act utilitarianism is hopelesthat view would say that a belief is justified iff it's true, since
such a view would only take into consideration the local features of the beligbasdch |
view would take the truth of that belief to be the only feature that maBiet;sof course, it is n

the case that a belief is justified iff it's truehe analog of rule utilitarianism, TRUE, age this



San Diego, CA -317-

problem by introducing the epistemic policiésey are designed to take nlarcal factors inti
account -namely, the number of true beliefs that would be achieved given universal ad|
to the epistemic policy thereby preventing TRUE from having the awkward consequenc

sinks the epistemic analog of act utilitarianism.

4. We Should RejectTRUE

However, as sane as it may sound, TRUE has very implausible implications. Here
argumentl suggested that we can represent TRUE as a Gmdtie inputs are policy / succe
rate pairs, the output is the most tretinducive epistemic policy.also intimated that ‘being tl
most truthconducive epistemic policy’ means ‘being the policy that proslube greate:
number of true beliefs if it were followedBut this can't be rightThe policy that will do be:
here is the one that tells us to beli@xerything If truth is theonly valuable doxastic featul
then there is no value to avoidifggsehmd. So, if we were to believe every proposition ani
negation, then we wouldn’'t miss out on any truths, thereby maximizing what's of ep
value™ But this is ridiculous.

To avoid this problem, we should make a friendly amendment to TRY£HL still say
that truth is still the only valuable doxastic feature, but we’ll add a principleed
‘NOFALSITY’, according to which believing falsely has episterdisvalue. Call our revise:
version of TRUE-i.e., the conjunction of TRUE and NOFALSITY‘T&~F' . T&~F preserve
the spirit of TRUE, if not the letteProblem solved?

No. Now, the most straightforward interpretation of ‘being the most -tatiducive

1 Objection: We can't believe contradictions, epistemic policies eregpistemic obligations, and we ar
obligated to do the impossible; so, we can't be obligated to believe every prapasitiats negation, which mee
that this policy is not in the runnin&eply:It's not at all clear to me that we can't believe explicittcadictions
But even if that's right, then we certainban believe implicit contradictions. In other words, even if we ¢
believep & ~p, it's surely the case that we can beligwend wecan believe p.
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epistemic policy’ is something like ‘being the policy that maximizes the ratio of tru
falsehoods believedThis looks like a recipe for radical epistemic cautibgou take this polic
seriously, then you shoulbelieve only sekevident truthsIf you believe even one falseho
then it doesn’t matter how many truths you believe, since yoior gatrue to false beliefs w
invariably be lower than it would have been had you believed no falsehood<$Bat ak. long ¢
you find at least one sedfvident truth (theogitoor your favorite tautology) and you believe
falsehoods whatever, yoratio will be as high as it possibly can $e.

So we seem to be torn between two extreragBer radical epistemic abandon (beli
everything) or radical epistemic caution (believe only the-egtlent). You might object I'n
assuming both more and less control over our beliefs than is plausible, ignoring:

(&) that you can't believe whatever you want, so you can't believe everyhhigh
is supposed to undermine my objectiom RUE), and

(b)  that so many of our beliefs form spontaneously, so we diamitt ourselves t
believing a single selévident truth hich is supposed taindermine m
objection to T&~H.

| grant both (a) and (b), but they make no trouble for my argur@emicerning (a), is it real
just yourinability to believe everything that makes it a terrible epistemic polityRUE is
correct, then this seems to be the c&eely it isn’'t, thoughEven if it were psychologicall

possible to believe indiscriminatelthat would not be a way of securing justdibeliefs And

the same point applies to (l®ven if it were psychologically possible to believe only the <

2 Objection: Any number over zero isn’t a ratio (it's -#lefined); so, you would have to believe at least
falsehood to achieve the goal of maximizing thgo of true to false beliefReply:First, the ‘maximize the rati
formulation isn’t mine; it's common enough in the literature: seg, €Nozick 1993, 69)Second, it's easy enot
to recast the conversation in terms of maximizing the percentage of trutygebelin whichcase my argume
stands. And third, you can still make the ratio version work. Supposgdhebelieve one selvident truth an
believe its negation; you then believe as many propositions as you can that callyl@gjuivalent to the se
evident trub. Since there are infinitely many of them, you can make the ratio asabigbur mental capacit
permit (and this with minimal epistemic riskpbjection: Logically equivalent propositions are equivalent, @a;
so, this solution puts your ratio at Beply: Logically equivalent propositions are not equivalent, period. If
were, then ‘red is a color’ and ‘2 + 2 = 4’ would express the same propositioa,tls@ycboth express neces:
truths. And that's absurd.
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evident, would this be a good epistemic politl/P&~F is correct, then the answer is ‘YeBut
surely this would be a mistake.

Here is a futher considerationPerhaps some beliefs are inescapablen if we judg
them to be false, we cannot abandon théthere are such beliefs, though, and we indeed |
them to be false, then surely we can still recognize the epistemic tehaiothiscreates.
suspect that something similar is the case when we judge the risk of error to be unac
high: whether or not we can actually abandon the beliefs in question, if we judge the risk
to be too great, then surely we can judge them to be epistemically sBoparhen is the ris
excessive TRUE is correct, then our only advice is to believe as many truths as post
follows that the risk imeverexcessivelf a belief is epistemically subpar just in case the ris
being wromy crosses some threshold, TRUE seems to suggest that we iséeerddidge a belie
to be epistemically subpahlternately, if T&~F is correct, then our only advice is to maxir
the ratio of truths to falsehoods believed; now, the risk is excessiveewdretiere is a thre
that we mighthot maximize that ratio, which is to say that it's excessive whenever we t
what isn't selfevident. T&~F seems to suggest, then, that we should al@miestysjudge ou
beliefs to be epistemically subp&o, whether supplemented with NOFALSITY or not, TRU
in trouble.

Someone might object that it's uncharitable to articulate either TRUE or T&-€¥nm
of truth simpliciter. Rather, they should be cashed out in termssighificant truths (i.e.
“maximize the nmber of significant truths believed’ or ‘maximize the ratio of signifidauths
to falsehoods believed’). agree that it should be, but the proponents of TRUE and °
cannot.What makes some truths significant while others are Witatever it is, it'ssomething

other than their mere truthperhaps their usefulness, or their explanatory power, or their fi
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what we believed prtheoretically, or what have yoAnd crucially, eitherthe significance of
belief is explicable solely in terms of itaith, or it isn’t In other wordssignificanceis eithe
extrinsically or intrinsically valuable. If it's extrinsically valuabkaen significance won't sa
either TRUE or T&F from the problems that I've been detailing, since there will nevel
case in which significance trumps truthereby givingyou a reason to take an epistemic |
But if significanceisn’t explicable solely in terms of its truthi.e., if it's intrinsically valuable-
then to set significance alongside truth is to reject epistemic value mondrheace to reje

TRUE and T&~F.

5.Back to IBE

| grantthat | may have overlooked a perfectly good policy that's based on the assumpt
truth is the only thing of epistemic worth; if so, then TRUE's devotees should provi
Suppose they can'tlow should we diagnose the problemzll, as I've indicated, rational
increasing your stock of beliefs beyond the-seiflent requires a policy about theanagemel
of epistemic risk Whatever policy you adopt, it will need to give advice having the follo
form: risk error only if.., where the ellipses stand for somethatgeof epistemic worthYour
policy might be, for example, that you should risk error only if the proposition would in
the coherence of your belief systeAiternately, you may maintain that you should risk €
only if the proposition in question seems to be true, absent any defe#terss the way take
by those who defend ‘phenomenal conservatism’ (e.g., (Huemer)200Hu go the first route
then you're assigning epistemic value to coherence; if you go the second, then you'regg
to conservatismThere are no doubt plenty of other options, but they'll all lead you to ¢

intrinsic epistemic value to something other than trithother words, they’ll lead you to de

10
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epistemic value monisnBut now recall ATER:
P1*: If reasonr is anepistemic reason for (subjesto believe)p, thenr is aimed a
increasing the likelihood qf's truth.
P2*. But IBE's reason(s) for (subject to believe) hypothesit are not aimed |
increasinghe likelihood ofh’s truth.
C: Therefore, the reasons given by inference to the Bpkiration are not episten
reasons.
If epistemic value monism is false, then P1* is false. So P1* is false. IBE mag fagmeber c

seriouschallenges, buATER is notamongthem.
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Title: Broken Mechanisms: Function, Pathology, and Natural Selection

Abstract: The following describes one distinct sense of ‘mechanism’ which is prevalent
in biology and biomedicine and which has important epistemic benefits. According to this
sense, mechanisms are defined by the functions they facilitate. This construal has two
important implications. Firstly, mechanisms that facilitate functions are capable of
breaking. Secondly, on this construal, there are rigid constraints on the sorts of
phenomena ‘for which’ there can be a mechanism. In this sense, there are no
‘mechanisms for’ pathology, and natural selection is not a ‘mechanism of”’ evolution,

because it does not serve a function.
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Section 1. Introduction. The following presents a distinct sense of ‘mechanism’ that is
prevalent in biology and biomedicine and which has important epistemic benefits. T will
use the term ‘functional mechanism’ to describe this sense. According to this sense, a
mechanism is defined by the function that it serves (in addition, perhaps, to other
characteristic features such as spatial, temporal, organizational, and hierarchical
constraints). More formally, for all X and for all Y, where X is a biological system and Y
is a biological phenomenon, X is a mechanism for Y only if X has the function of
facilitating Y. Strictly, this is not a definition of ‘mechanism’ but a necessary condition on
the sense of ‘mechanism’ I wish to identify. This is a sense that has been obscured or
overlooked in much of the new mechanism literature, though some biologists,
psychologists, and philosophers have recognized it explicitly (Williams 1996, 9; Tooby

and Cosmides 2006, 185; Buss 2005, 69; Moghaddam-Taaheri 2011; Moss 2012).

There are two important implications of this characterization of mechanism. These
implications can also be used as indicators of its presence in biological contexts. First,
mechanisms that serve functions can break. To say that a mechanism for Y is ‘broken’
means that Y is its function and it fails to perform Y. Moreover, it is difficult to
understand what else it might mean for a mechanism for Y to be ‘broken,’ rather than for
it to cease to be a mechanism for Y. Biologists and biomedical researchers have a
comprehensive lexicon to describe ways that mechanisms can break. A mechanism can
‘breakdown;’ it can be ‘usurped’ or ‘coopted’ by another mechanism or biological
process; it can be ‘interfered with’ or ‘disabled;’ it can ‘fail to function.” Philosophers of

the new mechanism tradition have recognized the fact that mechanisms can break, and
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have described its significance for understanding causation, identifying the components
of mechanisms, and treating disease (e.g., Bechtel and Richardson 1993, 19; Craver 2001,
72; Glennan 2005, 448; Darden 2006, 259). Consequently, it is imperative to understand

the commitments this involves.

Second, functional mechanisms impose constraints on the sorts of biological phenomena
‘for which’ there can be a mechanism. For example, in this sense of the term, there are no
‘mechanisms for’ pathology, because a pathology in a biological system is not a function
of any part of that biological system.' Rather, pathologies are explicable as causal
consequences of the breakdown of a mechanism for a function. Secondly, in this sense,
natural selection is not a ‘mechanism’ of evolution because it does not serve a function,
on any well-developed theory of function that is consistent with biological usage. This

statement will be defended in Section 4.

The following adopts a modest pluralism with regard to ‘mechanism.” There are cases in
which biologists and biomedical researchers use the term ‘mechanism’ without functional
implications. In some cases, mechanism is used synonymously with ‘physical
explanation’ (Moss 2012); in this sense of the term, it is almost trivial to say that natural
selection is a ‘mechanism of” evolution, just as it is a ‘mechanism of’ extinction. My

concern, however, is that the functional sense of mechanism has been obscured by much

1 It may be the case that there is a mechanism in some other system that performs its
function by inducing a breakdown in a mechanism in the first system, which in turn

causes a pathology. (I thank Joyce Havstad for this observation.)
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of the new mechanism literature. Glennan, for example, has insisted that ‘mechanism’ has
no normative or teleological connotations (Glennan 1996, 52-3; 2002, 128; 2005, 445).
Craver accepts that mechanisms serve functions but accepts an extremely liberal
conception of function according to which the function of a system is relative to the
interests of the research community that investigates it (see, also, MDC 2000, 6; Craver
2001; forthcoming; Glennan 2002, 127 [fn. 6]; Glennan 2005, 456).> Both of these
commitments are inconsistent with the strain of biological and biomedical usage I wish to
identify. More importantly, these commitments tend to misinterpret such usage where it

occurs, and by doing so, they relinquish the epistemic benefits associated with this usage.

The following also adopts a modest pluralism with respect to ‘function.” My intention is
not to identify a uniquely correct sense of ‘function.’ Rather, there are several concepts of
function that are consistent with this sense of ‘mechanism,’ such as those that appeal to
selection, design (as in the case of artefacts), or contributions to the survival,
reproduction, or inclusive fitness of individuals.’ However, it is important to note that this

sense of mechanism is not consistent with the causal role theory of function or its more

2 Also see Bechtel and Richardson 1993, 17, where the ‘function’ of a part is
characterized in terms of its causal role — that is, its contribution, in tandem with the other
parts, to the ‘behavior’ of the system as a whole. Glennan (2005; 448) uses the term

‘causal role’ to characterize the ‘function’ of a part.

3 See Garson 2011; 2012, which defend a generalized account of the selected effects

theory.



Philosophy of Science Assoc. 23rd Biennial Mtg -326-

recent variants, according to which the function of a system’s part consists merely in its
contribution, in tandem with the other parts of the system, to some phenomenon of
interest to a research community. This is because the causal role theory licenses
ascriptions of function, and hence, ascriptions of mechanism, that are inconsistent with

much of the biological and biomedical literature, as will be shown in Sections 2 and 3.

The view that mechanisms serve functions is not novel; G. C. Williams (1966) forcefully
propounded it in his famous Adaptation and Natural Selection. He proposed that
‘mechanism’ be defined in terms of function; in addition, he held that ‘functions’ are
selected effects (ibid., 9). He maintained that ‘mechanism’ should not be used to describe
incidental effects of a trait or physically inevitable consequences of a trait’s performing
its function (ibid., 11-12). The reason for his insistence is that he regarded the term
‘mechanism’ as synonymous with ‘means,’ but the latter concept is inapplicable in the
absence of a corresponding function, goal, or purpose. Some evolutionary psychologists
have accepted Williams’ strictures on the term ‘mechanism’ (e.g., Tooby and Cosmides
2006, 185; Buss 2005, 69), and similar views have recently been proposed by

Moghaddam-Taaheri (2011) and Moss (2012).* As will be elaborated in Section 2,

4 The difference between Moss’ view and my own is that, according to Moss,
mechanisms need not serve functions. They need only ‘refer to’ the functions (or goals)
of a biological system (pers. comm.) For example, in my view, there are no mechanisms
for pathology because pathologies on the part of a system are not a function of that
biological system. On Moss’ view, there are mechanisms for pathology because to
describe something as a ‘mechanism for pathology’ is to make reference to the goals of a

biological system (since, by definition, pathologies tend to undermine the ability of such

5
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Williams’ usage is consistent with much contemporary biological usage as well. As a
consequence, the working assumption that mechanisms serve functions is a useful
heuristic for philosophers, sociologists and historians to employ in the interpretation of

biological texts.

Section 2 describes the prevalence of this sense of ‘mechanism’ in biology and
biomedicine and its epistemic benefits. Sections 3 and 4 respond to two kinds of
counterexamples that purport to show that this view is largely at odds with biological

usage.

Section 2. Functional Mechanisms. This section does three things. First, it shows how
the notion of a functional mechanism provides a parsimonious explanation for how
mechanisms can break. Second, it shows the prevalence of this sense of mechanism in
biological and biomedical usage. Finally, it describes an important epistemic benefit of
this usage, namely, that it maximizes the inferential coherence of biology and

biomedicine.

Conceptual Parsimony

The fact that (some) mechanisms can break implies that (some) mechanisms are

normative. To say that a mechanism is ‘normative’ simply means that, where Y represents

some biological phenomenon of interest to researchers, it is possible for something to be

systems to realize their goals).
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a mechanism for Y, despite the fact that it cannot perform Y. One way to explain the
normativity of mechanism is by reference to the normativity of function. That is, to say
that a mechanism for Y is ‘broken’ implies that has the function of facilitating Y but

cannot do so.

Moreover, this is a particularly good explanation for the normativity of mechanism
because it exhibits conceptual parsimony. Although the proper explication of ‘function’ is
controversial, there is no great mystery about how functions can be normative (see
Garson 2008 for an overview). For example, according to the selected effects theory, to
say that biological trait X has the function Y is to imply that X was selected for Y by a
natural process of selection. To say that X is dysfunctional with respect to Y implies,
amongst other things, that it cannot do Y. For another example, according to one version
of the ‘goal-contribution” account, the function of a trait is defined, roughly, as its
statistically typical contribution to the survival or reproductive capacity of each member
of the reference class that possesses that trait. To say that a trait cannot perform its

function implies that it cannot make this contribution.

As a consequence, philosophers have availed themselves of the concept of function in
explaining the normativity of other biological categories, such as biological ‘information’
and biological trait classification. For example, for some philosophers, to say that a signal
can carry ‘misinformation’ implies that it fails to fulfill its proper function of indicating
the source (e.g., Dretske 1986). For another example, to say that biological trait

classification is ‘abnormality-inclusive’ is to say that what makes a token of a trait a
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member of a certain type is the fact that it possesses the function that defines the type,
even if it is unable to perform that function (e.g., Neander 1991; Rosenberg and Neander
2009). This observation is not necessarily an endorsement of these approaches to
information and trait classification. The fact that appeals to the concept of function are
plausible and defensible in other biological contexts suggests, however, that it is a
parsimonious strategy for explaining the normativity of mechanism. Below, I will explain

how this strategy is also quite useful in biomedicine.

This is not to say that biologists do not sometimes use the term ‘mechanism’ in some
other sense, one without normative connotations. However, to the extent that it makes
sense to talk about a ‘broken’ mechanism, it is likely that the functional sense of

‘mechanism’ is presupposed.

Consistency with Biological Usage

Biologists routinely explain pathologies by reference to the ‘breakdown,” ‘cooption,’

‘usurpation,’ or ‘interference with,” a biological mechanism. A short list of examples can

be used to illustrate the point:

* “...drugs of abuse can hijack synaptic plasticity mechanisms in key brain

circuits.” (Kauer and Malenka 2007, 844; emphasis mine)
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e “...drugs of abuse can co-opt synaptic plasticity mechanisms in brain circuits

involved in reinforcement and reward processing.” (ibid.; emphasis mine)

¢ “Only by understanding these core synaptic mechanisms can we hope to
understand how drugs of abuse usurp or modify them.” (ibid., 845; emphasis

mine)

e “Itis argued here that potentially irreversible impairments of synaptic memory
mechanisms in these brain regions are likely to precede neurodegenerative
changes that are characteristic of clinical [Alzheimer’s disease].” (Rowan et al.

2003, 821; emphasis mine)

¢ “However, it is possible that a disruption of synaptic plasticity-related
mechanisms by soluble AB also contributes to clinical symptoms.” (Ibid., 826;

emphasis mine)

The fact that biologists often explain diseases in terms of broken mechanisms suggests
that, for these cases, mechanisms are defined by the functions they serve. It does not
imply that biologists always define mechanism in terms of function. But the fact that they
sometimes do so demands an explanation. The explanation offered here is that they are

utilizing the functional sense of mechanism.
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Craver (2001; forthcoming) develops a view of the relationship between mechanism and
function according to which mechanisms serve functions (also see Piccinini and Craver
2011 and MDC 2000, 6). His attempt to give an explicit and lucid account of the relation
between mechanism and function is admirable. However, his particular construal of the
concept of function is overly liberal. I believe that Craver’s overly liberal concept of
function has the tendency to distort biological usage in important ways, and in so doing,
to forgo the epistemic benefits of this more restrictive use. Craver accepts a version of the
causal role theory associated with Cummins (1975). For Craver, all that is required for an
activity of a system (considered in toto) to constitute its function is for there to be a
research community which takes that activity as the focus of its explanatory interest.
Once the research community has (conventionally) selected an activity of the system to
constitute its function, the function of each part of the system can be identified (non-
conventionally) as the contribution that it makes, in tandem with the other parts, to

yielding the function of the system as a whole.

However, this ‘perspectival’ view of function is inconsistent with much of biological and
biomedical usage. For example, if a research community is interested in the
pathophysiology of Alzheimer’s disease, then, according to Craver, it would be
appropriate, from the standpoint of that research community, to say that certain
neurological processes have the function of producing Alzheimer’s disease, and that the
mechanisms that carry out this function are ‘mechanisms for’ Alzheimer’s disease
(Craver forthcoming). But Alzheimer’s disease is almost universally recognized as a

‘dysfunction,” and the causal processes that produce it are often described as the result of

10
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a broken ‘mechanism for’ normal cognitive function, as indicated in the quotations
above. I do not claim that Craver cannot develop his theory in such a way as to make
sense of this discrepancy (see, e.g., Hardcastle 1999 for such an attempt, though I believe
that Hardcastle’s attempt also results in function ascriptions that are inconsistent with
biological usage). My claim, however, is that there is no correlation between the fact that
a research community takes an interest in a phenomenon and the willingness on the part
of the members of that community to describe that phenomenon as a ‘function’ of some
system and the causal processes that carry out that function a ‘mechanism for’ that

phenomenon.

Epistemic Benefits

Lastly, and most importantly, the notion of a functional mechanism has epistemic
benefits. It is a good habit of thought for biologists and biomedical researchers. This is
because it maximizes the inferential coherence of biology and biomedicine. In short,
there are many more states of an organ or organ system that are consistent with pathology
than are consistent with normal functioning. Moreover, these pathological states typically
can be explained as the result of broken mechanisms for normal function. This suggests
that an efficient research strategy for pathology is to attempt to understand the (relatively)
smaller number of mechanisms for normal function and to use that information to both

explain the diversity of pathological states (e.g., Moghaddam-Taaheri 2011, 608-610) as

11
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well as predict the existence of pathologies that may not have been discovered or the

etiology of which is unknown. ’

For example, Lambert-Eaton syndrome and myasthenia gravis are two pathologies of the
neuromuscular junction. The former impairs the motor neuron’s ability to release
acetylcholine (ACh) and the latter impairs the muscle fiber’s ability to respond to ACh. A
researcher may track the etiology of each disease by describing a separate ‘mechanism’
for each, replete with spatial, temporal, organizational, and hierarchical constraints.
Alternately, he or she may track the etiology of each disease by noting that both result, in
an explicable way, from breakdowns in the mechanism for ACh transmission in the
neuromuscular junction. The latter is more useful because it forces the researcher to
integrate information regarding each disease with information about how the mechanism
normally functions, in such a way that information about the former enhances
information about the latter, and vice versa. This is what I mean by maximizing the
inferential coherence of biology and medicine. By the same token, many diseases, such as
anencephaly, spina bifida, and cranioachischisis, result from various breakdowns in the
mechanism for neurulation. Attempting to identify a separate ‘mechanism’ for each

(again, replete with spatial, temporal, organizational, and hierarchical constraints) is less

5 This point is also suggested in Neander (forthcoming), who argues that the practice of
pathology is best served by characterizing pathologies as involving deviations from

normal function. While she does not specifically discuss mechanism, I believe the same
point can be made with regard to mechanism: pathologies are most efficiently described

as resulting from breakdowns in functional mechanisms.

12
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efficient than observing that all of them are explicable consequences of a breakdown in
the same mechanism, seeking to identify that mechanism, and identifying the causal
pathways by which breakdowns in that mechanism lead to disease. The working
assumption that mechanisms are defined by the functions they facilitate helps to

standardize that practice.

I am not claiming that all pathologies can be explained currently in terms of broken
mechanisms. This is because the mechanisms may be unknown, or the functions of those
mechanisms may be unknown. For example, prion-related diseases were believed to be
caused by proteins before it was known what mechanism or mechanisms they disrupt.®
(As it turned out, the prion coopts the folding pattern of other proteins, which disrupts the
ability of the latter to carry out their functions.) In these cases, it should be acknowledged
that the pathology is likely the result of the breakdown of an unknown mechanism, or of
the breakdown of a mechanism for an unknown function, rather than that there is a

‘mechanism for’ the disease.

I am also not claiming that knowledge of the functional mechanism is a logical or
epistemological prerequisite for medical treatment. Rather, when such knowledge is
available, understanding pathology in terms of broken mechanisms enhances the
inferential coherence of the theoretical infrastructure of biomedicine, which may result in
improved treatment for that or related pathologies. Finally, I am not claiming that one

cannot use information about pathology to illuminate the mechanism for normal function.

6 I thank Lindley Darden for this observation.

13
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Certainly, one can use what is known about the pathology (for example, that cystic
fibrosis is associated with mutations in the cftr gene) to assist in discovering the
mechanisms for normal function. Once these corresponding mechanisms are known, the
foregoing considerations suggest that viewing pathology in terms of broken mechanisms

is theoretically and practically advantageous.

Section 3. Apparent Counterexample 1: Mechanisms for Pathology. One main
criticism of this view is that there are many counterexamples to this usage. Though
biologists sometimes describe disease in terms of a ‘breakdown’ of a mechanism, they
often use the expression ‘mechanism for pathology.’ This fact can be confirmed by doing
a search for ‘mechanism for’ in any major biological or biomedical journal. This suggests
that, as a rule, the use of the term ‘mechanism’ is independent of considerations of

function.

It is true that there are numerous apparent counterexamples to this view, that is, instances
in which biologists use the locution, ‘mechanism for pathology.” However, this
expression can often be seen, justifiably, as elliptical for one that has a different
signification than that which philosophers of the new mechanism tradition would
generally attribute to it. Specifically, when a biologist claims to have discovered a
‘mechanism for pathology,’ that locution can often be interpreted as shorthand for the
claim that there is a mechanistic explanation for the pathology. The term ‘mechanistic
explanation’ is used here non-conventionally to describe an explanation that cites a

mechanism. As argued above, pathologies typically do admit of ‘mechanistic explanation’

14
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in this non-conventional sense, because they can often be explained via a breakdown or
cooptation of a mechanism and hence by reference to a mechanism. But in this sense, to
say that there is a ‘mechanistic explanation for’ Y does not imply that there is a
‘mechanism for’ Y. All it implies is that there is a mechanism for some function Z, and Y

results from the breakdown of this mechanism.

For example, two recent popular presentations of scientific articles seem to recognize the
existence of mechanisms for pathologies.” The first is entitled, “Team Identifies
Mechanism of Cancer-Induced Bone Destruction;”® the second, “A Possible Physical
Mechanism of Cancer Metastasis.”® However, a careful reading of the articles on which
they are based shows that they actually support the view that mechanisms serve
functions. For example, in the scientific article on cancer metastasis, the mechanism
identified, and described as a ‘mechanism,’ is merely a mechanism for cell elasticity.
This property has functional significance but can be coopted in such a way as to facilitate
metastasis (Rolli et al. 2010). In the article on bone destruction, the mechanism
described, and described as a ‘mechanism,’ is a mechanism for bone resorption, which

along with bone formation performs the function of maintaining bone structure (Lynch et

7 I thank Stuart Newman for these references.

8 http://www.mc.vanderbilt.edu/reporter/index.html?ID=3979, accessed October 29,

2011.

9 http://www.nasw.org/users/mslong/2010/2010_01/Metastasis.htm, accessed October 29,

2011.
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al. 2005). It explains bone destruction in terms of the dysregulation of the balance

between formation and resorption.

These articles suggest that when biologists talk of a ‘mechanism for’ pathology, the
mechanism in question should often be understood not as a ‘mechanism for’ the
pathology but a ‘mechanism for’ a lower-level component within a pathological system,
which when considered on its own may have functional significance but which may be
coopted to produce pathology. This form of explanation can loosely be called a
‘mechanistic explanation’ because it cites a mechanism. One need not recognize

mechanisms for pathology in order to accommodate this usage.

Despite the fact that many apparent counterexamples are not actual counterexamples,
actual counterexamples to this view probably exist. However, the existence of actual
counterexamples should not be taken to discredit the theory as a whole, so long as these
counterexamples are infrequent. This is because the property of facilitating a function is
not a necessary condition for characterizing every instance of the term ‘mechanism’ in the
biological literature, but only a distinctive and prevalent subset. Along the same lines,
some of the founding documents of the new mechanism tradition emphasize that the
various definitions of ‘mechanism’ offered are not intended as necessary and sufficient
conditions for use, but as characterizations that emerge from philosophical reflection on
biological usage (e.g., Darden 2006, 273). The proposal offered here should be taken in a
similar spirit. One consequence is that the mere existence of isolated counterexamples

need not disqualify this proposal; in the same way, the fact that scientists do not always
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use the term ‘mechanism’ with the rich spatial, temporal, organizational, and contextual

constraints associated with the new mechanism tradition need not disqualify the latter.

Explications of biological ‘mechanism’ should be judged, not in terms of their
consistency with every conceivable instance in which a scientist uses the term, but in
terms of the benefits and costs of accepting the proposed usage. The last section
presented three benefits associated with the notion of a functional mechanism. The cost is
that there may be occasional counterexamples that cannot be accommodated in the
prescribed fashion. In order to discard this view, one would at least have to show that the
actual (and not merely apparent) counterexamples are numerous enough to render the
analysis largely inconsistent with biological usage, to the point where the benefits are
outweighed by the fact that it often produces misunderstandings, that it thwarts
philosophical attempts to understand the way biologists reason about the world, or that it

does not constitute a good methodological strategy for biology.

Section 4. Apparent Counterexample 2: Natural Selection as a ‘Mechanism’.
Scientists often describe natural selection as a ‘mechanism’ of evolution (e.g., Havstad
2011, for examples). This has produced a debate amongst philosophers of biology about
whether natural selection is a mechanism in the sense characterized by the new
mechanism tradition. Some have argued that it is not a ‘mechanism’ in that sense because
it does not exhibit a unique decomposition into parts (e.g., Skipper and Millstein 2005,
336); there is too much variability in the spatial or temporal organization of the parts

(Ibid., 338; Havstad 2011); it fails to exhibit the kinds of activities or interactions
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characteristic of mechanisms (Skipper and Millstein, 2005, 341); or the stages of natural
selection are connected by probabilistic and non-deterministic links (Ibid., 343; also see

Darden 2006, 278-9 and Barros 2008 for a response).

According to the sense of ‘mechanism’ sketched above, natural selection is not a
mechanism of evolution because natural selection does not have a function. This is the
case whether one appeals to the selected effects theory of function or the goal-
contribution theory. On the selected effects theory, something has a function only if it was
selected for by a selection process. Natural selection itself, however, is not selected for.
On the goal-contribution theory, the function of a trait consists in its (statistically typical)
contribution to the goal of a biological system in which it is contained (that is, of which it
is a component). Though natural selection can promote the evolution of such goal-
directed biological systems, it is not in any obvious sense a ‘component’ within a
biological system. There may be another sense of the term according to which natural
selection is a ‘mechanism,’ such as the causal role view, but as noted above, this sense is
largely inconsistent with biological usage. The fact that there is a serious disagreement
regarding whether or not natural selection is a ‘mechanism’ of evolution suggests that

some of the disputants may have something like functional mechanisms in mind.

While natural selection is not a mechanism, this would not prevent other evolutionary
processes from having ‘mechanistic explanations’ in the functional sense. Mutations, for
example, often result from breakdowns of mechanisms for replication, proofreading, or

mismatch repair. Williams (1966, 125) shows admirable consistency in his use of
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‘mechanism’ and ‘function’ when he states that mutation is not a ‘mechanism for’
producing offspring with new combinations of genes, because mutations do not have a
function. It is possible that some mutations result from a functional mechanism (rather
than a broken mechanism). There are hypothesized mechanisms for upregulating the
mutation rate in the face of environmental stress, via, e.g., the upregulation of error-prone

DNA polymerase Pol IV (Darden 2006, 248-267).

The notion of a functional mechanism has important implications both for philosophical
discussions about mechanism and for biology and biomedicine. First, it highlights a
distinct sense of ‘mechanism’ that is prevalent in biology and biomedicine and that has
been largely neglected. Second, this sense of ‘mechanism’ maximizes the inferential
coherence of biology and biomedicine. Third, it helps to diagnose and resolve various
disagreements about the scope of ‘mechanism,’ specifically, whether there are

pathological mechanisms or whether or natural selection is a mechanism.
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ABSTRACT

Many scientific models are non-representational in that they refer to merely possible
processes, background conditions and results. The paper shows how such non-
representational models can be appraised, beyond the weak role that they might play as
heuristic tools. Using conceptual distinctions from the discussion of how-possibly
explanations, six types of models are distinguished by their modal qualities of their
background conditions, model processes and model results. For each of these types, an
actual model example — drawn from economics, biology, psychology or sociology — is
discussed. For each case, contexts and purposes are identified in which the use of such a
model offers a genuine opportunity to learn — i.e. justifies changing one’s confidence in a
hypothesis about the world. These cases then offer novel justifications for modelling
practices that fall between the cracks of standard representational accounts of models.

1. Introduction

Philosophers’ approaches to appraising models have largely been focused on their
representational functions. Models are representations; they are good models to the extent
that they are good representations. Various criteria for good representations have been
proposed, from isomorphism (van Fraasen 1980) through similarity (Giere 1988) to
partial resemblance (Méki 2009). The implicit assumption underlying these accounts is
that models represent real targets — entities or properties that are found in the real world.
Without this assumption, none of the assessment criteria for models would have much
bite: they require comparing model properties with properties that can be independently
observed, measured, or at least indirectly inferred.

This differs notably from the way many modellers describe their own work. Instead of
seeking to represent aspects of the real world, they claim to be aiming at constructing
possible or parallel worlds that may give relevant insights about the real world in more
indirect ways (for an elaboration oft his view, see Sugden 2000). In particular, they claim
that these model constructions involve reference to possible processes, possible
background conditions, and even possible phenomena or properties. Let me call such
models  non-representational models. Crucially, modellers claim that non-
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representational models (at least sometimes) offer a genuine contribution to our
knowledge about the real world.

Philosophers, if they treat such cases at all, have by and large appraised such non-
representational models as playing merely a heuristic role, for example in “conceptual
exploration” (Hausman 1992), “getting acquainted with mechanisms” (Hartmann 1995),
“define the extreme of a continuum of cases” (Wimsatt 2007), or facilitating “creative
thought” (Holyoak & Thagart 1995). This heuristic justification is weak, because success
criteria for such functions are unclear in the extreme. Furthermore, it places the use of
non-representational models in the same category as taking a walk, reading the
newspaper, or whatever else scientists do in order to inspire themselves to novel theory
development. Bunching non-representational modelling together with practices that
cannot be rationally accounted for seems an unsatisfactory state, which this paper seeks
to repair.

Section 2 offers a characterisation of learning from models, and what kind of hypotheses
might be learned from non-representational models. Section 3 employs conceptual
distinctions from the discussion of how-possibly explanation, in order to analyse different
kinds of possibility claims made with non-representational models. Six kinds of non-
representational models will emerge. Section 4 illustrates each kind with a concrete
scientific model, and argues that in particular contexts and for specific purposes one
learns from each. Section 5 concludes.

2. Learning from Models

Modelling is a set of reasoning practices for cognitively limited beings (Wimsatt 2007).
The inferences one can legitimately draw from scientific models are inferences from
information already contained in one’s set of beliefs.' An ideal Bayesian agent would
have no use for scientific models. Being very much unlike ideal Bayesian agents, humans
often have to rely on models to justify some of their beliefs.

It is in this sense that we can learn from models. Models facilitate their users in making
inferences from their own background beliefs. If these inferences affect the model user’s
beliefs about some other hypothesis, then the model user learned from the model.
Learning from a model M, I suggest, is constituted by a change in confidence in certain
hypotheses, justified by reference to M.

! Including beliefs one accepts only tentatively, e.g. for the purpose of a thought experiment.
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We do not learn from models in the same way as we learn from straightforward
observation. Although observation (of the model) is often part of modelling, we
ultimately do not want to learn about the model artefact, but about the real world. Thus
the learning I will focus on in this paper concerns changes in confidence in a hypothesis
about the world.

With representational models this is accomplished by (i) investigating certain properties
of the model and (ii) establishing that the model is a sufficiently accurate representation
of a (real world) target, in order to license an inference from model to target.
Aerodynamic behaviour of a scale model of a new type of airplane, for example, is
investigated in a wind tunnel. It is then concluded that an actual airplane of that type has
similar properties, given that scale model and actual plane are sufficiently similar with
respect the proportions of their hull elements, the geometry of their wings, etc. If the
model user believes in the truth of the model investigation and the sufficient similarity
between model and target, and her prior beliefs about the plane’s aerodynamics are not
identical to the model result, then she has learned from the model about the world.

I claim that one can similarly learn from non-representational models. That is, reference
to non-representational models may justify changing one’s confidence in some
hypothesis about the world. By definition, this cannot be accomplished by a belief in the
model being a sufficiently accurate representation of a (real world) target. Instead, the
inference from model to hypothesis must be licensed differently. I will argue that typical
beliefs that license such inferences are those that consider certain background conditions
or certain processes “possible”, or “credible” (Sugden 2000). Hypotheses whose
confidence change is justified through reference to such models include the following

types:

* That an entity or property is possible. A special case of this is the hypothesis that
something is impossible in the actual world.

* That a process yields a property. A special case of this is the hypothesis that an
actual process does or does not have the capacity (in non-actual circumstances) to
bring about a certain property.

e That an entity or property possibly is a cause of an actual phenomenon

Of course, such hypotheses do not make claims about particular actual entities or about
properties instantiated in the real world. To justify changes in such hypotheses would
require models that represented these entities or properties sufficiently well.
Nevertheless, these hypotheses are about the world. Reflecting on the impact of such
hypotheses on explanation or control supports this claim. Consider for example:
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* A policy maker seeking to reduce urban segregation might change her policies
upon learning that racist preferences are not a necessary cause of segregation.

* A scientists seeking to explain a population dynamic might change his explanatory
strategy when learning that this dynamic cannot be produced from actual background
conditions with a set of plausible migration decision rules alone.

* A policy maker who learns that preferences for reciprocation are adaptive under
certain possible conditions might change her evaluation of certain institutional
regulations.

Thus, changes in confidence of hypotheses of the above kind affect the ways we seek to
explain and control the actual world. If non-representational models would justify
changes in the confidence of such hypotheses, one would learn from such models about
the world.

3. How-Possibly Explanations

Schematically, a model consists of a set of initial conditions O, a model process P and a
model result R, derived from this process and the initial conditions. One learns from such
a model if R affects one’s confidence in a hypothesis about the world. In the case of
representational models, this may be because Q and P are sufficiently similar to a target
to consider R relevant for that target, and hence information contained in R relevant for
the confidence one has in hypotheses about the target. In the case of non-representational
models, this may be because Q and P are at least considered possible, plausible or
credible enough to consider R a relevant possibility. Considering R a relevant possibility
then may affect one’s confidence in certain hypotheses.

What part of a model is considered merely possible (rather than actual) and what kind of
possibility is meant here will crucially influence whether the model result is considered a
relevant possibility. It is therefore helpful to analyse different model types by the
different possibility claims they contain. Here the extant literature on how-possibly
explanations is very instructive. This literature controversially discusses what
characterises how-possibly explanations, what distinguishes them from how-actually,
potential, or how-possible explanations, and whether how-possibly explanations are
explanations at all. In this paper, I eschew these controversies. Instead I use the
conceptual distinctions offered by this debate to categorise different kinds of models, and
to elicit the purposes and contexts in which the respective model types might offer
learning opportunities.

The debate commences with Dray’s (1957) claim that how-possibly explanations have a
different aim and a different structure from how-actually explanations. How-possibly
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explanations aim at giving an account how events that are considered impossible could
have happened. How-actually explanations, in contrast, aim at accounting for how actual
events have happened. Furthermore, Dray argues that how-possibly explanations rebut
the impossibility of the explanandum by giving a necessary condition for its occurrence.
He contrasts this with actual explanations offering sufficient conditions for their
explanada. Reiner (1993) has criticised Dray’s account, pointing out that how-possibly
explanations do not really identify necessary conditions of the explanadum, but rather
necessary parts of a sufficient condition for the explanadum.

This distinction is relevant for the present analysis. Actual explanation requires the
identification of true (sufficient parts of) causes that brought about the explanadum.
Representational models are one mode of identifying and representing these causes.
How-possibly explanations, in contrast, identify elements of possible causes for an
explanadum. Models can represent such possible causes — and hence contribute to how-
possible explanations — without representing real-world targets. How-possibly
explanations, in Dray and Reiner’s sense, give non-representational models a purpose.

More recently, how-possibly explanations have been interpreted not in contrast to how-
actual explanations, but rather as their precursors. According to this view, how-possibly
explanations are similar to how-actually explanations, in that they satisfy most
explanatory virtues, but they are inferior in that they lack adequate empirical support
(Resnik 1991, 143). In particular, they are reasonably complete, showing how the
explanadum was generated through a process from initial and background conditions. But
process and background conditions are not well supported empirically, so that the
account offers a mere possible, partial or potential explanation.

One may disagree whether Resnik’s type should fall into the category “how-possibly
explanation” (for a negative view, see Forber 2010). What is clear, though, is that non-
representational model often serve the purpose that Resnik describes, and that this
purpose is different from the one Dray and Reiner identify. First, models serving
Resnik’s type of how-possibly explanation will yield a result that represents a real-world
target — otherwise, the similarity to how-actually explanations would not even arise.
Models serving Dray-Reiner type how-possibly explanations, on the other hand, may
yield results that do not represent real-world targets. Second, models for Resnik-type
how-possibly explanations must be “reasonably complete” in order to be turned into how-
actual explanations when empirical evidence for their similarity to some real-world target
is forthcoming. No such requirement is imposed on models for Dray-Reiner type how-
possibly explanations. They may serve their purpose of rebutting impossibilities with a
rather sketchy structure, singling out only certain possible processes or background
conditions.
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Dray type how-possibly explanations focus on identifying some conditions that show the
possibility of the explanadum. Another kind of how-possible explanation instead focus on
indicating the sort of process through which the explanadum took place (Reiner 1993).
Consecutive authors point out that this may consist in a mere proposal of a possible
mechanism, or alternatively in providing a partial mechanism that in fact had the
explanandum as outcome. In the latter case, the actual mechanism that produced the
explanadum is identified, but in a way insufficient “to see more how the explanadum
phenomenon was produced” (Persson 2011). Both purposes are served by non-
representational models — the first by a model presenting a possible process, the second
by a model presenting an actual process without sufficient causal detail, under possible
background conditions.

Finally, Forber (2010) distinguishes between global and local how-possibly explanation.
Global how-possibly explanations account for the possibility that an idealised object has
a certain property, produced by a possible process from possible background conditions.
Their purpose is to investigate the capabilities of general model processes (Forber 2010,
33). Local how-possibly explanations, in contrast, account for the possibility of a real
target object having a certain property, produced by a possible process from actual
background conditions. Their purpose is to guide speculation on how a particular model
process can produce actual target properties. Forber’s distinction thus points to a
difference between non-representational models with an abstract result, and those with a
concrete result.

Let me summarise. Non-representational models have a number of distinct purposes,
which have been discussed in the philosophical literature under the heading of “how-
possibly explanation”. As the analysis of some of the key controversies in this literature
showed, this notion contains a number of disparate scientific objectives — some of them
explanatory, some offering other forms of epistemic gain, some merely heuristic.
Crucially, these different purposes are served by different kinds of non-representational
models. These models kinds can be distinguished by the modalities of the model result,
the model process and the initial conditions. Keeping things simple and merely
distinguishing between actual and possible (non-actual) processes and initial conditions,
and concrete and abstract model results, we get six different kinds of non-representational
models.” In the next section, I discuss each of these six non-representational models at the
hand of an example, showing how in particular situations and for particular purposes, one
can learn from each.

2 Excluding both the representational model with actual initial conditions, actual process and concrete
model result, as well as the representational model with actual initial conditions, actual process and abstract
model result.
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4. Six Cases of Learning from Non-Representational Models

My preceding abstract discussion leaves many ambiguous cases — a model may contain,
say, some merely possible initial conditions, and still represent the workings of an actual
process producing some abstract actual property (as e.g. Méki 2009 argues). Whether
such a case is to be counted as a representational or non-representational model will
depend on the interpretation of the intentions of the modeller and the objectives of the
models’ users. Instead of debating this in the abstract, it will be perhaps more fruitful to
discuss the issue of learning from non-representational models at the hand of concrete
examples.

In the following, I give examples for each of these six kinds of non-representational
models. For each case, I identify contexts and purposes in which these respective models
offer an opportunity to learn about the world.

i. Possible initial conditions, possible process, abstract result

Axtell and Epstein’s (1996) sugarscape is a set of models consisting of agents with
individual rates of metabolism and fields of vision, a two-dimensional (51x51 cell) grid
which contains different amounts of sugar on each cell, and rules governing the
interaction of the agents with each other and the environment. In every step agents look
around, find the closest cell filled with sugar, move and metabolize. If their sugar level is
below their metabolism rate, they die. Harvested cells grow back one unit of sugar per
time period. Using this basic set-up, Axtell and Epstein construct a model of migration,
where agents’ maximum vision is 10, and all agents are initially clustered together in one
rectangular block in the southwest the grid. The authors do not claim that either the initial
conditions of the model or the processes established by the model rules represent any
actual target; they thus propose a non-representational model with merely possible
background conditions and process.

Axtell and Epstein’s model produces “waves of migration”: a group of agents move
outward in north-easterly direction from the initial cluster. Only when this group has
progressed a considerable distance does the next group follow them. Although they
mention wavelike movements in some mammal herds and economic “herding” as target
for other models, they do not argue that the result of their model represents any such
actual case. Instead, their result is a mere abstract pattern that might be instantiated in the
real world.

And yet, one might learn from this model. Axtell and Epstein write that the model
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produced “a phenomenon we did not expect” (Axtell and Epstein 1996, 42). Then they
analyse the waves as produced by the interplay of food search and consumption by
agents, and the slow regrowth of sugar; and they analyse the northeast direction of the
migration (a direction in which single agents cannot move) as produced by “a complex
interweaving of agents” (ibid.). The model thus justifies reducing one’s confidence in the
hypothesis that waves of migration cannot arise from mere food dynamics or that they
cannot go in directions single agents cannot move. Because such patterns might be
instantiated in the real world, such hypotheses are hypotheses about the real world.
Anyone who had high confidence in these hypotheses (like apparently the authors
themselves) learned from this model.

ii. Actual initial conditions, possible process, abstract result

Schelling’s (1971) checkerboard model produces an abstract pattern of spatial
segregation that he claims can be found in many cities, but which is not associated with
any concrete settlement or even type of settlement. Schelling produces this abstract result
with two types of tokens, initially distributed randomly over a checkerboard. Tokens
move according to an iterated rule until no more movements occur. The rule is this. For a
given token, if more than half of the tokens on (Moore-) neighbouring fields are of a
different type, then this token will move to another vacant field with less than half of the
neighbouring fields occupied with tokens of the other type. Schelling neither claims this
process to represent an actual migration process, nor the checkerboard to represent an
actual neighbourhood. But he claims that the process is started by an actual initial
condition, namely the (non-racist) preference of individuals not to be in the minority. It is
the one aspect of his model that he seeks to connect with the actual world, citing
behavioural examples from restaurants, clubs and classrooms. Schelling’s checkerboard
model thus is a non-representational model with many possible and one actual initial
condition, a possible process and an abstract result.

We learn from Schelling’s model because it shows the possible production of an abstract
pattern (a segregation of the two types of tokens on the checkerboard) from possible and
one actual background condition and a possible process. In the context of spatial
residential segregation, where the abstract segregation pattern might be realised, this
possible production result is of particular importance: until then it was widely believed
that racist preferences were a necessary cause of segregation. Schelling’s model shows
that segregation patterns might be produced by another cause, which is an actual
condition in many real-world populations: namely the preference no to be in the minority.
The model result thus justified changing one’s confidence in hypotheses about racist
preferences being a necessary cause of segregation. Anyone who had high confidence in
such hypotheses learned from Schelling’s checkerboard model.
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iii. Possible initial conditions, actual process, abstract result

Giith’s (1995) indirect evolutionary approach offers a model of preference evolution,
which produces preferences for reciprocity. The model starts with a population of agents,
who have different preferences over objects of choice (e.g. consumption bundles or
behavioural strategies). Agents’ rational choices then are determined according to their
preferences, so that different preferences lead to different choices. Depending on their
choice (and the environment in which the choice is made), an agent will have greater or
lesser reproductive success than other agents with different preferences and hence
different choices. Assuming that preferences are inherited, differential reproduction of
agents then leads to differential replication of preferences in the population. Clearly, the
background conditions of this model, in particular the distribution of preferences in the
population, and the differential reproductive success of certain choices, are mere
possibilities. The process by which the model result is produced, however, is an actual
process, namely natural selection through differential reproduction. It has clear
instantiations both in the domains of cultural and biological evolution. The result —
preferences for reciprocation — are only described in abstract terms, and Giith makes no
attempt to link it to concrete real-world targets. Nevertheless, one can learn from Giith’s
model. It shows that preferences with certain abstract properties® can be produced
through selection in non-actual circumstances. That is, anyone who with high confidence
believed that reciprocation, fairness or trust cannot be adaptive traits has good reason to
change his belief when confronted with this model.

iv. Possible initial conditions, possible process, concrete result

Ainslie’s (2001) feedback model of self-control produces a concrete result: the moderate
impulsivity of human choices in the absence of precommitment devices, exemplified for
example in the considerable number of addicts, most of whom eventually overcome their
addiction. Ainslie produces this result with a possible description of delayed human value
as an inverse proportion of delay, and a possible process of recursive self-prediction —
prediction that is fed back to the on-going choice process. This description of value (also
known as hyperbolic discounting) was first developed in order to account for impulsive
choice, and hence is considered an actual initial condition by some. Yet the moderate
impulsivity of human choice has led many to doubt that humans actually discount future
value hyperbolically. It is exactly the aim of Ainslie’s model to show that the hyperbolic
description is compatible with moderate impulsiveness, by directly stoking it on the one
hand, and by indirectly moderating it through a process of self-prediction that arises from
this hyperbolic form itself. In the model, Ainslie thus intentionally casts the hyperbolic
shape as a mere possibility. Furthermore, Ainslie readily admits that the process of
recursive self-prediction is inaccessible to controlled experiment, and hence remains a

? In this case reciprocation, but in related papers Giith also produces preference for fairness and trust.
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mere possibility.

Interestingly, in Ainslie’s model, the proposed process of recursive self-prediction arises
as a reaction to hyperbolic discounting, and it acts on future choices in the way often
described as an effect of “the will” or “volition”. Thus, one learns from Ainslie’s model
in two ways. First, the model justifies a change in confidence in the hypothesis that
intertemporal behavioural data is incompatible with a hyperbolic shape of discounting.
Second, the model justifies a change in confidence in the hypothesis that self-control can
grow “from the bottom up” — from reactions to the hyperbolic shape of discounting. In
Ainslie’s words: “a small number of selected thought experiments yield a valid rejection
of the null hypothesis — that contingent self-prediction is unnecessary for volition”
(Ainslie 2009, 145). All those who had low confidence in such a claim learned from the
failure of this model.

v. Actual initial conditions, possible process, concrete result

Axtell’s et al. (2002) Anasazi model fails to produce a historically documented
population dynamic of a settlement in the US southwest from soil and meteorological
data, through any member of a set of possible migration decision processes of the
modelled people. These possible decision processes involved rules whether to reproduce,
to split up households, or to leave the settlement, given harvest levels. The model thus
seeks to produce a concrete, actual phenomenon from actual initial conditions through a
set of possible model processes. One can learn from this model by learning from its
failure.

In particular, reference to the model justifies changing one’s confidence in the hypothesis
that the Anasazi’s migration decisions based on subsistence considerations was sufficient
to produce the exodus of the Anasazi around 1400 AD. Axtell’s et al. model shows that
with plausible processes, such a result cannot be produced from the actual conditions.
Therefore, the model justifies increasing one’s confidence in the belief that another
capacity (cultural “pull factors” as the authors call it, in contrast to subsistence
consideration “push factors”) must be included in a model to produce the actual
population dynamics from the initial conditions.

vi. Possible initial conditions, actual process, concrete result

Trivers (1971) reciprocal behaviour model produces a concrete actual result, the
particular behavioural patterns exhibited by cleaner fish (labroides dimidiatus) and their
hosts. To this end, it employs an actual process, frequency-dependent selection, which is
found in many instances of biological and cultural evolution. Cleaner and host, so Trivers
argues, are engaged in a indefinitely repeated Prisoners’ Dilemma game, where the gains
of cooperation (i.e. the cleaner cleans and the host does not eat the cleaner) are

10
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sufficiently high to ensure differential reproductive success over unilateral defection.
However, Trivers’ model does not employ actual, but rather possible background
conditions. In fact, the very purpose of Trivers’ model is to identify initial conditions that
would license a selection explanation of reciprocal behaviour between cleaner and host.
These include:

“. . . that hosts suffer from ectoparasites; that finding a new cleaner may be
difficult or dangerous; that if one does not eat one’s cleaner, the same cleaner can
be found and used a second time; that cleaners live long enough to be used
repeatedly by the same host; and if possible, that individual hosts do, in fact, reuse
the same cleaner” (Trivers, 1971, 41).

That Trivers list these conditions in this way makes clear that his model is a non-
representational model with merely possible initial conditions. Yet one learns from this
model: it gives one good reasons to change one’s confidence in hypotheses about what
the necessary conditions are for reciprocal behaviour between cleaner and host to be an
adaptive trait.

5. Conclusions

I have argued that one might justify non-representational models by showing that one
learns from them about the world. I did not claim that one can learn from every non-
representational model, and therefore that every non-representational model is justified.
Instead, I described a possible way of appraising them, which is stronger than merely
justifying them as heuristic tools.

To this end, I characterised learning as justifying a change in confidence in certain
hypotheses about the world. I then discussed a number of hypotheses relating to
possibility claims, and argued that changing one’s confidence in any of them would affect
the way scientists and policy makers seek to explain and control the actual world. These
hypotheses, although relating to possibility claims, thus are about the world.

To analyse different kinds of possibility claims made with non-representational models, I
employed conceptual distinctions from the discussion of how-possibly explanation. Six
kinds of models emerged, distinguished by the modality of their background conditions,
processes and results. Each of these kinds I illustrated with a concrete scientific model. In
particular contexts and for specific purposes, I argued, one could learn from each of
them. By demonstrating this, I showed that it is possible to justify each type of non-
representational models, in particular contexts and for specific purposes. This concludes
my argument.

11
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1. Inference to the Best Explanation and the Threat of Vacuity

To illustrate the advantage ohference to the best explanatighenceforth, IBE) over
enumerative induction, Harman (1965, 9drVites us to consider inferences from
samples to populations and the question of “when a person is and when he is not
warranted in making the inference from “All observed A’s are B’s” to “All A’s are B’s™”.

Harman continues:

The answer is that one is warranted in making this inference whenever the
hypothesis that all A’s are B’s is (in the light of all the evidence) a better, simpler,
more plausible (and so forth) hypothesis than is the hypothesis, say, that s

is biasing the observed sample in order to make us think that all A’s are B’s.

Clearly we can posit various reasons for why all the obsexvedere also B’s. It might
bethat “All A’s are B’s”; someone could have purposefully manipulated the sample to
deceive us; perhaps our method for selecting subjects ensures, or makes it likely
will observe only thosé ’s that are also B’s, and so on. Furthermore, and equally
patently, the actual reason for the observed regularity will be different in different |
We observe only male drones, because all drones are Wiatie. that’s pumped through
an effective filter will contain no contaminants above a certain size; the absence o
contaminants from the original water supply, however, often will not be the reasor
the filtered water is purédarman supposes that such reasons can function as
explanations. Let’s concede that for now. Faced with competing explanations for ar
observed regularity Harman urges us to infer to the truth (or approximate truth) of

whichever explanation is best.
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Harman’s proposal is thoroughly sensible we should infer that hypothesis which is
“better” and “more plausible”.! However, without some guidance concerning how w
identify the best, from competing explanations, and Harman has named a problen
solved it. Insofar as IBE is regarded as a substantive theory of confirmation, its ac
can’t rest content with an interpretation that advises only to infer that conclusion wr
most plausible. Seemingly thoufflarman’s phrase is sufficiently seductive, and has
become sufficiently well-entrenched, that it is now hard to appreciate how vacuou
advice really isHad Harman suggested we infer ‘that hypothesis which seems most
plausible in light o&ll available evidence’, the attenuated condition of the suggestion
would perhaps be more immediately apparent. If inferring to the best explanation
different, for Harmanit’s hard to see how. On inspection, inference to the best

explanation can appear quite insipid.

Lipton (2004), cognizant of the problem, offers a general means of responding.
Unfortunately his development of that response opens him to critical objecticnd;1l
argue in Section 2. The problem#h Lipton’s response trace to a failure to identify
explanatory virtues, as distinct from virtues of the hypotheses that feature in the
explanation. This diagnosis leaves room for a successful defense of IBE that utiliz
Lipton’s general strategy, but insists on peculiarly explanatory virtues, burdening

advocates for IBE with the task of identifying such. Turning to the work of Woodw

! Harman does, in addition, suggest that better explanations are simpler, less ad |
explain more. However, these concepts are insufficiently well-defined to provide t

guidance in the face of competing explanations.
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(for example, Woodward (2003)’11 argue in Section 3 that distinctive explanatory
virtues are apparent within the sciences and, furthermore, that it is not implausibls
suggest that these reliably guide theory chdteet of Woodward’s project involves
discriminating descriptiagifrom explanations. An implication of this distinction is th:
Harman’s example, above, might fall outside the scope of IBE, a possibility I discuss anc
welcome in Section 4. The purpose of the paper is not a complete defense of exg
reasoning, but an attempt to motivate two important pieces of the groundinstrko
urge that IBE requires the identification of explanatory virtaeé can’t rely on the
theoretical virtues of those hypotheses that are centrally invohateixplanation;
second, to suggest that IBE has a limited scope, for purposes of understanding a
reasoning, which we might move some ways towards delineating by distinguishin

descriptions from explanations.

2. Loveliness, Likeliness, Matching, Guiding

Concerned that IBE avoid appearing trite, Lipton responds in part by distinguishir
senses ofbest explanation’. The likeliest explanation, for Lipton, is that which is most

likely to be correct. Informed that two theories each explain some phenomenon, v
establish the likeliest explanation by evaluating which theory is best supported by
available evidence. To infer to the likeliest explanati@meedn’t attend to anything

about the explanations themselves; it is the well confirmedness of the respective
that matters. The loveliest explanation, in contrast’t be determined by attending tc
the merits of the underlying theory. Lipton suggests that the loveliest explanation

“provides the most understanding”. White (2005), endorsinbipton’s distinction,
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suggests that explanations are oftelued for “the degree of satisfactiofi they deliver
explanations might disappoint because they are implausible, but also and alternat
because they car “deeply unsatisfying”. Having made this conceptual distinction,
Lipton and White each suggest that IBE is a potentially important tool for investige
inductive reasoning, because explanatory loveliness might prove a reliabléoguide
explanatory likeliness. If this connection between loveliness and likeliness is real,
could justifiably appeal to the loveliness of an explanation for purposes of defendil
conclusions about which theory or hypothesis is most plausible, at least in some

circumstances.

One concern with the proposal, as described, is that the concepts of understandin
satisfaction threaten to introduce a worryingly subjective dimension. What helps o
person understand some phenomenon might differ from what helps another; expl:
satisfy some folks, but not others. Judgments about differences in explanatory qui
ride on these kinds of consideration are unreliable markers of underlying plausibili
Lipton at leasts careful to distance himself from overly psychological interpretation
the relevant concepts, but we can avoid such connotations altogether since the bz
distinction suffices. Explanations can be evaluated in terms of the plausibility of th
theory that motivates them, or in terms of features that are peculiar to explanation
independent of associated theori@swhat follows 1’11 use the phrase ‘explanatory

virtue’ to denote the latter. IBE avoids the charge of triviality by distinguishing

explanatory virtues from the overall merits of a theory, and defining the rule as an

inference based on the form#re plausibility of the ruleat least if it’s understood
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normatively, hinges on whether explanatory virtues reliably guide us towards a pr¢

evaluation of available theories.

In furtherance of his claim that explanatory virtues need not be subjective, Lipton
suggests simplicity, provision of mechanisms, scope, precision, among others, as
appropriate measures of explanatory loveliness. None are unproblematic concept
Lipton concedes. Nevertheless, attaching loveliness here helps remove any linget
specter of subjectivity. Barnes (1995) protests, however, that these are not reliabl
to underlying plausibility. Suppose we have two competing explanations, but only
provides a mechanism. Whether we prefer the mechanistic explanation depends ¢
independent plausibility of the mechanism, suggests Barnes, rather than any intrir
valuein describing mechamiss Lipton offers no obvious means of evaluating
mechanistic hypotheses, but providing themm't be a reliable means of improving an
explanation, or choosing between competing explanations, because even contrive
outrageous suggestions about the underlying mechanism describe a mechanism.
raises similar complaints against the other putative explanatory virtues that Lipton

describes.

Against the first edition of Lipton’s book Barnes objections seem pertinent. Lipton (199:
asserts that “mechanism and precision are explanatory virtigd 18), “unification makes
for lovely explanations” (119) and suggests that elegance and simplicity are also qt
of explanatory loveliness (68). He further argues that by attending to these qualitie
are typically, reliably directed to the most plausible hypothesis. Lipton is unfortuna

silent, however, on the issue of how we should balance the pursuit of these variot
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virtues, which might pull in opposing directions. If each virtue is evaluated in isola
then Barnes objections are critical: discriminating purely on the basis of the prese
absence of a mechanism, for example, will often warrant an implausible inference
the other hand, Lipton intends us to weigh all explanatory virtues and reach an
appropriate balance between them, then his failure to describe how this should b
conducted leaves the account disconcertingly obstiptn’s earlier defense is either
reasonably transparent, but implausible, or quite opafpueever, Lipton’s defense
shifts between the two editions of his book. In the more recent he argues explicitl
correspondence between theoretical and explanatory virtues, then argues indepe
and on empirical grounds, that we in fact use the latter to evaluate the former. W!
discussed as “matching” and “guiding” in the later edition are not distinguished in the
earlier. Lipton hereby implies that the likeliest and loveliest explanations will each
provide the best balance of various virtues, although again Lipton provides no gu
on how we are to recognize the best tradeciffen Lipton’s new strategy it becomes
hard to accuse him of proposing an unreliable rule of inference, since it’s a rule that by
definition should guide us towards that conclusion which best instantiates all thos
theoretical virtues that are typically assumed important. The problem&ipitin’s new

strategy lie elsewhere.

One prominent themia Lipton’s book is that IBE describes our inferential practices
better than alternative accounts. Lipton claims such advantages over Bayesianist
hypotheticodeductivism and Mill’s methods of causal reasoning. Deficiencies with each,

in terms of how well they describe our inferential practices, suggest either their
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replacement with IBE or, in the case of Bayesianism, augmentation with explanatc
considerations. These comparative claims have been challenged. Rappaport (19¢
defends Mill’s methods against Lipton’s concerns. Bird (2007) argueghat Lipton’s
objections are largely ineffective against hypothetico-deductivism. Douven (2005)
that Lipton says too little about how and why Bayesians should build explanatory
considerations into their framework. Furthermore, even if we concede that IBE ber
describes our inferential tendencies,don’t thereby achieve any normative justificat
for explanatory reasoning. What Lipton does say about the normativity of the rule

uninspiring.

According toLipton’s matching claim, explanatory reasoning is justified since
explanatory considerations direct us towards that hypothesis which is most precis
greatest scope, and so on, which Lipton suggests render that hypothesis most prc
However, Lipton offers little by way of analysis for these theoretical virtues.
Consequently, because they’re nobriously vague, and because it’s hard to justify why
they matter for purposes of confirmation, and because we don’t know how to balance
these often competing qualities against one another, Lipton leaves many hostage:
fortune. The justification for explanatory reasoning is entirely derivative, and it is
derivative on something that’s worryingly vague. There is no answer as to why we st
value a rule that directs us towards the simplest hypothesis, other things being eq
However, we might reasonably expect that if a theory of confirmation is going to p

premium on considerations of simplicity, then it should justify that decision. Leavir



Philosophy of Science Assoc. 23rd Biennial Mtg -366-

manyconcepts unanalyzed might leave us again wondering whether there’s any real

substance to IBE.

The failure to more carefully define these concepts becomes problematic again wi
turn to Lipton’s guiding principle. It is suggested both that, as an empirical matter, we
tend to be impressed by explanatory considerations and, when confronted with co
explanations, it is the simpler, more precise, and so on, that is inferred. However,
no obvious reason to suppose that the sense of simpliatty employ when making
judgment about competing explanations will be the same sense that might prove ¢
justified means of adjudicating between competing hypotHesemrmative justificatio
for Lipton’s account requires either that we offer distinct analyses of explanatory an
theoretical simplicity, then argue that explanatory simplicity is a reliable guide to
theoretical simplicity, or we stipulate that simplicity has the same sense in each cc
The former strategig far from straightforward. The latter makes it much more diffict

argue that we in fact prefer simpler explanations, in the relevant sense and other t

% For example, in curve-fitting problems it has been argued that introducing additic
adjustable parameters is appropriate only if will improve the predictive accuracy of
curve. If we define simplicity in terms of the number of adjustable parameters, thel
justify a role for simplicity within certain well-defined contexts (see Forster and Sol
(1994)). However, the balance between fit and number of parameters emerges frc
non-obvious mathematical theorem. It seems unlikelyahatintuitive’ sense of

simplicity that we might employ in evaluating explanations should guide us toward

hypotheses that are more simple in this respect.
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being equal. Maintaining both the guiding principle and a normatively justified

interpretation of IBE becomes less plausible.

Hopes of preserving the normative dimension of IBE are further degraded when L
appeals to data from cognitive psychology. For example, Lipton describes the resi
work conducted by Kahneman and Tversky, which demonstrated our propensity fc
committing the conjunction fallacy. (Asked to identify which event was most proba
given some scenario, many subjects committed the error of supposing a conjuncti
two events can be more probable than one of the conjuncts.) Lipton offers this as
evidence both that we are not good at Bayesian updating and that explanatory
considerations play an important role in how we reason. An obvious concern is th:
Lipton’s interpretation of the result provides an immediate example of explanatory
reasoning that is unreliable. Lipton responds that in circumstances more complica
those described by Kahneman and Tversky explanatory reasoning might be more

but offers no evidencd® support the conjecture.

In summary, Lipton argues that explanatory loveliness is both a reliable guide to

explanatory likeliness, because considerations like simplicity and scope are featur
more probable hypotheses and more virtuous explanations, and an important asp:
inferential practices. However, the connections between these theoretical virtues ¢
plausibility of a given hypothesis are sufficiently vague that it is hard to admit thenr
theory of confirmation as brute facts. The argument also requires us to concede tt
natural proclivities, when evaluating explanations, will draw on similar consideratic

those that will ultimately be deemed important for evaluating hypotheses, and that
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apply them in similar ways. Finally, in light of our demonstrated cognitive failures
we are perhaps unduly influenced by explanatory considerations, we must hope f
evidence that such failures are heavily restricted to certain kinds of case. Absent
evidence and, although we might have reason to suppose we in fact employ expl
reasoning, we’d lack any reason to suppose that we should. The normative dimension of
IBE, as developed by Lipton, is both vague and tenuous. Admittedly Lipton at tim
seems content with defending a purely descriptive interpretation of IBE, in which
declare only that explanatory considerations in fact feature prominently in our rea
Typically IBE is understood as a normative thesis; a purely descriptive teetsinly

falls short of my ambitions for the rule.

Where did Lipton go wrong? | suggeést in arguing that explanatory and theoretical
virtues align. By adopting that position it becomes hard for explanatory considera
illuminate, account for, or justify judgments about which of competing hypotheses
most plausible. The promise of IBE, as initially presented by Lipton, was with the
that we could read off qualities of an explanation and thereby learn something im
about the merits of the underlying theory. Given the matching claim, any normati\
justification for IBE becomes fully dependent on concepts that are not only proble
and vague, but also appear independent of explanatory considerations. Consequ
Lipton is forced to adopt an essentially descriptive interpretation of the rule. A mo
IBE would be more useful and more interesting if we could identify peculiarly

explanatory virtues, that cannot be identified with qualities of the underlying hypo

and that help us understand why certain inferences are sensible. Developed in th
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ard IBE could live up to its reputation as a theory of how we should reason. Utilizil
Woodward’s model of causal explanation I’ll now sketch a way of relating explanator

considerations to underlying plausibility that seems promising.

3. Invariance, Mechanisms and Consilience

Woodward’s modelis centrally concerned with change relating regularities, regulari
that describe how changes in the value of one variable affect the value of another
Interventions on variables pick out causal and explanatory relations, for Woodwar
they are a reliable means of manipulating other variables within the regularity. Ma
regularities will satisfy this standard under some conditions but not others. For ex
the ideal gas law properly captures our ability to increase the temperature of a ga
increasing the pressure, in certain circumstances. The law is thus a change-relatit
regularity that describescausal relation, exploitable for purposes of explaining. The
doesn’t hold universally, however. When temperatures become sufficiently low, or

pressures sufficiently high, the law no longer accurately describes the relation bet
these variables. In such conditions we might appeal to the van der waals equatior
holds in circumstances where the ideal gas law breaks down. For Woodward, the
more invariant. Regularities are invariant if they continue to hold despite intervent
the variables that feature in that regularity. We explain an outcome by appealing t
system of regularities that is invariant under at least some interventions, and whic
combined with a range of possible initial and boundary conditions to describe how
would have differed had those conditions been otherwise. Only regularities that ar

invariant under some interventions are explanatory. Regularities that are more inv
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support a broader range of explanations, since they allow us to say more about hc

would have been different if initial or background conditions were different.

Although Woodward isn’t concerned with the relationship between invariance and
confirmation, and even expresses some skepticism about inference to the best ex
(see note 5), | suspect there are important connections. My proposal is that it is re
to infer more invariant explanations, over less invariant explanations, because
considerations of invariance tell us something important about the regularities that
the explanations. My suggestion is that pursuing greater invariance will tend to prc
the kinds of achievements that scientists consider epistemically significant, includi
admiration for verified novel predictions, predictive success more generally, and h
precision testing, our suspicion of ad hoc hypotheses, desire fordeether'
explanations and explanations of ‘free parameters', as well as our pursuit of theor
have greater consilience. Despite their reputations, these concepts are poorly und
The concept of invariance, insofar as it can illuminate these more familiar concept

advances our understanding of confirmation.

Before offering some details, a few preliminaries are in order. First, invariance is d
from predictive success, consilience, scope, and so on. The proposal thus shares
Lipton’s defense a distinction between two types of explanatory achievement. We
evaluate an explanation in terms of its invariance, where more invariant explanatic
better. Explanatory hypotheses and regularities can also be better insofar as they
ad hoc, more precise, verified by novel predictions, and so on. If invoking the conc

invariance offers more plausible analyses for the confirmatory significance of sucl
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considerations, then it has importance for our understanding of confirmation as we
explanationWhat distinguishes my proposal from Lipton’s more recent defense is thai
invariance is a peculiarly explanatory virtue, rather théeature of the underlying thec
or hypothesis. This creates room for a normative defense of explanatory reasonini
also important to distinguish a more modest from a more ambitious version of the
I’m proposing. The more modest rests content with providing a better account for €
confirmatory considerations. The more ambitious version assumes, or argues, tha
concepts are in turn indicative of more general forms of scientific achievement. If
pursuing invariance helps us achieve deeper explanations, for example, and deep
explanations indicate a more truthlike theory, then we connect a distinctively exple
virtue to perhaps the ultimate scientific achievement. Admittedly concepts like
consilience and ad hoc-ness are only poorly understood, thus difficult concepts to
defense of realist commitments. However, insofar as IBE might help provide more
convincing analyses for various intuitions surrounding questions of confirmation, ¢
augmented with Woodward’s concept of invariance, it can simultaneously help justify i
own normative credential&’s beyond the scope of this paper to start properly exploring
the connections between invariance and all the conEeptslluded to. Hopefully a

couple of examples will provide adequate motivation for the thesis.

First, let’s return to Lipton’s desire for mechanistic explanations and Barnes’ concern that
merely adding a mechanism can’t itself reliably improve an explanation. The concept of
invariance enables us to distinguish mechanisms that improve our explanations fri

those that don’t. Drawing on Woodward’s example, the amount of pressure applied to the
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gas pedal explains the speed of my car, at least under some conditions. This cha
relating regularity can be exploited for purposes of manipulating the speed of the
therefore for purposes of explaining the speed, even for those of us who are ignoi
about how changing the pressure applied to the pedal brings about the change in
Providing a mechanism that relates these variables will not always produce a bett
explanation: fanciful mechanisms that have no grounding in experience describe
mechanisms. Mechanisms which are more invariant than the crude regularity we
with increase our ability to manipulate and control the speed of the car under a wi
range of conditions. We improve our understanding of the counterfactual depende
that describe the system. Providing a mechanism that relates distinct variables wi

improve an explanation only if it is more invariant than the regularity alone.

Providing mechanisms for causal regularitgean important scientific pursuit.

Thoroughly speculative mechanisms, however, are not valued, requitimfing mean
of distinguishing speculative from plausible mechanisms. The concept of invarian
achieves that. Furthermoii€s at least plausible to suppose that this improved abilit

manipulate a system reflects a better understanding for how a given system Beha

% Several authors have suggested that IBE has importance for purposes of fixing |
probabilities, likelihoods, or both, withiBayes’ equation (for example, Lipton (2004),
Okasha (2000), Weisberg (2009)). The rule is thus given a probabilistic interpreta

Elsewhere I’ve argued that advocates for this approach are vulnerable to a critical
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As a second illustration, again inspired by Woodward (2003, 261-2), consider the |
of distinguishing consilience from conjunction. Conjoining two theories produces a
more general theory. However, explaining events by appealing to a conjuactmn
improvement over an explanation that appeals to the relevant conjunct. Conjoining
Hooke’s law with the ideal gas law doesn’t improve our explanations for the temperature
of a given gas, even though the conjunction is more general. Theories are, howewv:
lauded for their consilience. Newton’s theory of universal gravitation offered
explanations for falling bodies, planetary motions and tidal effects via a unified sys
Consilience involves more than just conjunction, but identifying the excess has prc
problematic. Again the concept of invariance is edifying. Conjunctions provide no
additional information about the effects of intervening on variables, beyhatds
provided by one of the conjuncts in isolation. Frequently cited cases of consilience
contrast, do provide additional information. Galileo offered explanations for bodies
falling near the Earth’s surface. Newton also offered explanations for bodi@ing near
the surface of Earth (or any other massive object), but his were invariant under chi
the masand radius of the body on which the objects are dropped. Newton’s explanations
are invariant in ways that Galileo’s are not. The concept of invariance accounts for tr

differing attitudes towards conjunction and consilience.

The concept of invariance promises valuable analyses of various confirmatory con

A convincing defense of this claim requires both a more careful explication of the t

dilemma and that IBE should instead be understood as a guide to better represent

target systems (see author).
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concepts already presented, and their relation to invariance, and extended discus
the other concepts I’ve alluded to. A satisfactory treatment lies beyond the scope of this
paper, buhopefully I’ve done enough to at least induce some goodwill for the idea.
Rather thanlevelop this aspect of the project further, in the following section I’ll explore

an independent reason to regard Woodward’s theory as a helpful crutch for IBE.

4. Descriptions, Explanations andBE’s Scope

For Woodward, explaining involves communicating relations of counterfactual
dependence. Regularities that don’t capture such relations can’t be utilized for purposes
of explaining, although they might provide useful and accurate descriptions of tar
populations. For example, “All swans are whitecannot explain why a particular swan is
white, since it doest provide the kind of dependency to which Woodward attaches
significance. The explanatory impotence of certain regularities has an important
consequence for Harman’s puzzle, described above. Concerned to identify those
circumstances wheinis appropriate to infer ‘All A’s are B’s’ given that ‘All observed
A’s are B’s’, Harman suggests the inference is justified if the former provides the |
explanation for the latter. If the regularity is not change relating howeerit doesn’t

explain at all, at least according to Woodward.

IBE is understood differently by different authors. One disagreement concernk:th
scope. Harman (1965) and Psillos (2002) suggest the rule is more general than ir
reasoning; Lipton (2004) describes IBE insteadree important type of non-deductivi
reasoning. I favour Lipton’s more modest attitude; some of the considerations that

persuade me will be presented belowopting Lipton’s position burdens one with



San Diego, CA -375-

providing criteria for when IBEEan andcamot, be employed, and an intriguing platfc
for that project is precisely the distinction between descriptions and explanations t
Woodward’s model of explanations articulates. Sometimes our concerns are principe
with describing a process, or kind; sometimes our concerns lie with explaining wh'
certain events occurred, or why things are configured in a particular way. Restricti
explanatory inferences to those circumstances when we are actually engaged in

explaining seems sensible. It also helps insulate the rule against important objecti

Consideitchcock’s (2007) objection, in which wimagine two coins, one fair and ol
biased (3:1) in favour of heads. A coin is selected at random and flipped four time
where each flip lands heads. We assume a prior probability of 1/2 that we salecte
particular coin, conditionalize on the new evidence, and thereby determine the po.
probabilities. We know how probable it is that we selected either coin, but Hitchco
sensibly asks what reason IBE can offer for preferring one hypothesis over the ott
Relative to the evidence, neither hypothéss&mpler, more unifying nor, more
generally, more lovely. Thus while the Bayesian can give clear directives concern
which hypothesis is more probable, and by how much, advocates of IBE seeming|
little to offer. Hitchcock’s concern is well-directed, but might serve to motivate the
delineation described above. Whether the selected coin is fair, or not, is a questio
whether we have properly described the propensity of the coin. Such descriptions
align more or less probably with the outcome of subsequent sequences of flips, w
thereby entirely relevant for purposes of evaluating the plausibility of the competin

descriptions. By restricting IBE to the evaluation of change relating regularities, hc
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the example falls outside the domain oElIBlitchcock is thus quite correct, I’d submit:
IBE has nothing to offer in terms of illuminating such cases. The lesson is not that

flawed, but that it has a restricted range of application.
5. Conclusions

Inference to the best explanation faces various objections and would benefit from
additional work along several dimensions. Most urgent, to my mind, is that the rule
distinguish itself from a recommendation simply that we infer that conclusion whicl
most plausible given available evidence. A second significant challenge emerges-
some very sensible criticisms: explanatory considerations are not always relevant
inductive reasoning, so the rule must have a more limited scope than some have
suggested. The challengeto identify those circumstances when IBE helpfully and
properly models good inferential habits.Wodward’s account of causal explanation
I’ve suggested that we may have the resources both to develop a potentially instruci

and plausible version of IBE, and simultaneously start to better understand its bou

* Woodward (2003, 5) also expresses doubts about IBE, arguing that the distinctic
between explanation and description is essential to a proper understanding of scie
methodology, but that descriptions are evidently not confirmed by appeals to expl:
gualities. Clearly, however, once we rescind hopes of developing IBE into a univel

model of confirmation, Woodward’s concern disappears.
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From Desire to Subjective Value:
On the Neural Mechanisms of Moral Motivation

Abstract

Increasingly, empirically minded moral philosophers are using data from cognitive science and
neuroscience to resolve some longstanding philosophical questions about moral motivation, such
as whether moral beliefs require the presence of a desire to motivate (Humeanism). These
empirical approaches are implicitly committed to the existence of folk psychological (FP) mental
states like beliefs and desires. However, data from the neuroscience of decision-making,
particularly cellular-level work in neuroeconomics, is now converging with data from cognitive
and social neuroscience to explain the processes through which agents are moved to act on the
basis of decisions, including decisions about social and moral norms. 1 argue that these
developments are beginning to cast doubt on the prospect of finding nontrivial physical
‘realizers’ for the FP states invoked in the Humeanism dispute by posing two distinctive
challenges that tend to work against each other: belief-desire directionality and causal relevance.

A great deal of the recent work in cognitive science has, tacitly or explicitly, assumed
very much the picture of mental organization that folk psychology proposes. There are
other straws in the wind, however. There are findings and theories suggesting that
something is seriously wrong with the simple belief-desire structure implicit in common
sense wisdom.

Stich (1983: 230)

§1. From Metaethics to the Neuroscience of Decision
For those of us who worry about moral philosophy’s empirical commitments in the age of
science it is perhaps encouraging that there is now at least one problem with deep roots in

analytic ethics that is receiving much empirical treatment from philosophers." That is the

'The last decade or so has seen a growing number of philosophers express concern over the
proliferation of dubious empirical claims and assumptions in ethics. Darwall et al. observe in
their overview of the last century of work in ethics that, “too many moral philosophers... have
been content to invent their psychology or anthropology from scratch” (1997: 34-5). Doris and
Stich have recently echoed that concern, arguing that philosophy’s empirical complacency has
discouraged scientists from “undertaking philosophically informed research on ethical issues”
(2005: 115).
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problem of explaining moral motivation (hereafter “MM”), or the apparent tendency of an agent
to be motivated by her moral judgments, that particular class of mental states generally
understood as an attitude of assent to normative claims.

The problem of MM encompasses (at least) two distinct though related philosophical
disputes. Motivational internalists (or just “internalists” for our purposes here) argue that moral
beliefs motivate necessarily while externalists deny this. And proponents of the so-called
Humean theory of motivation (Humeanism) argue that moral beliefs are insufficient for
motivating agents, since motivation requires in addition to a belief the presence of a conative
state such as a desire. Anti-Humeans reject the Humean theory on the grounds that moral beliefs
are themselves sufficient for motivation. Many endorse internalism or one of a few related ideas
such as that moral beliefs are simultaneously desire-like (“besires”) or that moral beliefs co-
occur with or otherwise trigger the relevant desires. A growing number of naturalistically
minded philosophers are turning to data from psychology, psychiatry, cognitive science, and
neuroscience to help resolve these longstanding philosophical disputes about MM.

For example, Roskies (2003, 2006) argues that patients suffering from damage to the
ventromedial prefrontal cortex (VMPFC) serve as counterexamples to internalism.* Kennett
(2002; Kennett & Fine 2009) argues that clinical research with autistic persons and psychopaths
favors the Kantian account of motivation, a form of anti-Humeanism according to which moral
judgments are necessarily motivating. Prinz (2006) also uses data on psychopathology, though
to argue for a Humean sentimentalist account of moral concepts according to which an agent’s

believing an action morally wrong amounts to her having a sentiment of disapprobation toward

* The term is due to Altham (1986).

* More recently Roskies has argued, with Schroeder and Nichols, that instrumentalism—a
variation on the Humean theory, which holds that an agent is motivated when she forms beliefs
about how to satisfy her pre-existing desires—“fits well with the neuroscientific picture” of
motivational processes (2010: 106). Instrumentalism is similarly situated in the FP tradition.

2
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it.

These philosophers are, I think, right to recognize the limits of traditional philosophical
methods like conceptual analysis, intuition, and armchair reflection for elucidating the
mechanisms of MM. They tacitly endorse the rather plausible idea that scientific data can
catalyze progress on what is increasingly agreed to be (at least in part) an empirical question.

But there is another assumption at work in each of these approaches that is, T think,
considerably less plausible. It is the assumption that scientific research will ultimately preserve
the framework of commonsense psychology in which disputes about MM are couched. At the
heart of that framework is an explicit commitment to realism about folk psychological (FP)
concepts like belief and desire. Humeans, anti-Humeans, internalists and externalists alike are in
dispute about the role that these states play in brining about MM. Each of these views
presupposes that the right (or best) account of the relationship between moral judgments and
motivation will preserve beliefs and desires (or something near enough). Eliminativism,
instrumentalism, and skepticism about FP states are neither forms of anti-Humeanism nor
externalism.*

But, for reasons I will suggest presently, we have more and more reason to doubt that
such intentional states do, will, or could feature into our best scientific accounts of the
mechanisms of judgment and motivation — at least in the particular capacity that the vindication
of FP realism requires. Existing lines of research in cellular and social neuroscience are already

converging toward an account of the causal mechanisms of moral cognition and motivation

* Eliminativism is not a form of anti-Humean because the latter theory holds not just that beliefs
are insufficient for motivation—a claim which might seem compatible with the nonexistence of
FP states—but also that motivation requires the presence of a desire (or related FP state).
Eliminativism is not a form of externalism because it seems there is not much sense in the
eliminativist’s taking a specific position on the effects of undergoing nonexistent states. Stich
has made a similar point in response to Dennett’s instrumentalism, arguing, for example, that
only real entities and not useful fictions can have causes and effects (1983: 244).

3
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which neither invokes commonsense FP states nor appears likely to lend itself to accurate

redescription in FP terms.

§2. Neuroeconomics: The Emerging Neuroscience of Decision

The last decade has seen the development of an influential research program,
“neuroeconomics,” which weds behavioral economics with experimental neuroscience. Its key
insight is to use well-vetted theories from behavioral economics to contextualize neural data
generated by subjects engaged in tasks of judgment and decision. Somewhat simplistically,
behavioral economists can look to neuroscience to reveal the physiological constraints on real
agents that sometimes lead them to violate the axioms of normative economic models, while
neuroscientists can look to economic theory to help develop algorithmic models of decision-
making. I will suggest that—insofar as we accept the idea that moral judgments are decisions
about what it is right, or best, to do under such-and-such circumstances—the data emerging from
this new discipline are likely to cast doubt on the tenability of philosophical theories of MM."

Two once-independent lines of research are now converging on a model of human moral
and social decision. Neuroscientists engaged in neuroeconomics continue to produce data which
supports a two-stage mechanism for decision-making in our neural architecture while social and
cognitive neuroscientists continue to show that the same neural networks and regions implicated
in that two-stage mechanism are implicated in a subject’s making judgments or decisions about

moral and social norms.

> I think that this assumption is plausible for a variety of reasons. For example, note the cost at
which the FP realist rejects it: any uncontroversial instance of an agent’s making a moral
decision (rather than a moral judgment) must be treated as irrelevant to disputes about moral
judgment and hence to MM. This seems much less palatable than accepting the idea that making
moral judgments is a lot like making decisions in moral contexts. There are many such reasons
to grant the assumption, though for the sake of brevity I leave them for another time.

4
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The two stages in the two-stage mechanism for decision-making are valuation and
choice. In valuation, subjects assign subjective values (SVs) to individual goods or actions in a
range of options. At the behavioral level, SVs can be understood as economic values calculated
by quantifying the subject’s choices relative to the alternatives.® At the neural level, it turns out
that these SVs can be defined as the mean firing rates in action potentials per second of specific
populations of neurons. These neural SVs are learned, represented, stored, and ultimately used
to guide motor systems. In the second stage, choice, this neural information concerning the most
highly valued item or action is implemented into motor pathways to guide physical action.

The neural process is thus very much like the process postulated by behavioral
economists whose traditional models of economic choice explain decision making “as if” it
involves choosing a highly-valued option from among an array of options represented in
common currency (the “common currency hypothesis”). Neurophysiological data now indicates
that decision-making at the neural level does indeed seem to involve common currency. That
currency is SV: the responses of particular populations of cells, quantifiable in real numbers
whose units are action potentials per second, to each of the items or actions available.

The neural pathways and regions implicated in valuation are the ventromedial prefrontal
cortex (VMPFC) and striatum, while those implicated in choice are the lateral prefrontal and
parietal cortex (Kable & Glimcher 2009). Recordings from cells in the VMPFC have
contributed to the localization of valuation. Researchers have identified three types of neurons
which respond to the values of individual goods on offer regardless of whether they are chosen

(offer value neurons), to the values of goods and actions actually chosen (chosen value neurons),

® For example, if a monkey chooses reward A (e.g., apple slice) when paired with one 1B (e.g.,
one raisin), 2B (e.g., two raisins), and 3B, it is indifferent at a ratio of 4B:1A, and it chooses B
when 6B and 10B are offered, then the value of 1A is roughly equal to the value of 4B [i.e.:
V(1A)=V(4.1B)] and hence has a subjective value of approximately 4.

5
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and to the chosen action itself (choice neurons; Padoa-Schioppa & Assad 2006, 2008).
Similarly, these three types of neurons have been found in the caudate and putamen of the
striatum where research indicates they track the values of actions (rather than goods; Samejima
et al. 2005). What is perhaps most remarkable about these results is that offer value signals in
these neurons correspond precisely to the common currency postulated by most “as if” models in
economic decision theory.

Research on the neural architecture for the second stage, choice, has so far implicated the
lateral prefrontal and parietal cortex. Much of this research is based upon work with the visuo-
saccadic control system in the primate brain. Neuroscientists interested in sensory-motor control
have studied this system extensively. It appears to provide the mechanism by which information
concerning the chosen option, and not the unchosen options, is implemented in motor systems
downstream from the valuation circuitry. Hence the explicit link with motivation.

The details are complex, but briefly the idea is that neurons in the lateral intraparietal area
(LIP), frontal eye fields (FEF), and superior colliculus (SC) form a network for visuo-saccadic
decision-making. Studies with monkeys on saccadic decision-making tasks have repeatedly
shown that the firing rates of neurons in LIP and FEF increase as evidence accumulates that a
visual response will result in reward. Interestingly, once those firing rates cross a threshold, a
saccade is initiated (Shadlen & Newsome 2001). Further research has since indicated that this
firing rate threshold represents a value threshold for movement selection: the saccade is initiated
when its value reaches the preset threshold (Roitman & Shadlen 2002).

Much is now known about the mechanism through which SVs—the currency for choice
—are learned and represented in the primate brain. Dopaminergic (DA) neurons in the midbrain

encode a reward-prediction error (RPE), i.e., the difference between the outcome of an action
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actually experienced and the predicted outcome of the action (Schultz et al. 1997). Research
indicates that the firing rates of these DA neurons are linearly related to RPE as calculated by
behavioral-level economic models (Bayer & Glimcher 2005).

As these lines of research elucidate the mechanisms behind choice in the primate brain,
social and cognitive neuroscientists are revealing that the same regions, most notably the
striatum and VMPFC are consistently implicated in tasks in which subjects are asked to make
moral and social judgments (e.g., Greene & Haidt 2002; Moll et al. 2002; Koenigs et al. 2007).
While much work remains to be done, it is perhaps fair to say that direct links between moral
judgment and decision-making and the neurophysiology of decision and motivation have now
been established.

We must recognize that these results, so long as they continue to withstand scientific
scrutiny, already have serious implications for philosophers interested in vindicating traditional
philosophical theories of MM. These philosophers must either finally put paid to the task of
locating traditional FP concepts like belief and desire in our going scientific explanations for
motivational processes (call this the “location project”), or they must content themselves with
formulating theories in commonsense terms (i.e., speaking from within the perspective of moral
agency rather than about it, cf. Blackburn 1998) and jettison appeals to scientific data and claims
about empirical respectability. But philosophers who appeal to the sciences to support
philosophical theories of MM have already conceded this latter project. It is they who owe some

plausible account of how FP states might plausibly “supervene” on the neurophysiology.

§3. Locating Beliefs and Desires: Two Challenges for FP Realism

The central feature of valuation is the theoretical construct of subjective value (SV) and the



Philosophy of Science Assoc. 23rd Biennial Mtg -386-

mechanisms through which SVs are learned. In general terms, the trouble for the location
projecct stems from a tension between the cognitive-level FP story about an agent’s subjectively
valuing an item or action and the neurophysiological mechanisms upon which that story must
supervene. In more specific terms, the problem for the FP realist is that (1) SVs “exist” — they
are genuine neural entities, and (2) their contribution to decision and motivation processes—i.e.,
their explanatorily relevant characteristics and functions—pertain uniquely to the biophysical
level. Here are those two points summarized by the leading neuroeconomist, Paul Glimcher:

1.  “There is nearly universal agreement among neurobiologists that a group of neural
systems for valuation has been identified” (2009: 511-12); and

2. There is a large body of data which supports the hypothesis that “learning mechanisms
distributed through the basal ganglia and frontal cortex contribute to the construction of
what we refer to as subjective value. These areas are hypothesized to learn subjective
values, at a biophysical level, through the well-studied process of synaptic plasticity”
(519).

We have just briefly reviewed some of that data in the previous section. I want to conclude by

outlining what I take to be two of the most pressing challenges that this data appears to pose for

the FP realist’s location project.

3.1. The Challenge of Causal Relevance
The first challenge for the location project is to get beliefs and desires, whether construed
as functional roles (e.g. Canberra Plan), sentences in the head (e.g. Fodor), metaphorical
“directions of fit” (e.g. Anscombe 1957 and her many followers), etc., to supervene on the
immediate causes of choice selection, namely the specific cellular and molecular configurations
that result from synaptic plasticity in dopamine pathways and which make possible

measurements of SV, without jeopardizing their causal relevance in the second stage—choice—
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which is directly related to motor implementation.

There are several options in any choice context. What the data from neuroeconomics
shows if anything is that making a choice is a matter of selecting from among a set of actions or
items—each of which has a SV quantifiable in neural terms—a highly valued item and
implementing information concerning that option in motor pathways. For the FP realist this
process of selection must involve a set of beliefs and desires about the options on offer. The
trouble is that if beliefs and desires are instantiated in this account at all then they must be
instantiated in such a way as to represent the features of each of the items or actions on offer and
without jeopardizing the role of beliefs and desires in the kinds of explanations for MM that
Humeans, internalists, and their opposition are offering.”

Prima facie, the most plausible way for the FP realist to locate FP states in the neural
account is to insist that desires are identical to or somehow constituted by SVs (or, again, the
cellular/molecular configurations that make their measurement possible). On this account of
location, for any given context of choice with more than one option the FP realist will have to
claim that choice involves selecting from among competing levels of desire. A monkey faced
with the choice of grapes, bananas and raisins is essentially faced with the task of selecting from

among competing desires for each of the fruits, and perhaps chooses on the basis of beliefs about

7 The point appears to be something of a neuroscience analog for some recent objections to the
possibility of formulating a so-called “belief-desire law” which some functionalists suppose
capable of explaining the relationship between intentional states in the theory-theory. Such a law
might claim, for example, that “people do what they believe will satisfy their desires.” In a
notable objection, Gauker (2005) argues that there are no such laws. First he criticizes the
“simple formulation” of the belief-desire law according to which people do what they believe
will satisfy their desires by pointing out that “there is never just one thing people desire; they
always desire a lot of things. They cannot do everything they think will satisfy all of their
desires, because they cannot do all of those things at once” (126). This data suggests that it is
not just a platitude that people desire lots of things and cannot do them all, but that it is a fact
about our neural architecture that even if we could locate some scientific analog for desire, say as
part of SV, its ubiquity in the context of choice would render it explanatorily inert anyway.

9
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the quantities available. Two grapes, the monkey believes, satisfy its desires better than one
raisin. Dopamine, synaptic plasticity, learning and so on are merely the neurophysiological
mechanisms upon which the cognitive events supervene.

Crucially, though, this approach to location will jeopardize the explanatory relevance of
beliefs and desires in the traditional disputes about MM. For example, Humeans claim that
moral beliefs are insufficient for motivation because they require the presence of a desire (or
similar conative state) to motivate. Anti-Humeans deny this, generally because they are drawn to
some kind of motivational internalism. On the account of location just given, the Humean theory
(or better, the spirit of that theory) will be true only trivially and its opposition simply a
nonstarter. It is true in a manner of speaking that desires are required for motivation, but the
point is trivial because desires are present to varying degrees in each of the options, including
those that are ultimately bypassed. Moral beliefs about the nature of the possible options are
insufficient for motivation because all such beliefs in the context of choice are insufficient for
motivation. It is a platitude that desire (so understood) must be present for motivation precisely
because in any real choice it is always present in its making a contribution to SV.

Neither does this result serve as evidence for internalist forms of anti-Humeanism which
postulate “besires,” i.e. states which are simultaneously belief-like and desire-like, since in any
given decision each of the unchosen options will be motivationally inert despite each being the
object of our besires (as it were).

The rapid proliferation of FP states in any attempt at location—which results from our
having a rather hazy commonsense conception of precisely what kinds of entities they are and
consequently no principled or reliable method for picking out their realizers—prevents them

from contributing anything of value to explanations of MM couched in causal language. For

10
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when we gloss these complex neurophysiological processes in commonsense FP terms we end
up abstracting too far away from the mechanisms most immediately relevant to the explanation.
Given the mechanisms of valuation, the claim that an agent chooses a particular (moral) course
of action because she desires to is really just vacuous.®

3.2. The Challenge of Belief-Desire Directionality

I have just suggested that on the most obvious account of location, desires are identical to
or somehow constituted by SVs. Now consider the role of beliefs on this same account. The FP
realist can perhaps say that the monkey believes that each of its options carries a specific value in
terms of its desirability. But that seems to conflate belief and desire in the traditional
philosophical sense of the terms. Beliefs, philosophers tell us, are about objective states of
affairs or facts, not representations of facts about our subjective experiences of desire.

More importantly, though, when we locate FP states in this way the interesting question is
no longer whether desire must be present in addition to belief in order for choice and motivation
to occur—which is the question contested by Humeans and anti-Humeans—but rather just the
opposite: how beliefs about the desirability of an action or item contribute to selection.

To see this, consider first that it is a consequence of the MM framework and Humeanism in
particular that we must find some role for belief as well as desire in the neural explanation.
Finding neural correlates for desire at the cost of preserving any role for belief in a neural

explanation for MM is hardly a victory for FP realism. But while it seems clear enough that for

8 That is, at least, barring the development of an account of desire fine-grained enough to permit
us to pick out only certain constituent components of SV rather than SVs themselves. But such
fine-grained accounts of desire are not likely to be forthcoming for good reason. The more fine-
grained the account becomes, the fewer commonsense cases of desiring it is likely to cover. FP
realists are sensitive to this problem. Jackson and Pettit (1990) explain that the difficulty is to
provide an explication of FP states that is specific enough to capture our commonsense
attributions yet vague enough to render refutation by neuroscience unlikely. The challenges
presented in this section are intended to illustrate why achieving this golden mean is likely
impossible.

11
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the FP realist desires must somehow be closely connected to SV, it is far less clear what role
remains for belief, except perhaps to say that agents have beliefs about their subjective desires
(SVs). This, though, yields the peculiar result that an agent navigates the world using
representational desires and that her course of action is ultimately determined by the presence of
a scale-tipping belief about which is the optimal desire to satisfy. That is, this particular account
of location might find some room for both belief and desire only by turning the dispute about

Humeanism in the wrong direction.

§4. Some Preliminary Conclusions

SVs, the neural common currency for choice selection, are unlikely to deliver the
supervenience base that the traditional philosophical account of desire requires. It is difficult to
see how the FP realist could provide an account according to which SVs constitute or realize
desires without also realizing—entirely or in part—beliefs. SVs are neural representations of
facts about the physical constitution of the world. Yet they are also neural representations of the
facts about how that world, the physical environment, impacts the physical states of agent S’s
nervous system in particular. These complex neural representations are for this reason unlikely
to admit of accurate description in the crude vocabulary of FP.

Are there alternative ways that the FP realist might locate commonsense states in this
neural model of decision-making that could preserve causal relevance and directionality and
ultimately vindicate commonsense theories of MM? It is, most will argue, far too early to rule
out the possibility entirely. Even so, the emerging model of decision and motivation sketched
here appears poised to deliver explanations of MM which differ from commonsense FP theories

not merely in degree but in kind. The time is ripe to begin rethinking the commonsense

12
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psychological framework upon which contemporarily analytic ethics is built.
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The Classical Continuum without
Points

Geoffrey Hellman and Stewart Shapiro*

Abstract

We develop a point-free construction of the classical one-
dimensional continuum, with an interval structure based on mere-
ology and either a weak set theory or logic of plural quantifica-
tion. In some respects this realizes ideas going back to Aristotle,
although, unlike Aristotle, we make free use of classical "actual
infinity". Also, in contrast to intuitionistic, Bishop, and smooth
infinitesimal analysis, we follow classical analysis in allowing par-
titioning of our "gunky line" into mutually exclusive and exhaus-
tive disjoint parts, thereby demonstrating the independence of
"indecomposability" from a non-punctiform conception. It is
surprising that such simple axioms as ours already imply the
Archimedean property and that they determine an isomorphism
with the Dedekind-Cantor structure of R as a complete, separa-
ble, ordered field. We also present some simple topological models
of our system, establishing consistency relative to classical analy-
sis. Finally, after describing how to nominalize our theory, we
close with comparisons with earlier efforts related to our own.

1 Introduction

Since Aristotle[1], many mathematicians and philosophers have expressed
the view that a genuine continuum cannot be composed of points. Re-
lated to this is the idea, also Aristotle’s, that a true continuum is "seam-
less" or "indecomposable": it shouldn’t be possible to break it apart
cleanly, to “separate out” a proper part from the rest.

*Department of Philosophy, University of Minnesota (Hellman); Depart-
ment of Philosophy, The Ohio State University (Shaprio). E-mail addresses:
hellm001@umn.edu; shapiro.4@osu.edu.
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Of course, the mainstream Cantor-Dedekind theory, along with the
set-theoretic tradition, respects neither of these properties. But alter-
natives, such as the intuitionist and Bishop conceptions and smooth
infinitesimal analysis ("SIA"), don’t respect both of these either: they
clearly have points. On the intuitionistic or Bishop constructions, the
continuum is entirely made up of points, although these have to be de-
termined by constructive Cauchy sequences of rationals, not arbitrary
such sequences. SIA has points galore but it entertains (without as-
serting the existence of) nilsquare and nilpotent infinitesimals forming a
“micro-neighborhood” A (of 0, translatable anywhere along the smooth
line), behaving as a mini-line (“linelet”) that can be translated and ro-
tated but not bent, i.e. an axiom sitipulates that any (smooth) function
defined on A obeys the equation of a straight line. (Its slope at any
locus on the smooth line gives the derivative of the function there.)!
Both these alternative approaches, however, do “respect” indecompos-
ability, in that they forswear recognition of any function that would take,
say, a constant value on one segment of the line and another constant
value on the rest. And this, in turn, is achieved by giving up the law of
excluded middle, i.e. by restricting the background logic to be intuiti-
ionistic. (The rationales offered by intuitionism and SIA, respectively,
differ greatly, but the effects are quite similar in a number of respects,
indecompsability counting as one of them.)

It would be wonderful to present Aristotle with these developments.
We will leave it to scholars (and imaginative script-writers) to conjecture
what he might have said. But the modern-day classicist, and perhaps
many an impartial observer, might say that indecomposability is being
“achieved” only in a negative sense, that is, by depriving oneself of the
logical means of distinguishing—in the sense stipulated, viz. via total 2-
valued functions—one part of the line (or respective lines they recognize)
from the rest.? Our approach, developed in this paper, will decidedly not

1See Bell [2] for details on the development of SIA. Bell explicitly motivates SIA
by expressions of dissatisfaction with point-based analyses of continua, and insists
that the nilpotent infinitesimals of STA are not to be conceived as further points. Just
why not is not entirely clear, however. Perhaps it is because they (if they exist—
something that cannot be proved or refuted in SIA) would be too indefinite as to
location or extent to be thought of as points. Perhaps also they are collectively to
be thought of as a kind of “glue” that holds the more definite points of the smooth
line together.

2We are not saying that the restriction to intuitionistic logic is not well-motivated
from the perspectives of intuitionism and SIA, but merely that indecomposability fol-
lows from the restriction in that it prevents recognizing any discontinuous functions.
Indecomposability does not emerge from an analysis of the continuum and its con-
stituents. It should be noted, however, that indecomposability takes different forms
in intuitionism and SIA: the indecomposable subsets of the smooth line correspond
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respect indecomposability; however, unlike all three approaches already
mentioned, it will be truly non-punctiform. Points or numbers will be
constructed (in several ways); however they will be clearly seen as “our
additional superstructure” to a thoroughly non-punctiform line.®> More-
over, in one version of this approach, points will only be recognized as
“possible” additional structure, which seems quite in accordance with
Aristotle’s conception. Our approach may thus reasonably be called
“semi-Aristotelian”.

2 Atomless Mereological Continuum

The system developed in this paper is designed to characterize a one-
dimensional continuum consisting of “regions” as parts, including “intervals”—
although, as will be explained, the notions of ‘open’, closed’, and ‘half-
open’ are not available in our system. This continuum does not have any
points as parts, although we will be able to define “point” in terms of
intervals. Once we have proved that our continuum is Archimedean, we
will demonstrate that it is isomorphic to the classical Dedekind-Cantor
continuum, as a complete, separable, linearly ordered field.

Our formalism consists of classical first-order logic with equality sup-
plemented with a standard axiom system for second-order logic (or logic
of plural quantification, with an unrestricted comprehension axiom for
plurals?), and with an adaptation of the standard (Tarski) axioms of
mereology together with (something implying) the “Atomless” axiom.

Axioms of Mereology:

la. Axioms on z <y (“z is part of y”): reflexive, anti-symmetric,
transitive.

Certain of our axioms and theorems are conveniently stated in terms of
a binary relation called “overlaps”: “z overlaps y": voy ¥ 32(z <=z
Az <y).

1b. Axiom on < and o: z <y« Vz[zox — zoy].

to a proper sub-class of the subsets of the intuitionist continuum indecomposable
there. Cf, Bell [3].

3We postpone a comparison with more recent constructions along similar lines
until the final section, below.

4This looks very much like second-order logical comprehension for monadic pred-
icates, except that it is conditional upon there being something satisfying the predi-
cate. It may be written:

Fu(¥(v)) — JzaVyly n vz < U(y)],

where ‘y n z2’ is read “y is one of (or is among) the zz”, and where ¥ is any formula
of the language lacking free ‘xx’.
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Theorem 1: Azioms 1a and 1b imply the Extensionality Principle:
r=y < Vz[zox < zoyl.

Proof: From left to right is trivial. (Take y as x, then substitute y for
the second z.) From right to left: Assume the right of Extensionality
and rewrite it as the conjunction of two conditionals: Vz[zox — zoy] A
Vz[z 0y — z o x]. By Axiom 1b, the first of these yields x < y, and the
second yields y < x. By anti-symmetry of <, the conjunction of these is
equivalent to z = y.l

2. Fusion or whole comprehension: Ju®(u) — [FzVy{yox <
Jz(®(z) A zoy)}], where ® is a predicate of the second-order language
(or language of plurals) lacking free z.°

At this point, we could add an Atomless axiom: VaJy(y < x), where
y<ax ¥ y<ax&y#a (read “y is a proper part of z”). But this will
follow from a stronger condition imposed below on the interval structure
of our “pointless” or “gunky” line (axiom 5.).

We write « + y for the mereological sum or fusion of x and y, such
that Vz[zox +y < (zox V zoy)|, and we use ), z, to designate
fusions of infinitely many things. Also, if 32(z < 2 A z < y), then we
write z Ay for the meet of x and y, which satisfies Vz[z oz Ay < zox
A zoyl. (If z and y have no common part, x A y is undefined.) And we
write x|y for =3z[z <z A z < y|, pronounced “r is discrete from y (and
vice versa)”. Furthermore, if 3z(z02 A =(z0y)), then 2 — y is that part
of x which does not overlap y, viz. Vz[zox —y < (zox A =(z0y))].(If
there is no such z, then z — y is undefined.) By axiom 2, fusions always
exist, and meets and differences also exist wherever defined.

The pointless line we wish to characterize we’ll label G, for “gunky” .
Below, we'll prove that (quite remarkably) our very elementary axioms
suffice to characterize GG precisely as a certain minimal closure; and then

>The formulation in language of plurals takes this form:

Vuu{Iw(w n uu) — JaVyly oz <
Fz(z n uu & zoy)]},

where ‘uu’ is a plural variable, ‘w n uw’ is read ‘w is one of the uw’. (If plural variables
are assumed to have instances, then the antecedent and the main conditional can be
omitted.)

6The technical term ‘gunk’ for the “stuff’ of atomless mereology stems from
Lewis.[10, 1991]

Note that, by taking ® in Axiom 2 as ‘z = z’, a universal individual exists. Since,
in what follows, we will find useful it to introduce a denumerable infinity of atoms to
serve the role of natural numbers (i.e. the atoms with the usual operations defined
on them collectively form an N-structure, i.e. satisfy the Dedekind axioms), we do
not identify the universal object with G.
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we’ll prove that, with its interval structure, G is isomorphic to the clas-
sical real-numbers structure, R.. The point, of course, of having the
Atomless condition is to insure that, literally, G contains no points at
all. Thus, except where we explicitly refer to atoms of an N-structure,
the range of our first-order and plural variables can be thought of as all
the parts of GG, which we also call “regions”.

It is convenient to introduce a geometric primitive, L(x,y), to mean
“r is (entirely) to the left of y”. The axioms for L specify that it is
irreflexive, asymmetric, and transitive. And we define ‘R(z,y)’, “z is
(entirely) to the right of y”, as L(y, x).

Now we can introduce an important geometric relation, betweenness:
Betw(x,y, z) for “y is (entirely) between z and z”:

Betw(z,y, 2) <7 [L(z,y) A R(z,y)] V [R(z,y) A L(z,y)]

It follows that Betw(z,y, z) « Betw(z,y, ).
L(z,y) obeys the following axioms:
3a. L(z,y) V R(z,y) — x|y. (Of course, x|y implies = # y.)
3b. L(z,y) < Vz,u[ z <z Au<y— L(z,u)l.

The following can now be inferred:

Betw(z,y, z) — x|y & y|z & x|z, and
Betw(z,y,z) N Betw(u, x,z) — Betw(u,y, z),

where the transitivity of L is used for the latter.

Now we can define an essential notion, that of a “connected part of
G”. Intuitively, such a part has no gaps. The definition is straightfor-
ward:

Conn(z) &Y Yy, z,ulz,u <z A Betw(z,y,u) — y < z]. (Df Conn)

(“Anything lying between any two parts of x is also a part of x.”)
Furthermore, we can define what it means for a connected part of G
to be bounded: Let Conn(p): then

Bounded(p) <% 3z, y[Conn(z) A Conn(y) & Betw(x,p,y).

(Df Bounded)
(A connected region wholly between two others is bounded.) Once we
establish that G is bi-infinite, i.e. infinite in both directions, it will fol-
llow that, for connected regions, boundedness is a necessary condition
for “finite in extent”, as commonly understood. And once we have es-
tablished that GG is Archimedean, it will follow that boundedness is also
sufficient for “finite in extent”.
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We call bounded connected regions “intervals” and write ‘Int(j)’,
etc., when needed. However, note that, lacking points, we cannot de-
scribe intervals as either “open” or “closed”, or “half-open”.

Using L, we can impose a condition of dichotomy for discrete inter-
vals:

4. Dichotomy axiom: Vi, j[i, j are two discrete intervals — (L(i, j)
Vv L(j,1))].
Now we can prove a linearity condition among intervals:

Theorem 2 (Linearity): Let x,y, z be any three pairwise discrete inter-
vals; then exactly one of x,y,z is between the other two.

Proof. Applying Dichotomy to the hypothesis, assume that (say) L(z,y).
If also L(y, z), then R(z,y), so that Betw(x,y, z), and this is unique. If
instead L(z,y), then either L(z, ), in which case we have Betw(z, z,vy),
uniquely; or L(z, z), in which case we have Betw(z, z,y), also uniquely.
The argument from assuming at first that R(z,y) is similar. m

To guarantee that arbitrarily small intervals exist everywhere along G,
we adopt the following axiom:

5. Va3j[Int(j) & j < x].”

An important relation of two intervals is “adjacency”, which is de-
fined as follows:

Adj(j, k) <Y jlk A fm[Betw(j, m, k)]. (Df Adjacent)

Now suppose that j = X2°,7;, where Int(j;) and R(ji1+1,7:;) and
Adj(ji+1,Ji)- Then we write R(k, ) just in case Vi[R(k, j;); analogously
for L(k, j). This will be useful in the proof of Theorem 3, below.

The following equivalence relations on intervals will also prove use-
ful: “j and k are left-end equivalent” just in case Ipp < j & p < k A
Pq({q < jVv q¢ < k} & L(q,p)]. “Right-end equivalent” is defined analo-
gously.

One further geometric primitive is very useful both in insuring that
G is infinite in extent and in recovering, in effect, the rational numbers
as a countable, dense subset of the (arithmetic) continuum, viz. con-
gruence, as a binary relation among intervals. Intuitively, Cong(i,j) is
intended to mean “the lengths of intervals ¢ and j are equal”. Thus,
we adopt the usual first-order axioms specifying that Cong is an equiv-
alence relation. We will sometimes write this as |i| = [j|, but with the
understanding that we have not yet given any meaning to ‘|i|’ standing

"This of course implies the “Atomless axiom”, introduced above.
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alone, but only in certain whole contexts. Similarly, for intervals 7, j, we
can define, contextually, |i| < |j| as meaning: 3j'[j" an interval A j' < j
A Cong(7, 5')]; and we may write |i| > |j| as equivalent to |j| < [i|. Our
next axiom will guarantee that these comparisons make general sense.
We come now to a key axiom, crucial to our characterization of G:

6. Translation axiom: Given any two intervals, ¢ and j, each is
congruent both to a unique left-end-equivalent and to a unique right-
end-equivalent of the other.

In effect, this guarantees that a given length can be “transported” (more
accurately, instantiated) anywhere along GG, and that these instances are
unique as congruent and either left- or right-end equivalent to the given
length. In particular, we can prove

Lemma 1 Given any two intervals i and j such that =Cong(i, j), either
there exists an interval i' < j with Cong(i,i');or there exists i with
J <i" with Cong(i, ).

Proof. By —=Cong(i,j), i # j. Assume that —(¢' < j) for any ¢’ such that
Cong(i,i"). By the Translation axiom, there exists ¢’ such that Cong(i, ')

and 7' is left-end-equivalent to j. We want to show that j < i’, as that
will establish that j < 4, as desired. Assume the contrary, i.e. that
j &£ 1. Now, if i’ — j doesn’t exist, then, by definition, ¢ < j. But, since
Cong(i,i'), we have =Cong(i', j), whence i" # j, and then we would
have i < j, contrary to hypothesis. So assume some n < ¢’ — j. By the
hypothesis for reductio, there is also k < j & k £ i/, and indeed —(koi’).
Without loss of generality, we may assume that k is an interval. (See
axiom 5.) Since ¢ is left-end-equivalent to j, it follows that & is not left-
end-equivalent to j. But there is m < j — k which is left-end equivalent
to both 7 and i’ so satisfies m o 7. Let m’ be a common part of m and
i'. Clearly L(m/, k). But =(L(n,k)), since if it were, it would overlap j,
contrary to assumption. (n can’t be left of j, since it’s part of ¢/ and
i'and j are left-end equivalent.) Therefore, by the Dichotomy axiom on
L, we have L(k,n), whence Betw(m/, k,n), with both m/,n < i’ but
k % i, contradicting that ¢’ is an interval. m

Theorem 3 (Trichotomy) For any two intervals, i, j, either |i| = |j| or
il <13l or [il > 131

Proof. Immediate from Lemma 1 and the definitions of the disjuncts. m
One further axiom on congruence is useful and intuitively intended,

viz. that congruence respects nominalistic summation of adjacent inter-
vals:
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7. Additivity: Given intervalsi,j, ', j’ such that Adj(i,j), Adj(?, j'),
Cong(i,i"), Cong(j,j"), then Cong(k, k"), where k = i+j and k' = '+ j'.

Now to guarantee the bi-infinitude of G, we adopt the following ax-
iom:.
Theorem 4 (Bi-Infinity of G) Let any interval i be given; then there

exist exactly two intervals, j,k, such that Cong(i,j) & Cong(i, k) &
Adj(i,j) € Adj(i, k) € one of j,k is left of i and the other is right of

1.

Proof. Given an interval 7, by definition it is bounded, so there exists
regions that are left of ¢ and regions that are right of 7. Assume a
region m to (say) the right of i. (The case to the left is handled exactly
analogously.) If Adj(m,i), then, by the Translation axiom, there is a
unique interval j such that Cong(j,4) and j is left-end equivalent with
m. If not-Adj(m, 1), then let f be the fusion of all intervals p such that
Betw(i,p,m). f is an interval. Then, by Translation, there is a unique
interval j with Cong(i,j) and j left-end equivalent to f. Combinig this
with the analogous argument for the case to the left of i completes the
proof. m

Since bi-extension obviously iterates, this already insures that G is
“bi-infinite” in the sense of containing as part the fusion of the minimal
closure of any interval ¢ under the operation of “bi-extension” defined
in the theorem. (This closure is proved to exist in Lemma 3, below.)
But we can do better and also insure that G is exhausted by iterating
the process of flanking a given interval by two congruent ones as in Bi-
infinity. This is just the Archimedean property, derived below. Toward
this end, call an interval [ an (immediate) bi-extension of interval i—
BiExt(l,i), or biext(i) = l—just in case | = j+i+k, where j, i, k behave
as in the Bi-infinity theorem.

Lemma 2 Let ¢ and j be intervals such that i < j; then =Cong(i, j).

Proof. For a contradiction, assume C'ong(i, j). There are three possible
cases: (1) i is left-end equivalent to j; (2) 7 is right-end equiv. to j; (3)
i is neither. Cases (1) and (2) are argued in exactly the same way. For
definiteness, assume case (1). By Bi-infinity, there exists i extending
i to the left with Cong(é',7) and Adj(i’,7), hence Adj(i’,j). But then,
by the hypothesis for reductio and transitivity of C'ong, it follows that
both i and j qualify as the unique right extension of i/, as required
by Bi-infinity, and since, by hypothesis of the Lemma, ¢ # j, this is a
contradiction. Case (2) is argued exactly analogously, considering " as
extending ¢ to the right.
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In case (3), let kz be the fusion of all parts x of j such that L(z,1)
and let kr be the fusion of all parts = of j such that R(x,i). k; and
kg are intervals. (Easy exercise.) Clearly, k; + i + kg = j and this
sum is discrete (all three pairs discrete). Now, let j' be (say) the right
extension of j, i.e. Cong(j’,j) and Adj(j’, 7). By Translation, let ¢’ sat-
isfy Cong(7',4) with ¢’ left-end equivalent to j’.By Translation again, let
K, satisty Cong(kr,k}) and Adj(i', k}) with L(i', k}); and let k}, sat-
isfy Cong(kg, ki) and Adj(k}, k) with L(k},k%). Then by Additivity,
Cong(j,i" + Kk}, + k%), so, by the uniqueness of (right) extension of j as
required by Bi-infinity, we have j' = i’ + k7 + k%, whence i’ < j, whence
i # j', but then both j" and i’ qualify as the unique right extension of
j, a contradiction. m

Now we can characterize G. Toward that, let X be any class of
intervals such that an arbitrary but fixed interval ¢ < G is one of the X
and such that if k& = biext(j) for j any of the intervals of X, then k is
also in X. Call such X a “closure of i under biext”.

Lemma 3 By axiom 2, there is an individual which is the common part
of the fusions of each class X which is a closure of i under biext, which
we call their meet or the minimal closure i* of © under biext. (Since i is
stipulated to belong to any such X, the meet is non-null, as required in
mereology.)

Proof. Immediate from axiom 2. m

Given a fixed “unit” interval, 7, we define the “right-half” or “postive
half” it of ¢* as the fusion of i and all intervals j such that R(j,7).
Then we define the “left-half” or “negative half” of i as the fusion of all
intervals j such that L(j,1).

By the criterion for identity of mereological objects, the meet i* of
Lemma 3 is unique. We now can prove a theorem characterizing G as
this meet:

Theorem 5 (Characterization of G): Let G be the fusion of the objects
in the range of the quantifiers of our axioms; then G = ¥, the fusion of
the minimal closure of i under biext.

Proof. Suppose, for a contradiction, that G # i*. Since, by stipulation,
i < G and G is closed under biext, we have that ¢* < G. Then some part
p, indeed (by axiom 5) an interval k < G satsifies Vj[Int(j) A j < i*—
L(k, )] vVjilInt(j N j < i*— R(k,j|; therefore, by definition, L(k,i*) vV
R(k,i*). Let’s suppose it’s R(k,i*). (The other case is argued exactly
analogously.) Let ‘"’ designate the positive or right half of i*. Clearly

9
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¢+ is connected; and by our betweenness criterion, it is also "bounded",
so an interval. Therefore, by the Translation axiom, there is a unique
interval m < i* with the properties (1) m is right-end-equivalent to i,
and (2) Cong(m, ). But this leads to contradiction, as follows: Note that
i consists of the fusion of class K satisfying (i) ¢ is in K and (i) if j is
in K, then there is a unique j" adjacent and right of j with Cong(j’,1)
and j" belongs to K, and (éii) for any other K’ satisfying (i) and (i),
K C K'. Now regarding the relationship between m and K, there are
four cases to consider: (a) All the K are to the left of m; (b) Adjacent
to m on the left is one of the K; (¢) One of the K—call it h—properly
includes m, i.e. m < h; or (d) One of the K—call it h—overlaps m but
neither is proper part of the other. Case (a) is ruled out since then i*
then runs out before reaching m, contradicting that m < ;. In case
(b), it follows that m itself is one of the K; but then another, A/, is in
K, hence h' < it with Cong(l',i) and R(h',m), but this is impossible
because of property (1) of m above. In case (c), since both m and h
are congruent to ¢, this contradicts Lemma 2 above that, if j < k, then
—Cong(j, k). (Also, then there would be &’ in K and extending h to the
right, contradicting that m is right-end equivalent to i*.) Finally, in
case(d), some P/, in fact with R(R',h) and Adj(h',h), is in K, and K’
< m but both m and k' are congruent to i, again contradicting Lemma
2. Thus each of the four cases implies a contradiction, which shows that
the assumption of such m, hence of a k < G —*, must be wrong. Thus,
taking account of the exactly parallel argument for the left (negative)
half of /* , it follows that G = i*.* m

Finally, we need a guarantee that any interval has a unique bisection.
But that can now be proved as a theorem:

Theorem 6 (Existence and uniqueness of bi-sections): Given any inter-
val i, there exist intervals j,k such that j <1i & k <i & jlk & j+k =1
& Cong(j, k); and j,k are unique with these properties.

Proof. Let 7 be any interval. For any interval j, let 7" be the fusion
of j and the right bi-extension of j. So we need to find an interval
j that is left-end-equivalent with 7 such that ¢ = j*". Let k be any
interval such that £ < i. Without loss of generality, assume that k is

8Note that this result, expressing that G is Archimedean, is quite surprising as no
axiom explicitly contains an “extremal clause” to the effect that the intervals of G
are only those that are part of the fusion of those obtained by repeated applications
of biext starting with a given interval. Nor do we have an induction axiom for
properties of intervals, although, of course, in light of Theorem 3, such an induction
principle could be derived from mathematical induction based on an N-structure.
Alternatively, one could derive that from properties of minimal closures, & la Frege.

10
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left-endequivalent with i. We have that ¢ — k exists, and is an interval.
If %k is congruent with i — k, we are done. So suppose not. Either |k|
< |i — k| or |i — k| < |k|. Let [ be an interval that is congruent to the
smaller of those two and is left-end-equivalent with i. So It <. (In fact
I™™ < i). Now let j be the fusion of all intervals m such that m is left-
end-equivalent with ¢ and m™" <. Clearly ;™" <. If j7" = i, we are
done. So suppose that ;7" <. Let n =14 — 5% . Then n is an interval.
Let p be an interval such that p < n and, without loss of generality,
suppose that p is left-end equivalent to n. Let g be n — p. Without loss
of generality, assume that either [p| = || or |p| < |g|. So p*" < n. Let j’
be the fusion of j and an interval congruent to p immediately on its right.
(First let p; be congruent with p and right-end-equivalent with j. Then
let py be the right bi-extension of p;.Then j' = j+ps.) An application of
Additivity shows that j'*" = j7" + p*" and we have j™" 4 p*" < i.This
contradicts the definition of j as the fusion of all intervals m such that
m is left-end-equivalent with 7 and m™ < i.

For uniqueness, given interval ¢, suppose both : = jp + jg with
Cong(jr,jr) and Adj(jr,jr), and also i = ki, + kg with Cong(kr, kg)
and Adj(kp, kg), with neither j; nor jr = ki or kg. Suppose without
loss that k7, < jr(and so jr < kgr). Let m = j, — k. Then jp+m = kg,
whence Cong(jr + m, kr). Now let m’ be congruent to m and adjacent
to m to its right. Then Cong(jr —m/, k). But we have jp—m’ < jr <
Jr +m = kg (where jg is discrete from m). Since Cong(jr — m’, kg),
this contradicts our lemma that if ¢ < j, then =Cong(i,j). m

By repeated application of bi-sections, we can, in effect, approximate
any locus along G to within any desired accuracy with sufficiently many
nested intervals, whose least after & subdivisions is of norm 27* assuming
the initial “unit interval” 7 is of norm 1. (Here we are speaking in our
metalanguage, not yet having reconstructed the norm function in our
object language.) One natural strategy that now suggests itself is to de-
fine an exact locus or “point” as a “Cauchy sequence” of such decreasing
intervals. As a warm-up example, let us construct an endpoint—say the
left—for a given arbitrary interval i. That will simply be the set of all
subintervals j of ¢ obtained by successive subdivisions into equal parts
such that for all j, there is no p < i such that L(p, j). In point-based
1-dimensional geometry, if we arbitrarily set the left-endpoint of ¢ = 0,
this corresponds to the Cauchy sequence: < 2% > k=1,2,..n.., con-
verging to 0. Indeed, we can introduce ‘0’ in exactly this way: let < be an
arbitrary but fixed interval, oriented as just described. Then 0 =% (7 [all
sets S containing ¢ and containing the left half of any subinterval j of ¢
such that j € S]. Similarly, we could define 1, replacing ‘left’ (L) with
‘right’ (R). (Below, however, we give a definition in terms of Cauchy

11
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sequences of intervals increasing to the right, in conformity to the rest
of the positive half of G.) Notice that these “objects”, whether thought
of as numbers or as points, are not claimed to be parts of G. On the
contrary, they are part of a superstructure that we construct over the
mereological-interval structure of G.

In general, we define a sequence < j; > of intervals increasing to
the right (or left, for negative reals) to be C'auchy just in case, for any
interval, €, there exists IV such that for any m > k > N, j,, — ji is an
interval, R(jm — Jjk, Jk), and |jm — ji| < || .(This last expression was de-
fined contextually above. By assumption that < j; > is increasing to the
right, j,, — jx exists and R(j,, — Jk, Jx)-Similarly for sequences increasing
to the left. Note the role of axiom 5, guaranteeing that arbitrarily small
intervals are values of ¢.)

By repeated application of Bi-infinity and Translation, we can always
avail ourselves of Cauchy interval sequences s = < s; > increasing to the
right, beginning with our fixed unit interval, ¢, for positive reals (to the
left, beginning with —i for negative reals), i.e. such that R(sx41 — Sk, Sk)
(L(Sk+1 — Sk, Sk)); the fusion of all the intervals s; forms an interval.?
This proves convenient in giving a second representation of real numbers
as intervals in G itself, which in turn—as we shall see below—augments
the reach of reconstructions that don’t rely on set theory. Thus, we will
have available two relative interpretations of the classical continuum, R,
based on G: (1) equivalence classes of Cauchy sequences of intervals of
G, or canonical ones from each class; and (2) fusions of canonical Cauchy
interval sequences, as just indicated.

We'll return to (2) below. First, let us pursue (1) in some more
detail. We want to construct the reals over the fixed interval i already
associated with [0,1]. The first step is to identify the binary rationals
as the appropriate subintervals left-endpoint-equivalent to 7, obtained
by iterated subdivisions licensed by the Bisection axiom. Thus, each
rational of the form Jr, wheren = 1,2, ..., 2% 1, corresponds 1-1 with the
left-endpoint-equivalent subintervals of ¢ determined by the k’th stage
of bisections. (The reader will have noted that the full binary tree of
Baire space is in effect generated by these subdivisions.) The next step
is to identify arbitrary reals in (0, 1] with increasing Cauchy sequences
of these subintervals.'”

9Since we don’t recognize a null interval, 0 is conventionally defined either as above
or as a right-ward proceeding (nested) sequence starting with an interval, call it —3,
congruent to the left half of 4, choosing at each stage, k, the right half subinterval of
,2}%1

100f course, sequences may omit both left and right subintervals at a given stage,

corresponding to a ‘0’ in the binary numeral representation of the real in question.

12
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The natural ordering of the binary subintervals of ¢ implicit above is
this: j < k <% k — j exists (is non-null) & R(k — j, j).

The next step is to extend this ordering to the increasing Cauchy
sequences of intervals. We set < r; > < < 's; > just in case JedNVEk >
Nle an interval & |s, — ri| > |e| & R(sg — i, rx) (Recall that the norm-
notation was defined contextually using C'ong, above.)

3 Recovering R

The pieces are now in place to prove a first recovery theorem:

Theorem T7: The ordered structure of binary intervals wthin i together
with the Cauchy sequences of them is order-isomorphic to the classical
real numbers of (0,1] (in their natural ordering, <).

Proof. There is a 1-1 invertible map ¢ from the binary intervals of
i to the binary rationals of (0,1]. Define ¢ as follows: Set ¢ of the
left interval, call it %7 of i resulting from the 1st subdivision = %; af-
ter the k’th subdivision, set ¢ of the left-most = 2%, of the next left-
most = %, ..., of the next to right-most = 22—;1 (¢ of the right-most
is of course always = 1.)'' Clearly ¢ is order-preserving. To extend
this to the increasing Cauchy interval sequences, map each such, of the
form < s1,S89,...,5,... > to the increasing rational Cauchy sequence
determined by ¢, viz. < ¢(s1),9(S2), ..., ¢(Sn),... > . Call this exten-
sion of ¢ . That ¢’ is 1-1 and onto the increasing binary rational
Cauchy sequences is immediate from the properties of ¢. That ¢’ is
order-preserving is also clear: if < r; > < < s; >, then beyond some N
(given in the definition of this ordering, above), In such that the cor-
responding rational differences, ¢(s,,) — ¢(rm) > 27", for any m > N,
which defines order on these rational sequences. m

Now we can extend this to the whole positive half-line, (0,00) by
applying the same procedure to right-extensions of ¢ by any number of
intervals each congruent with ¢. E.g. we map the interval ¢ + j, where
Cong(i,j) & Adj(i,j) & R(j,i) to (0,2] (appealing to the Bi-infinity
theorem), iterating this procedure to cover all intervals of the form (0, n].
Thus, we have:

1Since, e.g., 2% = 2k.#,l?e‘cc., it appears that ¢ is many-one; but really it isn’t as
the the result of proceeding stepwise to the right simply adds a congruent interval
adjacent to the preceding, so that the result is an interval, and in the case of an even
number of steps, it is always = an interval obtained at an earlier subdivision. E.g. in
one rightward step at the kth subdivision, we get left—rnost—Q%.Jr next—left—most—Q%. =
lcft—most—%%l, etc. (where the ‘+’here is mereological summation).

13
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Corollary 1 The theorem statement holds for all intervals of the form
(0,n], hence for the whole positive part G of G as order-isomorphic to
the positive reals, (0, 00).

Proof. The only thing to check, in addition to what has already been
established, is that the map just introduced—call it ¢”"—from G* to
(0,00) is indeed defined on all of G* in the sense that no part p < G*
is discrete from all the intervals on which ¢” is defined. Suppose, to
the contrary, there is some such part, p. Then p must be discrete from
each binary rational interval left-end equivalent to 4, and in particular
discrete from any of the intervals obtained from ¢ by any finite number of
applications of the biext operation introduced above. But then p would
be discrete from the fusion of all such intervals, which fusion = exactly
the meet (= minimal closure of i under biext) that we proved = G in
Theorem 5, above. This contradicts that p < G*. m

Corollary 2 The theorem statement holds for all intervals of the form
[—n, 0], hence for the whole negative part G~ of G as order-isomorphic
to the non-positive reals, (—o0, 0].

Proof. Applying Translation and Bi-infinity, the constructions for the
positive part of G can be shifted accordingly. (For the sake of the field
operations, introduced below, it is simplest to reflect the positive inter-
vals “about 07, i.e. proceeding leftward starting with —¢ or subdivisions
thereof.) The proof that the “mirror image” of the map ¢” is defined on
all of G~ is exactly analogous to the proof of the first Corollary that "
is defined on all of G*. =

To extend the isomorphisms of the Corollaries to cover the whole of G
simply stipulate that, for every interval j of the negative part of G and
every interval k of the positive part, j < k.Thus we have established:

Theorem 8: G (i.e. (G,=<) ) is order isomorphic to R (ordered by <).

Call the isomorphism of the latter theorem ®.

With respect to the field-algebraic structure of R, we can proceed in
either of two ways. (1) We could regard it as additional structure of R,
built up in the usual way from the Cauchy seqences defining the reals,
not bothering about any additional structure of G; or (2) we can intro-
duce operations of “addition” and “multiplication” of intervals of G and
prove that the order-isomorphism ® is also an algebraic isomorphism.
(2) is more interesting so let us pursue it. To define an interval sum
operation, call it ¢ @ j, we can first define this for binary intervals,which
we can already express as ® '(gq), for ¢ a binary rational of R, where
such an interval is either left-end-equivalent to i, if ¢ > 0, or right-end
equivalent to —i, if ¢ < 0, where —i is the interval satisfying Cong(i, —i)
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& Adj(i,—i) & R(i,—i).Then @ will simply be vector-addition along
G. @ is then extended to all of R by applying it “pointwise” to inverse
images under ® of the (binary) rational Cauchy sequences defining the
reals in queston. To obtain "multiplication” of intervals, i ® j, either of
two method may be used. Remaining entirely within G, we first define
this product for inverse images of binary rationals as iterated interval-
addition, @, treating binary fractions of intervals in accordance with the
distributive law of multiplication over addition.'?> Then ® is extended
to all of R by applying it “pointwise” to inverse images under ® of the
rational Cauchy sequences defining the reals in question. Alternatively,
we can adapt the establshed Euclidean geometric method of introduc-
ing product of two lengths by working in the Euclidean plane. Here, of
course, we work in G x GG, diagrammatically representing one copy of
G as our abcissa, the other as ordinate, such that the left end of our
unit, 4, is the origin, where the two axes cross.'® Then the product j ® k
is obtained by taking j as left-end equvalent to ¢ along the abcissa, k
as extending from the origin along the ordinate (either “up” if we are
operating on +k, or “down” if we are operating on —k). Next we con-
struct the “hypotenuse” segment o connecting the right-end of ¢ with
the “top”-end of k (if we're consider j ® +k, “bottom”-end of k if it’s
Jj ® —k). The value of the product is then represented as the interval
m along the ordinate from the origin to where the segment, call in o,
meets the ordinate, where ¢’ extends from the right-end of j and lies
parallel to o. (¢’ forms a second “hypotenuse”, so we have two similar
triangles. Then the definition of product derives directly from the fact
that % = %‘.)14 Now the definition of the operation ® is extended to
all of R via rational Cauchy sequences, as in the first method.

Recalling that ®~1(0) was introduced via a rational-interval Cauchy
sequence, one checks that the algebraic laws of the field operations are
preserved under ®. Thus, we have

Theorem 9: G (G,<,®,®) is ordered-field isomorphic to R (R,<
; =+, )

2E.g., ®71(2.5) ® ®71(3.25) is computed by vectorially adding twice the (unit)
interval 4 and half-i, call this 2.5¢, and then vectorially tripling this and adding a
quarter of 2.5 to obtain the answer.

13 Justifying this method on the present pointless basis would require adopting
some further primitives and axioms to extend our methods to the Euclidean plane.
We would need further equivalence relations of “end-equivalence” to replace reference
to “the point where two non-collinear intervals meet”; and we would need a relation
of angle-congruence for purposes of constructing paralells. All this will be carried
out in further work on two-dimensional continua.

4Note that we're now in a position to define the norm, |j|, for any interval 7,
based on the isomorphism ®.
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Although these isomorphism theorems rely on the characterization
theorem (5) of G, which already expresses that G is Archimedean, it
is worth pointing out that Theorem 9 implies that G satisfies a state-
ment of the Archimedean property closer to the one commonly given for
R. Here is one way to formulate this. As will be suggested below, as-
sume as part of our mereological universe a natural-numbers-structure,
N, constituted entirely of atoms, which we designate Oy, 1y, 2y, ....2
Then we can speak of functions from N (', 4y, ey) to intervals of G
by quantifying plurally over (unordered) pairs, (n,j) =% n + j (where
this is nominalistic summing). Now inductively define a map ¢ : N —
Intervals of G via

(i) o(On) =

(17) p(ny +n 1n) = biext(p(ny)).

Now define ‘i divides k& (mod 3)’ to mean: k = ¢(my), some my. Then
we say G is Archimedean just in case

Vj3h[j an interval — h an interval & i divides h (mod 3) & j < hJ.

Thus we have
Corollary G is Archimedean.

Proof. This follows from the Characterization Theorem on G as the
minimal closure of 7 under biext. For a contradiction, suppose that some
interval 7 < G is not covered by any interval h obtained by iterating
biext, starting with ¢, any finite number of times. Then, by construction
of G, for some j' < j, j'|G, so j £ G, contradiction. (Cf. the proofs of
Corollaries 1 and 2, via the definedness of the maps described there.) m

Finally, we would like to be assured that the above development of R
over (G is independent of the starting interval, i, i.e. that starting with
any other, j, leads to essentially the same recovery theorems, and even
that the minimal closure of j under biextension is indeed G itself. That
can be arrived at as follows.

Let j be any interval of G other than i.Now minimally close j under
biextension, calling the result j*. Then we proceed in two steps: (1) We
can carry out the whole of the above construction to produce an ordered-
field isomorphism @’ from the binary intervals and Cauchy sequences
thereof between G’ and R,where G’ and ®’ are introduced just as G and
® were but substituting reference to j for that to i throughout. (Think
of a transformation of the interval structure of G based on ¢ combining
a suitable translation and either a shrinking, in case |j| < |i|, or a

15This can itself be carried out along lines of Hellman (1996) but ignoring modal
operators for present purposes.
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stretching, in case |i| < |j|, or neither, if Cong(i,j).) Step (2) consists
of demonstrating that, in light of (1), the point-free continuum G’ = j*
based on j is indeed = GG. That makes essential use of the Archimedean
property of G’, afforded by carrying out the proof of the last Corollary
with G’ in place of G, mutatis mutandis.

Theorem 10: The point-free continuum G’ = j* based on interval j

(<G and <G) =G,

Proof. By definition of G as minimal closure of ¢ under biextension,
G' < G. For since, by hypothesis, j < G, we have that for some finite
n, j < biext™(i), i.e. j is part of the result of the n’th iterate of biext
applied to 7. Then it is straightforward to show that any k covered by
finitely many applications of biext starting with j is also covered by
finitely many applications of biext starting with i.We need to show the
converse, that G < G’. First we claim that ¢ < G’. This follows from the
Archimedean condition displayed above, applied to G’, interchanging the
roles of ‘4’ and ‘j” to produce an h (< G’) such that ¢ < h. Next we argue
by induction that any interval k obtained from ¢ by repeated application
of the biextension operation will be accessible from j in the same sense
as i is, i.e. by appealing again to the Archimedean condition above for
G, substituting ‘K’ for ‘j’ and ¢;’ for ‘4’. Then, from the definition of G,
since every interval m of G is covered by the result of some finite number
of iterations of biextension based on i, it follows from the induction that
m < G, as well, whence G < ', and therefore G' = G. =

4 Topological Models

We now present two topological models for our axiomatization.
These illustrate some of the Aristotelian notions of contiguity and con-
tinuity.!® The exercise will also serve to remove any lingering doubts
concerning the consistency of our axiomatization, if there are any.

For both models, the background meta-theory is the ordinary, Dedekind-
Cantor account of the real numbers, with their usual topological proper-
ties. An open set S of real numbers is said to be regular if S is identical
to the interior of its closure.!”

Define a real number r to be an interior boundary of a set S, if
r ¢ S, but there are numbers s, ¢ such that s < r < ¢ and the open set

16For a discussiion and comparison of these concepts, see Hellman and Shapiro
[2012].

17Cartwright [1975] argues that in 3-space, all and only regular open sets are
“receptacles”, regions of space that physical objects can occupy. Cartwright’s theory
is at least partly Aristotelian.
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(s,t) —{r} is a subset of S. So, for example, the number 1 is an interior
boundary of the union of (0,1) and (1,2). Regular open sets are those
open sets that have no interior boundaries.

The domain of our first model consists of all non-empty, regular
open sets of real numbers. The parthood relation is just the subset
relation, as might be expected. Let II be a non-empty set (or plurality)
of non-empty, regular sets. Define SUM (IT) to be the interior of the
closure of the union of II. This is the fusion relation. So to get the
fusion of a set of regions in our model, first take the union of the sets,
then the closure of the result, and then the interior of that. The result
is, again, a regular, open set. And it is straightforward to verify that
our Axiom 2, of fusion (or whole comprehension) is satisfied:

9

(Vww)(Ee)(vy)ly 0w = (32)(= 0 ww A z o)

This model nicely recapitulates some of Aristotle’s account of
continuous objects. Consider, again, the intervals (0, 1) and (1, 2). Those
are “contiguous”, since there is nothing of the same kind in between
them. Indeed, there are no members of our domain in between. The
only thing “between” them is the real number 1, and {1} is, of course,
not a regular open set. These two intervals are also “continuous”, in
Aristotle’s sense, since when we put them together—when we take their
sum—we obtain the interval (0,2). That is, the “boundary” disappears
and they become a single interval, a unity.

The proper definitions of the other primitives in our axiomati-
zation are as straightforward as can be. Recall that L(x,y) intuitively
means that the region x is entirely to the left of y. Let X and Y be non-
empty, regular open sets of real numbers. Then define X to be LEFT
of Y just in case every member of X is smaller than every member of
Y. It is trivial to verify that the relevant axioms are satisfied.

Recall that an “interval” is defined to be a connected, bounded
region. In the model, the “intervals” are just the open intervals, (a,b),
with @ < b. And, of course, the Gunkiness axiom 5 is also trivial:

(V)(J7)Unt(j) A j <)

The notion of “left-end-equivalence” is also straightforward. Two inter-
vals are left-end-equivalent just in case they have the same left endpoint.
And, of course, “congruence” of regions is defined to be congruence of
regular, open sets. Verifying the remaining axioms is also trivial.
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Our second topological model is a sort of dual to the first, as its
domain consists of certain closed sets of real numbers. It is, in one
sense, a little more Aristotelian, since it does allow that intervals have
endpoints—although these endpoints are not regions in the domain.

Say that a set S of real numbers is reqular closed if S is identical
to the closure of its interior. A real number r is an isolated point of a
set B if r € B, and there are numbers s, such that s < r < t and the
open set (s,t) — {r} is disjoint from B. So, for example, 1 is an isolated
point of {1}, and also of the union of {1} with [2, 3]. Regular closed sets
have no isolated points.

The domain of our second model is the set of non-empty, regu-
lar closed sets of real numbers. As with our first model, the parthood
relation is the subset relation. If Il is a non-empty set of non-empty
regular closed sets, define the SUM of II to be the closure of union of
I1. It is straightforward to verify that this SUM is regular closed, and
that Axiom 2 of fusion is satisfied.

Perhaps this model better captures the Aristotelian notion of
continuous objects. The sum of [0, 1] and [1, 2] is, of course, [0,2]. Here
the boundary point(s) of the contiguous intervals is “absorbed” into the
sum.

With this model, we must be a little more careful when char-
acterizing some of the relations in our theory, even the defined ones.
Consider, for example, the two closed intervals [0, 1] and [1, 2], both of
which are in our model. As sets, those are not disjoint, as they have
a member, 1, in common. Recall, however, that in our definition of
overlap:

oy« (I2)(z <z A z<y),

the quantifier ranges over the regions in the model. So [0, 1] does not
overlap [1, 2], since there is no member of the domain—no regular closed
set—that is a part of (i.e., a subset of) both. The regions are indeed
discrete. In our second model, “intervals”—bounded and connected
regions—are closed intervals [a, b].

Let A be the union of [0,1],[2,3],[4,5],. . .; and let B be the
union of [1,2],[3,4],[5,6], . . . Then A does not overlap B—they are
discrete—even though their intersection, as sets, is infinite.

Our definition of “Left” is similarly nuanced. If A and B are
regular closed sets, then define A to be LEFT of B just in case for
every r in A and every s in B, either r < s, or both r = s and r is a
boundary of both. So [0,1] is to the left of [1,2]. It is trivial to verify
that the axioms of our theory are all satisfied in this second model.

This second model does have some rather strange or, at least
intuitively un-Aristotelian regions. Consider the union of the closed

19



Philosophy of Science Assoc. 23rd Biennial Mtg -412-

intervals [.1,.9], [.01,.09], [.001,.009], . . . and {0}. This set is regular
closed, and so is a region in our model. However, it has an actual infinity
of discrete parts and a sort of loose point {0} at its left end.

5 Interlude: A Brief Dialogue

Objection: If this is really coherent, it would indeed reénforce that “non-
punctiform” and “indecomposable” are very different attributes as ap-
plied to continua.'® But the connection between them may be greater
than the above seems to imply. Indeed, one may question whether it
really makes sense to say of G that it has any proper parts at all! Let’s
take your interval i: You suppose that it makes sense to speak of i and
its “negate”, Neg(i) = G — i. But consider the question of the two places
where i “meets” Neg(i): Do they touch there? Surely there must be a
point at each of those places, either as part of i itself or of Neg(i). But
of course, as your system allows, © can be shifted anywhere along G so
that any place can serve as a boundary of an interval, in which case G
18 composed of points after all.

Reply: It is indeed part of the standard punctiform conception that
boundaries of (bounded) intervals must exist, and then they must be part
of one or the other of an interval and its complement.'® But the above
theory of G makes sense on the basis of a different conception. According
to it, let’s consider your question, whether i and Neg(i) “touch”. Well,
we don’t make sense of that, except to say that, if you mean, “Is there
anything in between i and Neg( ¢)?”, the answer is clearly no; and this
is perfectly compatible with the two parts not overlapping. After all,
a very similar thing happens in the case of your Dedekind cuts in the
rationals used to define irrational numbers: the lower and upper sections
are disjoint (the set-theoretic analogue of our “discrete”), yet there is no
“boundary” in the sense of an lub of the lower section or a glb of the
upper, until by fiat one is introduced by defining it to be the cut (or a
section thereof) itselfl We all know and love this move by Dedekind,
and we know how well it works. But that move does not establish that
a corresponding point really exists (“was there all along”) on any actual

181n the opposite direction, the intuitionistic continuum is “indecomposable” but,
in some sense of ‘point’, is entirely composed of points. Although not all pairs of reals
are orderable (so that “exact location” cannot be attributed), still they are specfied
with infinite precision relative to the everywhere dense rationals.

191t seems also to have been Aristotle’s conception that “breaking” a line segment
results in (or “actualizes”) boundary points, endpoints of two new sbintervals. This
may in fact have been Aristotle’s notion of “indecomposability”. In that case, note
how different it is from the intuitionistic conception. There, breaking a continuum re-
sults in a loss (some “syrup sticking to the knife”, as it were), whereas, on Aristotle’s
conception, the result is an addition (of endpoints) to the structure.

20



San Diego, CA -413-

1-dimensional continuum (if there are any), much less on any that can
be coherently conceived. And it is simply not a move that we are forced
to make, either on conceptual or on practical grounds. Instead, we can,
if we like, carry out a Dedekind style construction as a superstructure
over GG, preserving all the advantages of classical analysis while resisting
the attribution of a point-ontology.

Objection: The analogy with Dedekind cuts (for irrationals) is flawed:
Your G is supposed to model a continuum, so the analogue of a division
of G into two discrete yet adjacent parts would be a Dedekind cut in the
reals, not in the rationals. But the Dedekind continuum is complete, so
there are no cuts in the reals without the corresponding real belonging to
one segment or the other. This shows, does it not, that e.g. your Bi-
section axiom really makes no sense unless a point is added at the place
where the two parts meet.

Reply: Agreed, the analogy is imperfect; still, imperfect analogies
can be of heuristic value. But it doesn’t follow that points need to be
added “where [the] two parts meet”, for, as we said above, “where they
meet” is language belonging to the Cantor-Dedekind theories of a point-
ful continuum, but it is foreign language that can’t really be translated
into the theory of GG. Point-like “places” simply are not recognized; that
is the point! Yes, they can be introduced as superstructure, as shown
above, but that doesn’t require revising the description of GG, or t