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Abstract

To claim that x was the cause of y (or x caused y) is 1) to assume that x was one of a number of things, each of which together with the others was sufficient to have brought about y, and 2) to deem x responsible for the occurrence of y. 

A best-explanation argument, including application to cases, is offered in defense of this analysis, which holds that claiming that something is the cause is, in part, a speech act (deeming x to be responsible) that reflects the cause selector’s values or perspectives. No proposed alternative explanation accounts for all the cases with which I am familiar, but this analysis does account for them. 

Thus the analysis and the defense of sole singular causal claims call for more than empirical evidence, though of course evidence is very important.

1. Introduction. 
By ‘sole singular causal claim’ (henceforth “SSC claim”) I mean a claim that one thing, x, was the cause of another thing, y. In contrast, a ‘partial singular causal claim’ is a claim that x was a cause of y. Both are “singular” because both identify one thing or occurrence, x, as the subject of the analyzed claim. Both should be distinguished from general causal claims, which are generalizations, often of the form, ‘X’s cause Y’s’. This essay focuses on SSC claims.
1.1. Emphasis. The emphasis in this essay is not on metaphysics, but on the meaning and justification of SSC claims of the sort that we make, hear, and read in our daily lives as scientists, students, teachers, judges, legislators, partners, voters, laborers, parents, philosophers, etc. I shall present a number of real examples, making heavy detailed use of an example of an airplane crash. My long-standing interest in critical thinking and rational argumentation is the reason for my focusing on the content and meaning of what we think and say in our daily lives. I hope to contribute to guidelines for dealing with concepts that we actually use in drawing, challenging, and defending conclusions. 
We often pick out one thing as the cause, though obviously other factors are involved. For example, a fire inspector might claim that a short circuit caused a fire, ignoring the role of oxygen. But often there is disagreement among people selecting exactly one cause, even when all agree about the facts. After a forest fire that was the reason for the cancellation of the Florida Folk Festival in 2008, some people selected the large amount of dry underbrush as the cause of the cancellation. Others chose the drought, others the failure to institute regular controlled burns, others lightning. But all had essentially the same information at their disposal. How should we account for the existence of such disagreements?
1.2. The Proposed Analysis. I propose the following analysis, which I believe to be the best explanation of the existence of these disagreements, among other things: 

To claim that x was the cause of y (or x caused y) is 1) to assume
 that x was one of a number of things, each of which together with the others was sufficient to have brought about y, and 2) to deem x responsible for the occurrence of y.

The letters “x” and “y” each stand for one specific (token) thing (e.g., event, state of affairs, procedure, person, etc.). Given this analysis, claiming that x was the cause involves not only a factual-type proposition (Part 1 of the analysis), but a speech act
 (Part 2) in which we deem responsible one of the many factors involved. When the facts have been agreed upon, differences among people about what to deem responsible account for disagreements about which of the things to which reference is made in Part 1 is the cause. This analysis calls for more than evidence in the defense of SSC claims.
2. Clarification.

2.1. Reduction? The analysis is non-reductive in the traditional sense, because the term “brought about” in Part 1 of the analysans is itself a causal term. However, the analysis is in a way reductive because it reduces our everyday concept, the cause (in the analysandum), to the assumption in Part 1 and the speech act of deeming x responsible in Part 2 of the analysis. 
2.2. Two Concepts of Cause. The assumption in Part 1 of the analysis involves a metaphysical concept of cause, represented by “brought about”. Actually two concepts of cause are involved in the analysis, one of which, the metaphysical one, is part of the analysis of the other concept, represented by “the cause”, which I hold is the everyday concept of cause (appearing in the analysandum). Christopher Hitchcock (2007) noted these two separate concepts,
 but he had different things to say about them, and he used the term “folk attributive” as the name for the everyday concept of cause, as I understand him.
 He used the term, “metaphysical”, as do I, to label what I call the “causal nexus”.
2.3. Causal Nexus. By “causal nexus” I mean a singular past-tense revision of that to which John Stuart Mill (1872/1970, 222) referred when he metaphysically spoke of “the sum total of the conditions, positive and negative taken together; the whole of the contingencies of every description, which being realized, the consequent invariably follows”. But I would substitute “followed” for “invariably follows” to make singularity, instantiation, and past tense clear in my sense of ‘causal nexus’. The causal nexus is ‘the cause’ in the metaphysical sense. Causal nexuses come in successions of time slices (i.e., everything that is part of the causal nexus at a particular time).  Correspondingly, SSC’s come in causal chains. A causal chain is a succession of causes (in the everyday sense), each one of which caused the next. This relationship is to be contrasted with a succession of metaphysical time slices, each one of which brought about the successor time slice.
2.4. The Non-Objectivity of the Everyday Concept of The Cause. The part of an SSC claim that I shall emphasize is the speech act of deeming x responsible for y. This speech act assumes a perspective or value. The idea that a perspective or value is involved in sole singular causal claims has been expressed by Hitchcock (2007) and Hitchcock & Knobe (2009), and, they report, by many psychologists. I first proposed my two-part analysis briefly in 1973, but my current proposal is considerably refined. It gives the insights of Hitchcock and Knobe and my early idea more structure, and extends to all sole singular causal claims. 
Given my analysis, SSC claims are not the objective statements that many assume them to be. A consequence of this fact is that SSC claims cannot be logically implied by the satisfaction of a set of truth conditions. This helps explain, I believe, why philosophical truth-condition analyzers have had so much trouble analyzing them.

2.5. The Decisional Priority of Deeming. The analysis is to be interpreted as implying that, in a decision-making chain, deeming x responsible for y is decisionally prior to the selection of x as the cause of y. Often people think of it the other way round: that cause selection is decisionally prior to deeming something responsible, an approach that is not satisfactory because, as I shall show, there is no analysis that successfully selects the cause before the deeming. If the cause were selected before the deeming in the decisional chain, then a different analysis would have to explain the selection of the cause for all cases, which none of the ones with which I am familiar can do. Basically, the argument for my proposed analysis is a best-explanation argument: all exemplified cause selections are explained by the analysis, and none of the standard alternative analyses (hypotheses) can explain all. 

2.6. Circular? It is tempting to think that it is circular to put responsibility ascription ahead of the selection of the cause in the decision process – on the ground that deeming something responsible is dependent on determination of the cause, rather than the reverse. But there is no circularity in placing the awareness of the causal nexus (Part 1) and deeming x responsible (Part 2) ahead of selecting x as the cause because two concepts of cause are involved, as suggested earlier. They are the everyday concept of cause (expressed by “the cause” in the analysandum) and the metaphysical concept of cause (expressed by “brought about” in the analysans). The first (the everyday concept) is analyzed partly in terms of the second (metaphysical). The second appears explicitly in Part 1 of the analysans, and is also used in the discussion of our thinking about the application of Part 2, deeming something responsible. So there is no circularity here. Part 1 (metaphysical) is used to clarify the analysandum and to help clarify Part 2, but neither Part 2 nor the analysandum is used to clarify Part 1. 

 2.7. “Capricious”, “Invidious Discrimination”? Mill (1872/1970, 215) deemed selecting the cause from many factors “capricious”. Lewis (1973, 559) claimed that picking out the cause (as opposed to a cause) involves “invidious discrimination”. But these are not fair characterizations of all SSC claims. We frequently select one thing as the cause, and find that doing so is useful in dealing with the world, as in “The short circuit caused the fire”, “The cause of the fire was the drought”, and “Pylon care…caused the DC-10 crash” (from an example to be discussed later). Other examples: John McCain in an election debate with Barak Obama in 2008 selected one thing, greed, as the cause of the Great Recession. Obama also selected one thing, but a different thing, lack of adequate governmental regulation. Paul Krugman (2011) selected one thing from a part of a causal chain in which Obama’s choice occurred subsequently: Alan Greenspan’s reduction and relaxation of government regulation of the financial markets. Selecting one thing is quite commonly done. 
Given that there is a very, very large number of things that brought about (metaphysical sense) an effect, would it not be equally capricious or invidious to pick three or even ten causes of that effect, as, for example, was done by the majority and minority, respectively, in the report of the Financial Crisis Inquiry Commission (2011) regarding the causes of the Great Recession? None of the above-mentioned cause selectors was being capricious or engaging in invidious discrimination. They were seriously considering the alternatives in their various situations in an attempt to find useful solutions to real-life problems. Furthermore, a number of causal theorists have focused on sole singular causal claims, including Bunzl (1980), Davis (1980), Ennis (1973, 1982b), Hart & Honore (1959), Hitchcock (2007), Hitchcock & Knobe (2009), Mackie (1974), Scriven (1966), and Waters (2007). Although picking out just one thing as the cause might on some occasions be capricious or reflect invidious discrimination, to label all SSC claims as capricious or invidious discrimination is untenable.
2.8. Multiple Causation. However, it is often understandably suggested that picking out one thing as the cause is an oversimplification, and the selection of more than one factor is urged, as was done by most of the members of the Financial Crisis Inquiry Commission.
 Furthermore, in the 2008 Florida forest-fire example, some people selected more than one of the factors mentioned above as partial causes, not the cause, showing that they deemed more than one thing responsible for the cancellation. I am not claiming that only one thing should be chosen as the cause in all cases. On the contrary, I believe that it is often more appropriate to select a set of things as partial causes. But in this essay I focus only on the meaning of SSC claims. Actually, I suspect that my analysis can be adjusted and extended to multiple-causation claims, but that is a topic for another day. 

2.9. Standard Objections to Speech-Act Analyses. I shall here neglect consideration of the applicability of some standard objections to some speech-act analyses that were suggested by Searle (1969). See Ennis’ “‘Probably’”(2006) for responses to these standard objections.

2.10. Crucial Examples. For my argument, one crucial set of examples is the set in which the cause selectors agree on the facts but still disagree about the cause. In such cases, I suggest that different responsibility-ascribing, perspective/value-assuming speech acts best explain the disagreements. Alternatives hypotheses that analyze SSC claims as factual claims might understandably be proposed for examples when the facts are in dispute, but not when the facts are clear and agreed upon, as in the forest-fire example and an airplane-crash example. However, for the forest-fire example I do not have detailed citable quotations
 as I do for the airplane-crash example, so I will use the airplane crash as my principal example. 
3. The Airplane Crash. 
In the crash of a DC-10 at Chicago O’Hare Airport on May 25, 1979, the SSC that was chosen by the National Transportation Safety Board (NTSB) was maintenance-induced damage to a pylon that attached the left engine to the left wing. Two other SSC’s were suggested, although not by the NTSB: pylon design, and lack of information to the pilots about a wing flap position. (The wing flaps are the back parts of a wing that extend down when landing and taking off.) The advantages of this example are 1) that it is simple enough for us to understand, 2) that it was thoroughly investigated, and 3) that the causal mechanisms and facts involved were well understood and accepted by all concerned. There was no disagreement about the metaphysical causal facts assumed in Part 1 of the analysis (the causal nexus). 
I shall argue that my analysis can account for the disagreements and agreements, while truth-condition analyses, that is, straight factual approaches, can not. The selection as the cause of any one of a number of things in the causal sequence would have been consistent with the facts.
On takeoff, the left engine of the DC-10 broke loose, the pylon attaching the left engine to the left wing having been damaged in previous routine maintenance. The departing engine broke the hydraulic lines to the left wing flaps, allowing the left wing flaps to rise from the pressure of rushing air. This made it necessary to increase the airspeed of the airplane in order that the left wing provide lift. Because the aircraft remained at a steep angle for climb (not the shallow angle for cruise), this increase in airspeed did not occur. Under full power from the other two engines (center and right), the airplane first climbed, then made a steep bank to the left (the left wing having lost lift), turning back down into the ground. There was no disagreement about this account.

The Chicago Tribune reported that the NTSB said that “the probable cause of the accident of the DC-10 jet liner could be traced to an engine mount damaged by improper maintenance” (Siddon, 1979, 1, 5). Simplified by omitting the hedging qualifiers, this becomes “Improper maintenance caused the crash.” In less guarded language a headline in The Daily Illini (1980, 2) supplemented the Tribune’s report by adding the denial that design was considered to be the cause: “Pylon care, not design, caused the DC-10 crash”. 

However, some people did feel that defective design was the cause of the crash. New York Times columnist Witkin (1979, D 25) reported, “As one official put it, ‘Should you design planes where mechanics have to handle such a large structure [the heavy engine] with kid gloves?’” 
A pilot friend felt that lack of information to the pilots regarding the actual position of the wing flaps was the cause. The DC-10 pilots did not have this information about the wing flaps, so they did not realize that the left wing flaps had returned to cruise (not take-off) position and consequently that the left wing had stalled (that is, failed to provide lift). My pilot friend held that, had the DC-10 pilots known this, they would have pushed the yoke forward to lower the nose and increase airspeed, enabling the left wing to provide lift again. The basics of this stall-recovery maneuver are performed over and over by pilots in training and in check rides.
So there were at least three claimed candidates for the cause: maintenance, pylon design, and lack of information to the pilots. Given the agreement about the facts, how did the selectors choose different causes of the crash? According to my suggested analysis, to select the cause, we identify conditions about each of which we assume that it, together with the other conditions, was sufficient to bring about the crash (Part 1); and from among them, choose one or more that we deem responsible (Part 2). If we deem only one responsible (as we frequently do), then it is selected as the SSC, and if we deem several responsible, we select each of the several as partial singular causes. 
4. Being Sufficient, Given the Other Things (Part 1 of the Analysis). 
We do not know, and do not need to know, the identity of all the factors in the full causal nexus that together brought about an effect, each of which was sufficient, given the other conditions, to have brought about the effect. But it helps to know those that tend to make a practical difference, given our perspectives and values. This involves knowledge of causal generalizations and situation-specific factors, and is the sort of field-and-experience-dependent knowledge that we all started to acquire when we hit a rattle hanging over our heads in a crib and the rattle made noise. As we developed, we picked up all kinds of information about how things work in our vocational, civic, and personal lives. We learned to be attentive to necessary and sufficient conditions, and to develop experiments to try to rule out alternative explanations of results. We learned about causal mechanisms, and came to realize how important it is to be informed about the evidence in a situation we are investigating. The plane-crash investigators had this sort of evidence about that crash, so they were able to say about each factor in the sequence I mentioned (not just the three claimed causal candidates) that it was sufficient, given the other conditions, to bring about the crash, that is, that it satisfied Part 1 of the analysis. For example, the breaking of the hydraulic lines, given the other conditions, was sufficient to bring about the crash, as was the faulty maintenance. In sum, there were a number of factors, each of which, together with the other conditions at the time, was sufficient to have brought about the crash. How do we choose among them? My answer is that, taking our values and perspectives into account, we deem one (or more) of these factors responsible and thus the (or a) cause.
5. Deeming x Responsible and Thus The Cause. 
Of course in an investigation we should not decide in advance that only one thing should be deemed responsible and thus the cause. Sometimes it is appropriate to deem several things jointly responsible, yielding several partial causes, as noted earlier. But when we do deem responsible one and only one of the things that satisfy Part 1 of the analysis, we are committed to it as the cause. 

5.1 Deeming x Responsible. How can one apply Part 2 of the analysis?  Deeming x responsible, that is, ascribing responsibility to x, for the occurrence of y was discussed by Hart (1952), who held that judging that “x did it” is essentially ascribing responsibility. Deeming is performing an action, as opposed to making an assertion of empirical or logical fact. We all understand and often perform this action, having learned to do and understand it as we learned our language and our culture. The phrases, “deem responsible” and “ascribe responsibility” are primitive terms in the sense that no further definition will clarify them. We all know what they mean if we have at least a normal intelligence and have been raised in this or a similar culture. But the depiction and exemplification of a few types of reasons we have for deeming one particular thing responsible, which I shall do, helps to provide a sense of how we use responsibility ascription in our thinking about the cause. Reasons I am about to suggest are not based on a controlled psychological study. I am inferring the assumptions of selectors of x’s, based on our thought processes and on what seems to be needed for a rational being to ascribe responsibility. One clear important fact is that all responsibility ascription assumes a perspective or set of values.
5.2. Undesirable Effects. In all the cases I have mentioned so far, the effect was judged undesirable by the deemer. In my experience, undesirability of the effect characterizes by far the most common non-scientific SSC-selection situations. When the effect is judged undesirable, usually the choice of what to deem responsible is backed by beliefs about what was the most appropriate way to have avoided the undesirable effect, if we were able. More specifically, the deemer feels that the selected x was the appropriate target of interference in order to have avoided the effect, if we had the ability to do so. A value or perspective is assumed or expressed in judging what was “the most appropriate way”. 
For example, NTSB Board Member Francis McAdams was reported by the Chicago Tribune to have said “that if the pylon had not been damaged…, the series of events leading to the crash would not have occurred” (Siddon, 1979, 1, 5). He thus selected the pylon damage as the most appropriate target of interference, given his values or perspectives. His thinking, and that of the majority of the Board, presumably was that the maintenance procedure that was used, which the NTSB and the repair shop knew to be in violation of the manufacturer’s recommendations for how to remove the engine for overhaul, was the most appropriate target of interference in order to have avoided the crash. They believed that doing the maintenance as recommended by the manufacturer
 would have avoided the crash,
 was not unreasonably expensive or difficult to implement, and would have been in accordance with the manufacturer’s directions. That it was not unreasonably expensive or difficult to implement, and that it is generally a good idea to follow the directions were value positions or perspectives assumed by the Board, making the maintenance procedure in their view the most appropriate target of interference. 
The perspective or value of the unnamed official quoted in The New York Times was roughly that airplanes should be designed so that mechanics removing and installing these large engines for overhaul can bump such heavy things around a bit without causing damage, and that manufacturers should not compensate for inferior design with very costly rules for removal and reinstallation (it being more costly to remove them separately than as a unit). This perspective (“inferior”, “very costly”) resulted in the unnamed official’s judging design to be the appropriate target of interference, and deeming it responsible for the crash. 
My pilot friend’s perspective was the typical pilot’s self-confident view that well-trained, alert pilots can handle almost any emergency, including one like this, if provided full information, and that providing full information was simpler than the alternatives, not overly expensive, and more likely to be effective than a different design or than following the designated maintenance procedure rules. Therefore he held that the lack of full information was the appropriate target of interference.  From his perspective (confidence in pilots and an interest in keeping costs down), the lack of information was responsible for, and thus the cause of, the crash. 
For each selector, the thing chosen (faulty maintenance, bad design, lack of information) was necessary, and sufficient, given the other conditions, for the effect. So targeting it, that is, negating that necessary condition, would have stopped the effect, the crash, from occurring. Based on the selector’s values/perspectives, the selector’s chosen cause was the most appropriate one to have chosen as the target of interference in order to have prevented the effect. Hence the characterization of this reasoning leading to responsibility ascription could be ‘retrospective interference’.
5.3. Target of Interference. When I call something the “appropriate target of interference in order to have avoided the effect”, I mean that interfering with it directly, or with the causal chain from it to the effect, was the most appropriate way to have avoided the effect if we were able to so interfere. I have used the phrase “appropriate target of interference”, rather than “most appropriate thing to have changed in order to have avoided the effect” in recognition of the fact that actual elimination or change of the cause itself might not be the most appropriate way to have avoided the effect. On some occasions it might have been better to have interfered with some factor in the causal chain from the deemed cause to the effect than to have interfered directly with the cause. For example, even though one might deem sunspots responsible for, and thus the cause of, the static on the radio, the most appropriate way to have avoided the static was to put an inexpensive filter in the radio.
 Installing a filter would be less expensive and easier to do than, say, putting a sun-spot shield over the house, or eradicating the sun spots (if we were able!).
5.4. Linked Overdetermination. Before proceeding to other types of situations, let us attend to the bearing of linked overdetermination (often called pre-emption) cases. In brief, having only the cause as the appropriate target of interference will not always avoid the effect, because potential alternative causes sometimes are available. We need to add the potential causes as part of the appropriate target of interference, and then deem as the cause the one of the potential cause that was part of the causal sequence that actually occurred, that is, the one that was “veridical”, to use Strevens’ (2007) term. 
Linked overdetermination was long ago noted by Michael Scriven (1966), and ever since has bedeviled analysts who proposed that causes are necessary conditions (e.g., Lewis 1973, Mackie 1974, Ennis 1982b).  One of Scriven’s examples is the situation surrounding a successful coup d’etat that was caused by the efforts of a radical group. The effort was watched attentively by the military, which would have done the same thing if the radical group’s efforts had failed. Since the military would have moved faster than the radicals, the coup by the military would have happened at the same time. So the coup was linked-overdetermined. The radical group’s efforts were not a necessary condition for the coup, given the other conditions, even though the radical group’s efforts were the cause of the coup. 

One might quibble on the ground that the coup by the military would have been different in detail from the radical group’s coup, assuming, for example, Donald Davidson’s (1967) or J. L. Mackie’s (1974) concept of event, even though the time is the same. Scriven’s example has possibly been improved upon in this respect by, among others, Davis (1980), who offered a pair-of-light-switches example, and Ennis (1982b) with a time-delay relay pair-of-light-switches example. But given the dependence of sameness on context (Crawshay-Williams, 1957), I think that Scriven’s counterexample suffices.

Linked overdetermination cases, when they occur, call for an adjustment to the target-of-interference approach. In such cases the most appropriate target of interference would have to be extended to include (in addition to the selected cause) the would-be linked-overdeterminer’s intentions, or actions, etc. if the cause had not occurred (e.g., the military group’s plan to stage the coup if the radical group’s efforts fail). But the military group’s conditional plan is not part of the cause. It makes sense to deem the radical group’s effort responsible because it actually occurred (was veridical) as part of a causal sequence leading to the effect (in the metaphysical sense), and the military’s efforts did not occur (that is, were not veridical). So the cause selector deems the radical group’s efforts responsible because they actually brought about (in the metaphysical sense) the effect, even though the most appropriate target of interference was broader and included both the radical group’s efforts and the military group’s plan. 
To summarize: For cases of undesirable effects (by far the most common kind of non-scientific case), the cause selector’s basis for selecting x as the cause from all the possible candidates (the causal nexus) is typically that the selector feels (based on values and/or a perspective) that x, a necessary-and-sufficient-given-the-others condition was the appropriate target of interference in order to have avoided the effect (if we were able to have performed this interference), and deems x responsible. If the effect was link-overdetermined, assuming that the would-be linked-overdeterminers would jointly with the selected cause be the most appropriate target of interference and could be interfered with, and the causal sequence including x and leading to the effect actually occurred, then the selector deems x responsible for the effect and therefore selects it as the cause (even though the appropriate target of interference is more broad than the cause). Thus both of these approaches can be called ‘retrospective interference’.
5.5. Desirable Effects. If the effect is judged desirable by the cause selector, perspectives/values plus necessary conditionship (with adjustments for linked overdetermination, if necessary) also can be the basis for deeming one thing responsible, but in a different way. In these cases, we accept as fixed the causal nexus in the background at time t (selected by the cause selector), which is prior to the occurrence of x, the to-be-selected cause. We accept this background s fixed because, given our perspectives, values, and physical possibilities, it is desirable, or neutral, or, if undesirable, because it was too difficult to have changed. From time t onward we judge that, of the necessary conditions that actually were veridical, we believe it desirable to have assured the selected effect by assuring the effect’s presence in the most appropriate way, which we feel is by bringing about x.
In a previous stage of my life when I was living in a very small rural town where everyone knew everyone else, an organization had a successful bake sale. In post-sale discussions in which all participants were familiar with and agreed on the facts surrounding the sale, people disagreed about the cause of its success. Some selected the fact that things were done the same way as in the previous year’s bake sale; others the cooperation of the participants with each other. Each factor, let us assume, was necessary--and sufficient given the others (N-SGO). Community members deemed responsible the factor that seemed most important to the deemer, important because having assured the existence of the factor was, the deemer felt, the most appropriate way to have assured that the effect would occur, given the acceptance of earlier causal sequences. They assumed different values in their responsibility deemings, including the value of leaving things the same as much as possible and the value of being a cooperative group. Thus they had different selections for the cause. A brief label for this approach is “retrospective assurance”. 

 5.6. Neutral Effects. When the cause selector’s feeling about the effect is neutral, often supposedly the case in scientific situations, either or both the interference or assurance approaches can be used, but more often I believe, it is the retrospective interference approach that is used. Let us here briefly consider a natural science example to exemplify both approaches, and look at experimental science in depth later when discussing independent variables. 
Suppose that, as we walk close to the lake, a turtle slides into the water, an occurrence that we neither desired nor disapproved but which we regarded as an effect. Using the interference approach, I deem our close approach responsible for the turtle’s behavior and thus the cause. I deem it responsible, because I think that the most appropriate target of interference, if we had wanted to do so, was our walking close to the lake.  But in fact it did not matter to me whether we walked close to the lake. My values are an interest in turtle behavior and a feeling of indifference (which is also a value) about whether we walked by the lake.

Using the assurance approach, starting at t (selected by me), I might feel that the best way to have assured that the turtle slid into the water was to walk by the lake, if we were able to do so, and if I wanted to. But in fact it did not matter to me whether we walked by the lake. Again the selector’s values are an interest in turtle behavior and a feeling of indifference about whether we walked by the lake.

 5.7. Overview. Responsibility ascription is often based on 1) a condition’s being thought to be the most appropriate target of interference, if we were able and wanted to interfere; or 2) for linked overdetermination cases, the factor’s and its would-be overdeterminers’ together being the most appropriate target of interference, if we were able and wanted to interfere, and the factor’s being the one that is part of a causal sequence leading to the effect, each slice of which actually occurred; or 3) the factor’s being the condition that we felt most appropriately assured the occurrence of the effect, if we wanted to and were able to so assure, given the fixity of the causal nexus before t, a time selected by us. The support for these reasons comes from the causal nexus, hypothetical manipulations, facts about what has actually happened, and values/perspectives of the cause selector. 
Thus the responsibility-deeming view of SSC claims shares features and insights with necessary-condition and manipulation views, but adds values and perspectives to them as background for a speech act. 
6. Alternatives to the Proposed Analysis. 
Other proposed analyses of being an SSC are its being sufficient, being necessary, being necessary and sufficient, being correlated, satisfying best-explanation criteria, being a deviation from the norm, being a free deliberate human action, and being an independent variable in a controlled experiment. I shall argue that, even though each is often relevant to responsibility ascription, none can do the job. That is, none can be reasonably judged by itself to be necessary and sufficient in all cases for something’s being justifiably judged to be the cause.
One common problem is that even though the evidence can be sufficient in some cases for the satisfaction of the conditions in an anaylsis, the satisfaction of the conditions itself does not by itself establish that the x was the cause of y because the conditions are also satisfied by other candidates for being the cause. A second problem for some of the analyses is that there are some SSC’s that do not satisfy the condition at all. A third problem for one is that the analysis cannot be satisfied by any cause when there is total agreement on the facts, that is, Part 1 of the analysis.
6.1. Sufficient Condition. Being the full causal nexus (Mill’s “sum total”) is never reasonably selected as the cause (everyday sense) in practical contexts, because there is no point in deeming the sum total responsible.  Furthermore, being sufficient, given the other conditions (which is Part 1 of my analysis), although necessary, is inadequate because it holds for all of the conditions mentioned in the examples. It does not select one.

 6.2. Necessary Condition. One popular approach is to choose a necessary condition, given the other conditions, for the effect to have occurred.
 NTSB Board Member Francis McAdams emphasized faulty maintenance as a necessary condition, given the other conditions. Lawyers sometimes use a similar approach in identifying the cause, using what they call the “but-for” test, which has the form, ‘But for x, y would not have occurred.’ For example, ‘But for the gasoline in the garage, the explosion would not have occurred.’

6.2.1. Many Necessary Conditions. The principal trouble with the necessary-condition approach is that there are always many necessary conditions. Most causal conditions are necessary conditions, given the other conditions. All of the conditions mentioned in the forest-fire, airplane-crash, and bake-sale examples were necessary conditions, given the other conditions, for their effects at the time. Even some not chosen as the cause, for example, breaking the hydraulic lines and oxygen (for the fire), were necessary conditions, given the other conditions. Even linked overdetermination cases have necessary conditions that are not the overdetermining factors or the actual cause. The necessary condition approach does not select one condition as the cause, because there are always many necessary conditions, given the other conditions.
6.2.2. Far Removed Conditions. Far-removed conditions constitute another problem that shows that being a necessary condition, given the other conditions, does not suffice. For example, my grandmother’s being born is not the cause of my writing this essay, although it was a necessary condition, given the other conditions, for my writing this essay. Being a necessary condition does not make it the cause. Of course it was part of the full causal nexus along with millions of other things in the past, but we would not even say that it is a cause, a fact that suggests extending my analysis (with adjustments) to partial singular causal claims. 
6.2.3. Linked Overdetermination. Lastly, being a necessary condition, given the other conditions, is not only not sufficient for something to be the cause (i.e., justifiably claimed to be the cause), but being a necessary condition is not even always necessary for something to be the cause. This is shown by linked-overdetermination cases, discussed earlier.
Michael Strevens’ (2007) interesting approach (based on Mackie’s (1974) INUS condition) is somewhat similar to necessary-condition views and seems not vulnerable to linked overdetermination. It depends on reference not to all the conditions but a select few, and to a veridical requirement. These modifications seem to me to make it not a full necessary-condition view, but whether it is or is not a necessary-condition view, it still has the first two problems (6.2.1 and 6.2.2) to its being a successful analysis of SSC claims. 

6.3. Necessary and Sufficient Condition. This approach is covered in the immediately previous discussion of necessary conditions and sufficient conditions. Most of the factors in the examples provided earlier were necessary and sufficient given the other circumstances. So this criterion does not select only one thing as the cause.
6.4. Correlated Factor. Various correlation strategies have been suggested, but they apply only to causal generalizations, and even then do not guarantee that the putative cause actually is a cause, given the other conditions. Correlation is not causation. The falling of my barometer did not cause the storm to occur, though falling barometers are correlated with storms.
6.5. Satisfying Best-Explanation Criteria. A crucial standard criterion for argument-to-best-explanation
 is that ruling out alternative explanations depends on showing their inconsistency with the evidence. But in the forest fire, airplane-crash, and bake-sale examples, none of the alternate explanations (the proposed alternative candidates for being the cause) is inconsistent with the facts. So a best-explanation approach requiring showing proposed alternative hypotheses to be inconsistent with the evidence will not justify a selection of the cause from the candidates in the cases discussed. 
6.6 Deviation from the Descriptive Norm. Hart & Honore (1959, 31) picked two separate criteria for being a cause, one being a deviation from a descriptive norm. By “descriptive norm” I mean a norm that is held by the cause selector to be a norm because the selector believes that it is in fact followed at least fairly regularly, not because the selector believes that it should be followed regularly. Being a deviation from a descriptive norm is also a criterion suggested by Hitchcock & Knobe (2009). 
Hart & Honore mentioned the gardener who failed to water the flowers which died, so, given that the gardener’s watering the flowers was the normal way things were done, they pick the gardener’s non-watering of the flowers as the cause of the flowers’ death. However, suppose in a different case that it was quite normal for the gardener not to water the flowers, and it is quite exceptional for him to do the watering. Suppose further that the gardener had justifiably been given the job of watering the flowers long ago.  I might then claim that his non-watering was the cause of the flowers’ death, because he should have been watering the flowers, even though his non-watering was the descriptively-normal thing. The deviation-from-descriptive-normality criterion does not pick out the condition that I under these assumptions understandably choose as the cause, the gardener’s normal non-watering of the flowers. 
More examples: It was descriptively normal to let underbrush be undisturbed, yet some people picked the presence of the underbrush as the cause in the forest-fire example. It was descriptively normal for there to be no direct information to the pilots about the conditions of the flaps in the wing, yet my pilot friend picked that as the cause. A Marxist might choose capitalism as the cause of the Great Recession, assuming that capitalism is the current system. Would-be reformers often choose the descriptively-normal condition as the cause. So the descriptively-normal condition, rather than a deviation from it, is often chosen, by reformers. So deviation from descriptive normality is not necessarily a necessary condition for something’s justifiably being judged to be the cause.
6.7. Free Deliberate Human Action. Hart & Honore (1959) also chose free deliberate human action as a criterion for being the cause. But often it is not. For example, some understandably chose the free deliberate human action of allowing the underbrush to remain in the forest, while others understandably chose lightning and others chose drought as the cause, though neither of the latter two was a free deliberate human action. So being a free deliberate human action is neither necessary nor sufficient for something’s being judged to be the cause.
6.8. Independent Variable. By an independent variable I mean in the most simple case a variable that is deliberately varied while one or more others are controlled (usually held constant), and the results (the dependent variable(s)) are observed. The results are usually assumed to be the effects of the manipulation of the independent variable. 
6.8.1. Manipulating the Unmanipulable. A common criticism of manipulation views is that some causes are felt to be unmanipulable. For example, it has been claimed that the cause of the decimation of the dinosaurs was the crash of a large meteor into the earth many millions of years ago. But clearly it is beyond our power to have manipulated that cause. As is done in some straight manipulation views, this challenge is handled in the responsibility ascription view by adding a clause, “if we were able to do so”, to manipulability reasons for deeming something responsible. It would then be understandable to deem the meteor crash responsible for the demise of the dinosaurs if the deemer feels that interfering with the action of the meteor, if we were able, would have been the most appropriate way to have avoided the effect. 

6.8.2. Problems Selecting and/or Identifying the Independent Variable in One Time Slice. The independent variable, whether in a controlled experiment or not, is typically judged responsible, but it can be given many descriptions, and has many parts. Which one should be chosen as the cause? For example, investigators in the famous “Hawthorne Effect” studies (Wikipedia, 2012) initially concluded in one of the studies that increased lighting was the independent variable to be held responsible for the ensuing increased productivity in a factory. A subsequent study of the same subjects found that when the lighting was returned to its original intensity, production again increased. Which part and which aspect of the independent variation is to be judged the cause of the increased productivity? Under what description? There are always innumerable descriptions and factors that could be construed to be the independent variable, such as, amount of light, attention given to the workers, peer-group pressure, and social cohesion, as shown in the Hawthorne literature. No one of these candidates is clearly the independent variable. We often draw upon our favored theories (which are part of our perspective) to decide what is the independent variable. Although repeated experiments which rule out one or more candidates for being the independent variable can help, choices always seem to remain. It has not yet been settled what is the correct description of the independent variable in the Hawthorne studies.
For the next example, I draw upon the work of Robert Boyle (1682). Among other issues Boyle addressed was the question of whether a vacuum was possible. The Plenists denied and the Vacuists affirmed this possibility. Boyle attempted to check the possibility of a vacuum by pumping the air out of a bell jar and listening to see whether he could hear a bell hanging inside the jar, the hammer of which was visibly functioning both when air was present and when it was supposedly evacuated. The independent variable was assumed to be the degree of presence of air. The cause of the variation of the perceived sound was judged to be the variation in the independent variable. It was assumed that nothing replaced the air that was removed.

But, showing deep respect for the Wisdom of the Ages, the Plenist could challenge that assumption, suggesting that an odorless gas that did not conduct sound seeped through the walls of the bell jar, replacing the air as it was evacuated. In effect he has changed the description or scope of the independent variable, based on his perspective and his valuing of the Wisdom of the Ages. The new description is the concurrent removal of air and replacement by the odorless gaseous fluid. Which is the correct description, or identification, of the independent variable?

By showing the role that perspectives and values do play in selecting causes, these examples show that the independent variable approach, when regarded - as it usually is - as an approach that produces conclusions from evidence and logic alone, is insufficient to do the job of cause selection.

 6.8.3. The Causal Sequence. Another way that the independent variable, whether or not it is unequivocally identified by the experimenter, can be avoided in favor of another is by going backwards or forwards in the causal sequence leading up to the effect, that is to a different time slice. For example, as happened in the “Tuskegee Experiments” (Wikipedia, 2012), in which penicillin was deliberately withheld from a number of human subjects who had syphilis, one might conclude that syphilis was responsible for and thus the cause of numerous deaths. But one might go to a different point in the causal sequence, such as, the denial of penicillin treatment as the cause, or even back in the causal chain to the decision to do the experiment at all. This latter decision was deemed responsible for the deaths by social critics of the experiment who felt that just doing the experiment was racist. 
I have just depicted three different choices of the cause, which depend on which of three different factors in the causal sequence was thought to have been the appropriate target of interference in order to have avoided the effect and was deemed responsible, and thus the cause. The perspective and value of the first cause selector might have been just an interest in knowing the likelihood of death from an untreated case of syphilis. The second’s perspective and value might have been an interest in the effectiveness of penicillin, a new drug at the time. The third had an interest in equal and humane treatment of everyone, regardless of race, color or creed. One’s perspectives and values are important in choosing an appropriate target of interference, or the independent variable. The selection of the cause was not fully objective. Different places in a causal sequence could be selected, depending on perspectives and values. 

Thus based on varying values and perspectives, we have seen 1) choices among the causing factors in a single time slice (social cohesion vs. peer group pressure); which overlap with 2) varying descriptions or contents of the independent variable (depletion of air vs. depletion of air combined with replacement by penetrating gas, and amount of light vs. attention given to the workers); and 3) choices of the factor to deem responsible among points along the causal nexus sequence of time slices (racism vs. checking the effectiveness of penicillin). All depend in part on values and perspectives. Again, by seeing the role played by perspectives and values in these examples, we see that the independent variable approach does not select the cause by evidence and logic alone.
6.8.4. The Error Variable. The widespread practice of neglecting the variables not being studied and systematically calling them “error variables” (Woodward, 2008) by advance decision, omits consideration of variables that do make a difference. We omit them for the sake of simplicity and convenience, given the difficulty of manipulating and/or measuring some variables, even though some are part of the causal nexus and do have an impact on the result, perhaps a very significant impact. The researcher’s values and perspectives thus play a role in selection of the putative cause. The researcher excludes some factors on the basis of a perspective or a value (e.g., simplicity, convenience, etc.), and deems the independent variable (as described) responsible, and thus the cause, or the probable cause. 
Thus responsibility ascription, values, and perspectives are relevant in both social and physical scientific studies, as well as in everyday affairs. Standard sources of alternative selections of the cause are other factors in the same time slice of the causal nexus, factors in different time slices, varying possible descriptions or content in a single factor or independent variable, and factors to include or exclude as error variables. Again, these cases show us that the approach by itself, making use only of evidence and logic, is insufficient for the selection of the cause.
7. Summary. 
In contrast to alternative analyses, the following non-reductive analysis of sole singular causal claims explains the examples described and rules out non-causes:
To claim that x was the cause of y (or x caused y) is 1) to assume that x was one of a number of things, each of which together with the others was sufficient to have brought about y, and 2) to deem x responsible for the occurrence of y. 

This analysis radically differs from other approaches to sole singular causal claims. Perhaps, given the continual disagreements over the years, a radical departure is needed. The radicalness consists in its inclusion in the analysis of a speech act (based in part on perspective or values) and making responsibility ascription decisionally prior to claiming that something is the cause. Including a perspective or value element in some sole singular causal claims is an approach shared with others, but I have extended this element to all sole singular causal claims and incorporated it systematically in the total approach.

Defense of Part 1 of this analysis is here basically assumed. In support of Part 2 of the analysis, given that we are defending a sole singular causal claim, the analysis explains the cause selections for the examples that I have presented, and for all others with which I am familiar, including scientific ones, whereas the alternative analyses do not do this. Together Parts 1 and 2 of the analysis, given the cause selector’s perspective and values, provide a logically necessary and sufficient condition for a particular thing’s being chosen as the cause. That is, Part 1’s being satisfied by the evidence and the cause selector’s justifiably deeming x responsible are jointly necessary and sufficient for the cause selector’s justifiably claiming that x was the cause of y. 

None of the alternative analyses considered satisfies the requirement of providing necessary and sufficient conditions, using evidence and logic alone, for the selection of the cause for legitimate examples, though each is often relevant. These alternative analyses and approaches are the sufficient-condition, necessary-condition, necessary-and sufficient-condition, correlation, best-explanation, deviation-from-a-descriptive-norm, free-deliberate-human-action, and independent-variable approaches. 

None of these analyses include the needed values or perspectives, so none is sufficient to select the cause, a fact which is readily apparent for cases in which all parties are agreed upon the facts. Furthermore, most of them (such as being a necessary condition, or being a sufficient condition), even if established for a particular factor, do not uniquely select an SSC because the same proposed analysis is satisfied by other factors. Most, including the best-explanation-criteria approach, cannot choose from among those in which there is no disagreement about the empirical evidence. Some (such as correlation, being a descriptive norm, or a free deliberate human action) can arbitrarily make a mistake: Correlation calls for judging the falling barometer to be the cause of the storm, and the criteria, being a descriptive norm and being a free deliberate human action, can rule out things that can be justifiably be selected, such as the wayward gardener’s neglect, or lightning. 
General problems that were emphasized in the discussion of the independent variable approach are the existence of 1) choices among the causing factors in a single time slice (social cohesion vs. peer group pressure); which overlap with 2) varying descriptions or contents of the independent variable (depletion of air vs. depletion of air combined with replacement by penetrating gas, and amount of light vs. attention given to the workers); and 3) choices of the factor to deem responsible among points along the causal nexus sequence of time slices (racism vs. checking the effectiveness of penicillin). All depend in part on values and perspectives, which shows that the methods do not constitute necessary and sufficient conditions, even when evidence is supplied. These three general problems, though emphasized in the independent variable discussion, hold more generally, though I did not put them in these terms in discussion of the analyses other than the independent variable analysis.

The proposed analysis is not reductive as “reductive” is ordinarily construed because “brought about”, which is used in the analysans, is a causal term. Additionally, the proposed analysis is not circular, as shown by the fact that, although the metaphysical sense of cause (represented by “brought about”) is used to explain the everyday sense (represented by “the cause”), the everyday sense is not used to explain the metaphysical sense. Part 1 and reasons to support Part 2 of the analysis employ the unreduced metaphysical sense in their use of, for example, the term “brought about”, in analyzing the everyday sense of the term, “the cause”, which appears in the analysandum, “To claim that x was the cause of y.” But the ordinary sense is not used to explain the metaphysical sense.
Assuming the ability to have interfered, some common ways of justifying a deeming of responsibility are, the straightforward target-of-interference approach and the assurance approach, with adjustments to each in cases of linked overdetermination. These types of reasons for deeming something responsible employ manipulability and necessary-conditions, so they share an interest in manipulability and necessary conditions with a number of currently popular approaches to causality. But they differ from these well-known manipulability and necessary-condition approaches in the assumption of perspectives or values. These are expressed in the speech act of, and in the justifying of, deeming x responsible, a key feature of this approach to analyzing SSC claims. 

I have not suggested that empirical evidence is not important in making and evaluating SSC claims. On the contrary it is very important. But by itself, it is not enough.
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� “Assume” is here used in the needed-assumption sense I have identified (1982a), also called the “assumption-of-the-argument” sense by David Hitchcock (1985).


� Strictly speaking this is an analysis of “to hold that x caused y”. To make the holding into a claim, one must affirm it, usually publicly. But it is more common to talk about claims than holdings, so I shall simplify by talking about claims. 


� In J. L. Austin’s (1963) terminology, an illocutionary act that is not a factual assertion.


� He also urged a third concept, represented by “scientific”.


� I feel that “folk” for some people has pejorative associations.


� Interestingly, one of the Commission members did select an SSC.


� The discussions in which I participated were informal.


� For the sake of simplicity I have described this example in singular causal terms, but I mean this description to represent a causal nexus sequence. That is, it is a sketch of the sequence of causal-nexus time slices assumed in Part 1 of the analysis. The analyzers of the crash were agreed on the full causal nexus, in so far as they were familiar with it.  


� The manufacturer recommended that the engine be removed first, and then the pylon. The maintenance as actually performed removed them as a unit, so on reinstallation the whole weight of the engine was behind any bumps of the pylon against the pylon attachment point on the wing, in this case damaging the pylon. The actual process used saved time, and in aircraft maintenance, time is money.


� “Would have avoided the crash” is an example of the use of the metaphysical concept of cause in accounting for the deeming and thus the selection of the cause (everyday concept). When I say here “would have avoided the crash” I mean to include the idea, “given the other conditions”. I will not complicate the rest of the discussion by noting this fact every time it is relevant.


� Thanks to James Wallace for this example, which he suggested many years ago at a University of Illinois Philosophy Colloquium.


� Urged by Mackie (1974), whose urging was challenged primarily for linked overdetermination reasons by Ennis (1982b). David Lewis (1973) offered what at least approximates a necessary-condition view that has been the subject of much elaboration and discussion ever since, much of which is related the linked overdetermination problem, which he called “pre-emption”.


� I adopt Battersby’s (2006) nomenclature because ‘argument-to-best-explanation’ better fits the topic than ‘inference-to-best-explanation’.
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