The Epistemological Root of the Problem of Induction  

Abstract

This paper analyzes the epistemological significance of the problem of induction. In the first section, the foundation of this problem is identified in the thesis of gnoseological dualism:  we only know our representations as separate from ‘the world itself’.  This thesis will be countered by the thesis of gnoseological monism. In the second section, the implications of Hume’s skeptical thesis will be highlighted and it will be demonstrated how the point of view of gnoseological monism can offer a way out that I call the hermeneutic theory of induction.  In the third section, a formal approach is proposed in agreement with this theory.  Using tools of the theory of information, this defines the conditions of acceptance or refusal of a hypothesis starting with an experiment.  In the fourth section, the epistemological consequences of this approach are analyzed.

1. Epistemological Preliminaries 

Theories of knowledge starting with the Modern Age are characterized by a common framework that can be called the thesis of gnoseological dualism, according to which we directly know only our representations. In other words, there are in principle two qualitatively different types of knowledge: one regarding the world itself (that is not accessible to us) and one regarding the representations that we have of the world. This thesis is implicit in theories of knowledge from Descartes on
, and it is strongly problematic in that it presupposes the existence of something (the world) that is necessary for knowledge, but that cannot be the object of that same knowledge. The opposite framework, that will be developed following, is called gnoseological monism and confirms the existence of one single type of knowledge: that of represented reality. The principal idea is that a representation (being an intentional activity) cannot but be a representation of something that is in some sense, while reality (inasmuch as one can say that it is) cannot but be something that is represented in some way. Evandro Agazzi has proposed this view in many works and he has developed its epistemological consequences: my aim in this paper is to apply it to the specific problem of induction.
This position is contrasted by contextualist or idealist positions for at least two good reasons.  In the first place, in idealism and contextualism, knowledge is considered a limit: only what is known in ways that must be determined a priori exists. From the point of view of gnoseological monism, knowledge consists in putting different aspects of one single object into relief, that is, in selecting some characteristics starting from a reality that remains external to the conceptual activity.

In the second place, idealism and contextualism conceptually determine the object that is being treated: what our propositions speak about depends essentially on context. To the contrary, according to gnoseological monism, we need to distinguish between what is talked about and the way in which it is talked about. The first element is the reference of our propositions. This is indicated by the purely conceptual elements of our consciousness, but it is determined by extra-conceptual and extra-linguistic operations.
 Speaking of the Nautilus, I can state true things, false things and things that are neither true nor false. The fact that I can confirm something as true or false regarding the Nautilus implies that this, in some way, exists
 and specifically exists within the reality plane defined by ‘Twenty Thousand Leagues Under the Sea’. Such a reality plane is constituted by terms, such as the Nautilus, that have meanings and references. The meanings sum up the important characteristics and represent the ways in which to speak about the reference. They have the function of ‘guiding’ toward the reference, which is however determined by a series of operations through which I may ascertain if the affirmations that I make regarding the Nautilus are true or false (or neither true nor false). Obviously these operations will be extra-conceptual and extra-linguistic since they involve getting a copy of the book and looking for certain information.  Therefore they no longer depend on the reality plane and, consequently, the reference is fixed in an extra-contextual sense.

How must we thus interpret the existence of statements about the Nautilus that are neither true nor false? The interpretation is the following: the reality plane of ‘Twenty Thousand Leagues under the Sea’ defines a representation of the Nautilus (and constructs the ‘abstract object’ Nautilus) by selecting a few aspects that are relevant within the same plan. The statements that are neither true nor false regard aspects that are not relevant within the plan of ‘Twenty Thousand Leagues under the Sea’ because they are not useful to the story, to the dramatic organization of the novel, to Verne’s taste and for whatever other reason.

Let’s transfer the discussion now to the area of scientific knowledge directed at constructing empirical theories to explain certain physical phenomena. A physical theory is a reality plane that acts in two fundamental ways:

(1) It selects a series of relevant factors for verifying the phenomena in question: such factors determine the meaning of the statements that the theory makes about the world.

(2) It defines, apart from the meanings, a series of physical operations for determining the truth or falseness of those same statements.

The object of the theory is the reference of its statements, just as it is indicated by relevant factors and determined by extra-conceptual operations. For example, the object of mechanics is a mechanical system whose characteristics are considered relevant for the production of mechanical phenomena and can be determined through operations that involve the weight of masses, measuring speed and so on. Thus two levels must be distinguished: the first level establishes relevant factors and identifies what is being spoken about as the object of the theory; the second level consists of specific generalizations (laws) that say certain things about the object (linking the relevant factors between them) and thus are found within the reality plane of the theory. Instead of two different ways of knowledge, we thus have one single way that is separated into two dual levels.

Let’s consider probabilistic events, since the determining events may be thought of as special cases of the former. The relevant factors for probabilistic events are those that allow all alternatives conceived of by the reality plane to happen.
 Now, it is easy to recognize that to completely fix a reference, the reality plane does not need only some relevant factors but all and only the relevant factors. Thus, we need a further ingredient: the assumption by which we are aware of all relevant factors needed to produce the phenomenon under study or, comparably, that all possible eventualities occur sooner or later. I call this the diffusion hypothesis. It needs to be noted that the diffusion hypothesis is not a general condition for empirical knowledge of the world.  To interpret it in this way would presuppose a distinction between knowledge of the object and the object itself, that is, gnoseological dualism. This, therefore, is neither a subjective assumption nor an assumption about the world itself, rather about the relationship of appropriateness of the reality plane to its object (in that this is determined independently of the plan). The diffusion hypothesis does not guarantee correspondence between our knowledge and the world, but it defines our reality plane as a legitimate and complete point of view on the world.

Now, scientific theories produce special types of statements, that is to say, generalizations.  To establish the truth of a generalization we need three ingredients: in the first place, a group of relevant factors to establish adequate experimental conditions for checking the generalization.  In the second place, some operations able to determine the reference of the terms at play in the generalization and in the experimental conditions. In the third place, a decisional mechanism with respect to the experimental evidence acquired.  The thesis that I intend to sustain in what follows is that the diffusion hypothesis grounds such a mechanism, that is to say, it legitimates the conditions for refusal for every generalization that arises within the reality plane.

2. The Problem of Induction

2.1. Qualified Experience 
The (logical) problem of induction regards the possibility of drawing valid inferences from qualified experimental evidence. The methods with which such inferences may be drawn depends on the sense in which one considers ‘qualified’ experimental evidence and, as has been underscored by L. J. Cohen
, these senses are essentially two. According to the first sense, the generalization ‘all crows are black’ would be better supported by evidence that takes into consideration even just one crow, but in the widest variety of conditions possible. According to the second sense, it would be better supported by the observation of many examples of ‘black crows.’ The latter meaning of qualifying the experience brought about the use of the concept of probability and the development of ‘formal’ theories of induction that have the merit of having achieved rigorous results, that are often abstract and with limited extension.
 To the contrary, the first meaning, already explained by Francis Bacon, led to the ‘empirical’ theories of induction that have the merit of concreteness but that are unlikely to give a rigorous sense to one’s assumptions, especially to the various forms assumed by the ‘assumptions of induction.’

This distinction in the notion of qualification of experience is strictly linked to gnoseological dualism. In fact, if we suppose a clear-cut detachment between representation and the world itself, the problem is posed of attaining the knowledge of the world itself from the knowledge of its representation. Now, representation has two principal characteristics: this is partial and not very reliable. On the contrary, we would like a knowledge of the world that is global and reliable.  Privileging the first or the second of these characteristics brings us respectively to the requirement of variety or multiplicity of experimental evidence.
 Moreover, this set up has characterized the problem of induction as a problem of global foundation: inductive inferences must be justified tout–court.

From the point of view of gnoseological monism, both characteristics prove to be re-unified according to a uniform perspective. In fact, the evaluation of an inductive inference consists in measuring the appropriateness of a generalization with respect to a multiplicity of evidence obtained according to criteria of variety established within the reality plane in which the very same generalization is found. Therefore, the reality plane, establishing the criteria of variety for experimental evidence, constructs the basis of a mechanism aimed at measuring the support that a multiplicity of evidence, constructed according to the criteria mentioned above, furnishes to the generalization. This mechanism produces an inference of acceptance or refusal of the generalization. What results is that the basis of the inductive inference is not global but local, coinciding with the conditions of definition of the reality plane, that is to say, with the diffusion hypothesis.

2.2. Analysis of Hume’s Argument 
Before asking ourselves under what conditions an inductive inference is founded, it is necessary however to consider if induction is possible in general, namely to consider Hume’s famous objection. The force of the argument with which Hume sustains his skeptical thesis about induction resides in the fact that this appears to be based only on the logical characteristics of deductive and inductive inferences. This impression is erroneous in part however, since we will see that this moves from a very precise epistemological concept. Nevertheless, what interests us for the time being is discussing the objection: in what follows, I examine two ways of developing Hume’s argument and I will point out two special meanings of his refusal of inductive inferences in order to establish under what conditions compatible inductions might be given with Hume’s critical considerations.

 The first argument is due to G. H. von Wright and tries to show that it is not possible to establish an inductive inference a priori, or rather, that if an inference may be established a priori, then this must be analytical.
 Let us assume that we have an inference of the type ‘if A then B’ where A could be the statement ‘I saw n black crows’ and B the statement ‘all crows are black.’  This is certainly a genuine inductive inference since B is not part of the meaning of A, that is to say, it does not follow deductively from A. Now, a generalization is founded if and only if the ‘salvation strategies’ implied by it in the case of a counter-example are also founded. In general, the fact that we find ourselves faced with a counter-example, that is to say, in the case in which A is true but B is false, implies two possible strategies:

(1) We can sustain that B is actually true, but with our means of observation we were not able to verify it;

(2) We can sustain that what happened was not really A, but rather something that looked very much like A.

What is the foundation of these two salvation strategies for inductive inference? Clearly, they are either founded in turn on an induction (for example, the fact that they were successful in the past may make us think that they will always be successful), or they were founded a priori, but this is possible only if the starting inference ‘if A then B’ is analytical. In fact, we can confirm a priori that the fact that B did not happen implies that even A did not happen (or that what happened cannot be called A) only if B is part of the meaning of A. From this we may conclude that, in order for the inference to be founded a priori, it is necessary that it be analytical. The aspect of Hume’s thesis that this argument points out is that the reason that authorizes us to accept a generalization also obliges us to defend it at all costs when faced with possible counter-examples.  Since this is valid only for analytical generalizations, what follows is that there is no foundation for inductive generalizations. Before seeing how it is possible to get around this conclusion, let us examine Hume’s thesis from another point of view.

Wesley Salmon proposes the argument again in the following terms.
 Inferences may be divided into deductive and non-deductive or into ampliative and non-ampliative. Let us assume two starting suppositions:

(P1) Deductive inferences are not ampliative, non-deductive inferences are ampliative.
(P2) The justification of an inference – that is, another inference that has to show the validity of the conclusions of the first one given the premises – may only be deductive or non-deductive.

Two conclusions follow from this. In the first place, deductive inferences have no need of justification. In fact, for (P1), the deductive inferences are non-ampliative, therefore, admitting the premises means for this reason also assuming the conclusions, so that it is impossible that the conclusions not be true given the premises. In the second place, it follows that the non-deductive inferences cannot be justified.  From the supposition (P2), it is clear that the justification sought for a non-deductive inference may only be deductive or non-deductive in its turn. On the other hand, it cannot be deductive, since that would require that our starting inference be non-ampliative, which would be in contradiction with (P1). Let us admit therefore that this justification is non-deductive.  But is this also definitive, or should we require that the justifying inference also be founded? For the first conclusion discussed above, only deductive inferences have no need of justification, therefore, in order to consider a non-deductive justification definitive, we must admit a principle according to which if we make a certain number of steps in a justification process, then we are dispensed from having to make others, because the definitive justification has already been obtained. Now, clearly this is an inductive principle and admitting it means admitting the validity of all the single non-deductive inferences, therefore also the starting one, which transforms the entire argument into a petitio principi
 A second aspect emerges from this argument with which we may characterize Hume’s thesis: definitive (global) justifications for inductive inferences cannot be given.

2.3. Overcoming Hume’s Problem 
The two meanings of Hume’s thesis that Salmon and von Wright’s arguments pointed out, suggest a new way of conceiving of inductive inferences. In the first place, the conclusion of von Wright’s argument presupposes: (a) that all counter-examples for an inductive inference be on the same level, and (b) that the foundation of the inference also implies the adoption of a salvation strategy for the inference itself. The first assumption is clearly unsatisfactory when talking about inferences that are purely probabilistic, as often happens. If we conclude that ‘it is very probable that a crow is black,’ seeing a white crow does not have the same effect on our beliefs as seeing ten thousand of them – even if we do not understand the meanings of the terms ‘crow,’ ‘black’ and ‘white’
 in too strict a way. Consequently, it is not always strictly necessary to resort to salvation strategies. The point is that it should be possible to construct a measure for the strength of a counter-example which obviously should also depend on how rooted our beliefs are, or rather how close to uniformity our distribution of probability on the alternatives is.

This consideration brings us immediately to the second assumption. Obviously, being ready to defend a certain generalization against confutations and therefore also adopting certain salvation strategies is part of accepting that generalization. Nevertheless, in order for the foundation of the generalization to imply adoption of a salvation strategy, it is necessary that such a foundation reside in the intrinsic characteristics of the very same generalization, something that von Wright tacitly presupposed, moving from a gnoselogically dualistic position.

Consequently, to overcome assumption (b), it is sufficient to confirm that the foundation of the inference acts as a background in which we find the inference itself and the subsequent salvation strategies, or rather it limits itself to making them possible. A certain inductive generalization is given only within a background that does not strictly imply it, but that makes it possible, and subsequently, makes the salvation strategies that the generalization carries with it possible as well. Moreover, the foundation of the background in which the inference positions itself also legitimates a choice mechanism on the appropriateness of the generalization and the subsequent salvation strategies relative to specific experimental evidence. In other words, positioning in a certain background does not mean only accepting the general terms that make certain inductive inferences possible, but also admitting the conditions (specific conditions that depend on the evidence available) to which such inferences no longer appear sustainable.  Conceiving of a system as mechanical does not allow only making inferences within its opportune background, but it also places general conditions with respect to which an inference is or is not sustainable in that background. Thus, the foundation of the reality plane grounds at the same time the inference and a mechanism (which is also inferential) of choice that takes care of considering if and how much the inference contrasts with that background in the light of accumulated experience.

This solution of the first argument is also in agreement with the second. In fact, Hume’s thesis consists of the statement that a definitive foundation of an inductive inference cannot be given because this would require once again an inductive move. Consequently, the logical problem of induction cannot be resolved once and for all without becoming a petitio principi. But from my point of view, this only implies reorganizing the problem of induction. It only means that we cannot give a foundation for inductive inferences tout–court, but only for those that are placed within a certain background. Remembering the argument cited above, if we admit that in a certain background some principle of induction is valid, then we can think of stopping the chain of justifying inferences at some point. Clearly, then, the context that functions as a background for a certain group of inferences may (and should) in its turn be introduced into a certain background and so on. The considerations delineated here present induction as an operation that is in part inferential, in part dependent on the assumption of a particular point of view of the world, and they constitute the foundation of a hermeneutic theory of induction.

The ultimate foundation of the choice mechanism is the element that defines the reality plane, that is to say, the diffusion hypothesis. Now, a variety of formulations of the diffusion hypothesis may exist; one, however, seems particularly well suited for constructing a formal mechanism of a probabilistic nature and it is the one that refers to the notion of ergodicity.
 In what follows I will demonstrate a concrete proposal of an inferential mechanism based on the concept of an ergodic system.

3. The Informational Approach to Induction

3.1. Relevant Variables
L. J. Cohen developed a calculation of the inductive support of a generalization as a function of the variety of experimental evidence.
 The idea of such a calculation is schematically as follows.  Let us assume we have a generalization to check. In the first place, we must establish a group of variables with respect to which it is important to perform control experiments. The latter must be established in a specific sense by the variations that make up each one of the variables. For example, to check the generalization ‘all crows are black,’ the season in which certain observations are made may be considered relevant and thus this variable involves four variations: autumn, winter, spring and summer. Once a hierarchy of relevant variables has been constructed, we can submit our generalization to a sequence of tests. The inductive support that the relevant experimental evidence furnishes to a generalization depends on the number of tests in the sequence that this passes without falsification. It becomes immediately apparent that the measure of inductive support is ordinal and comparative, in as much as it depends on the sequence of variables and allows us to compare generalizations from the same area together.

 Cohen’s theory has many positive aspects. In the first place, it takes into consideration the problem of relevance of experimental evidence that had been forgotten by the measures of inductive support based on the (logical or empirical) probability of the generalization. In the second place, it admits that a generalization can be maintained even if it has not passed all the available tests. It therefore admits a certain tolerance with regard to falsification, while, as is known, for the probabilistic theories of induction, falsification is a question of ‘all or nothing.’

 Nevertheless, Cohen’s theory presents some lacks. In the first place, a general philosophical lack: the epistemological nature of the choice of relevant variables is not at all highlighted.
 In the second place, a technical lack: the possibility of deciding if and when a certain generalization has passed an experimental test is taken for granted. That this is not true can be seen in at least a couple of reasons.

First, the judgment of a positive or negative outcome of a test does not depend solely on the result that was obtained, but also on the series of alternatives conceived of by the experimental terms and by the probability assigned to the latter. It is clear in fact that in the final judgment, the results considered less probable will be given more weight, while we will be willing to overlook even small, probable deviations from the projected values. Upon closer look, it is a question of nothing other than transporting within a single test that question of tolerance with respect to the confutation mentioned above.

Second, since it is usually necessary to utilize an experimental apparatus in order to perform a test, it is often possible to ‘save’ our generalization from an apparent confutation by calling upon the inadequacy or malfunction of the apparatus. Contrary to what may appear at first sight, such a move is not necessarily conservative, but has at times brought about real progress in the history of science.

The two preceding observations show that judgment of positive or negative outcomes in an experimental test are not at all to be taken for granted. For this reason, Cohen’s theory lacks both a clear analysis of this question and an adequate epistemological background. In the following pages, I will present therefore an analysis of the experimental test that holds in due consideration the two observations advanced above: the analysis is based on considering the experiment an informative event, thus applying to it the proper instruments of the theory of information. Such an analysis obviously is inscribed in the epistemological set up that I proposed in the preceding paragraph and may therefore be indicated as an informational approach to the hermeneutic theory of induction.

3.2. Syntactic Information vs. Semantic Information 
To better clarify the thesis according to which an experiment is an informative event, it is essential that we distinguish between semantic and statistical theory of information.

 The concept of semantic information draws its origins from Popper’s famous idea according to which the smaller the logical probability of a statement, the greater the informative contents that it transmits to us about the world. This is because – since the probability of a statement is defined as the fraction of possible worlds in which this statement is true – the fewer the number of possible worlds in which this statement is valid and the more specific the description that it gives, then the greater the information it furnishes to us. Consequently, for every statement h, the so-called semantic information is a size that has to do with the quantity 1 – P(h), where P(h) is the probability of the statement within the language. From its first introduction,
 it was therefore clear that the concept of semantic information depends strictly on the language with which the world is described and it shares the problems of the logical theory of probability. The study of the philosophical implications of this concept for the theory of induction is due above all to Jaakko Hintikka,
 who showed how this could be integrated in his (–(–continuous and, with the famous theory of constituents, pointed out some asymptotic properties of the inductive process. In any case, as is known, this concept runs up against many limitations.

In the first place, the language necessary to define it must be very simple, usually with monadic or at most dyadic predicates. Moreover, it must be possible to explain all the predicates that can be valid in our universe, because, obviously, the measure of probability will be sensitive to the introduction of new properties. In the second place, it ends up being extremely difficult to show the uniqueness of the function of measuring probability. Carnap has shown that continuity exists (and Hintikka has stressed that it is in fact two-dimensional) and, without introducing postulates of rationality that are difficult to justify, it seems impossible to guarantee the existence of a single function of measuring. In the third place, following this perspective, the inductive processes are interpreted as Bayesian decisional processes, that is to say, deriving from the maximization of an opportune function of epistemic utility. Beyond the difficulties implicit in the theory of decision-making, it seems to be an oversimplified model for dealing with inductive situations that are concretely given in scientific inquiry. This model has however obtained various interesting results, above all as regards the asymptotic behavior of inductive processes.

The statistical theory of information has not encountered the same fate with philosophers. If we exclude some of J. Hanna and J. Greeno’s contributions in the area of the theory of probabilistic explanation,
 there have not been applications of importance of this version of the concept of information. What is meant by the statistical theory of information is the body of results obtained by C. Shannon and subsequently developed by other scholars, among whom A. Khinchin, B. McMillan and so on. The idea that Shannon starts with is simple, all told: given a distribution of probability between a number n of alternatives, the information connected to an experiment that establishes which of these exists, is equivalent to the uncertainty removed by the very same experiment.  Obviously, the latter is tied to the form of the distribution of probability, and in particular, it increases when the distribution gets closer to uniformity.

The properties required for a measure of information such as removed uncertainty are satisfied by a function that is formally completely similar to Gibbs’ entropy. But Shannon’s contribution does not stop here. His theory of information, in fact, is not limited to analyzing the formal properties of a function of measure, but deals with the vaster problem of communication, that is to say, questions connected to the transmitting, receiving and interpreting of information signals. Through the concepts of channel of transmission and codification, Shannon manages to give a rather profound treatment of the problem of dispersion of information and the more mature outcome of this analysis is the famous Shannon’s theorem. This result, initially valid only for special types of random processes (Markov’s chain), was then generalized by the contributions of McMillan in 1953, Feinstein in 1954 and by Khinchin’s definitive arrangement in 1956.

Now, the statistical theory of information allows for supplying an answer to the following questions:

(1) Is it possible to introduce a measure that ‘weighs’ experimental results in function of the degree of commitment that the theory assumes with regard to the experiment? 

(2) Is it possible to measure the force that an eventual negative result imposes on the theory?

(3) What are the general conditions for an inductive move of accepting or refuting the theory, that is, in what terms are the various salvation strategies of a theory justified?

Moreover, the principal advantage of the statistical theory of information with respect to the classic semantic approaches is that this consents to inserting in the analysis the treatment of the experimental apparatus and of treating in a rigorous way a salvation strategy that often was discarded a priori as excessively conservative: the calling into question of experimental results.

3.3. Foundations of the theory
Let us assume we have a background theory T, a space of probability <(, B, m> and a law L defined therein. There is also E, an experiment. The law L implies a partition A = (a1, a2, …, an) of possible eventualities related to the experiment E (ai ( B, for every i) and a distribution of probability m(ai) on the partition itself. The first question to ask is how to measure the effect of weakening or strengthening of the inductive support that the various possible results exercise on the law in function of the distribution of probability overall. The measure proposed is given by the function of divergence
:




,

where h(ai) and H(E) are, respectively, the entropy of the individual result and the entropy of the entire experiment.
 In any case, it is obvious that since we are dealing with probabilistic phenomena, a single experiment will not be sufficient for deciding the adequacy of the law L. It ends up being necessary therefore to consider (many) repetitions of a single experiment and generalizing the function of divergence to spaces of sequences of experimental results. In order to do this, some technical contrivances are necessary. First, a new measure of probability of the sequences must be defined in function of the original measure of single results:
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where x is a generic r–sequence of experiments and (i is the relative frequency with which the result ai appears in the sequence. Second, we have to generalize the function of divergence to r–sequences of experiments
:




.

Third, so that the experiment may lead to an inductive decision, it is necessary that the partition A = (a1, a2, …, an) derived from the background theory T represents all and only the possible results. This may also be expressed with a subjunctive conditional: if we were to repeat the experiment a sufficiently high number of times, all the results of the division would come to pass. This condition is called ergodicity and it is easy to find herein the characteristics of the diffusion hypothesis,
 since this is valid if and only if the theory, that plays the role of reality plane, has considered all and only the relevant factors for the experiment E. The condition can simply be extended to the r–sequences assuming that all of them can sooner or later happen.
 

If we assume the property of ergodicity, what follows is a very important result, known as the Shannon–McMillan theorem. For how the measure of probability is defined as ( in the space of the sequences, it is obvious that among the possible r–sequences that we can obtain, those with the greater probability will be those in which every result appears with a relative frequency equal to its own probability measured with the function m. Let us call the latter typical sequences. Now, if ergodicity applies, the Shannon-McMillan theorem informs us of an important asymptotic behavior of typical sequences: with the increase of the r dimension, such sequences become relatively fewer and relatively more and more probable, while the probability tends to distribute itself in a uniform way among them.
 In other words, the probability tends to concentrate in a subset that is proportionately ever smaller than the sequences space. This result is of great importance since it implies that, with the increase of experimental repetitions, the single, individual sequence loses importance (because of the uniformity of the distribution), while the fact that this is typical or atypical becomes significant.

Nevertheless, to obtain a complete theory, it is necessary to go one step further: the introduction of the experimental apparatus. Performing an experiment means extracting special information from an event. Upon close examination, an experimental event is a complex entity about which, however, only some aspects interest us. The extraction of significant information requires three moments: encoding, transmittal and decoding. The first moment regards the experimental steps, the second regards the transfer of information and the third regards the interpretation of the result. The complexity and the variety of the conditions at play in the apparatus may mean that the transfer alters the initial information in its relevant part, thus it is necessary to adopt precautions in the planning and interpretation phases. From this point of view, an experimental apparatus is comparable to a channel and the solution of its problems are pertinent to the theory of encoding of the message.

Assuming ergodicity, it is possible to fix conditions by which to minimize the probability of an error in the encoding of a message and therefore, continuing the analogy, in the planning of an experiment.
 In particular, Shannon’s theorem shows that, if the entropy of the experiment is less than the entropy that the channel can transport in ideal conditions (the so-called capacity), it is still possible to define an encoding system able to lower the probability of error in the decoding below whatever the given limit is. It follows that we can formulate an inferential rule for the inductive decision regarding law L with respect to a sequence of experiments of the E type:

IR. Let ergodicity be assumed, let L be an inductive generalization that implies a distribution of probability on the results of an experiment E with entropy H, let this be achieved through an experimental apparatus of capacity C with r > 1, ( > 0 e ( ( 0 with r a whole number. If H ( C, then we have to refute the generalization L if, after a number r of repetitions and having adopted a code whose probability of error is less than (, an experimental result yj is obtained, decoded in a theoretical state xi such that Divr(xi, L) > (.
The parameters ( and ( express the pragmatic dimension of the experiment in that they represent respectively the probability of error and the tolerable divergence. It is thus clear that they depend on the specific situation in which the experiment is conducted and in ideal conditions they should prove insignificant.

In the next and last paragraph, I will compare this theory with some results of formal theories of induction and I will discuss a few epistemological theses that derive from it. 

4. Epistemological Consequences 

4.1. The Formal Theories
In the second paragraph, I dealt with Cohen’s theory that, analogously to the one delineated in this paper, considers the problem of variety in experimental evidence. From this comparison, Cohen’s proposal proved to be incomplete since it did not consider the problem of acceptance or refusal of the single experimental test. Completion gave rise to a measure of compatibility of experimental evidence with an inductive generalization that is based rather on the multiplicity of the sample under examination. Thus the time has come to deal also with theories that hold multiplicity, rather than variety, to be the crucial element for induction. Among these, the best results were obtained within the logical view of probability.

For example, Rudolf Carnap
 proposed a measure of inductive support supplied to a hypothesis by experimental evidence starting with a distribution of probability on the descriptions of structure that our language exhibits. Nevertheless, as is known, Carnap’s theory has the unpleasant drawback of assigning no probability to inductive generalizations extended to a universe with infinite individuals. To get around this problem, Jakko Hintikka proposed an alternative strategy.
 Starting from the predicates present in our language, he constructs new complex predicates that are a coming together of all and only the original properties, affirmed or denied. A disjunction of such complex predicates is a constituent. Now, every inductive generalization is equivalent to an affirmation on predicates that are not exemplified in the world. Hintikka’s idea is therefore, in practice, the following: for Carnap, an inductive generalization of the type ‘all As are Bs’ consists in the coming together of the affirmations ‘x is an A and a B,’ ‘y is an A and a B’ and so on for all the individuals of the universe. Clearly, if the universe contains infinite individuals, no quantitatively finite experience will ever be able to give sufficient support to the generalization. On the contrary, for Hintikka, ‘all As are Bs’ is equivalent to ‘the predicate to be A and not be B is not exemplified by any individual’. Hintikka shows that by assigning an opportune measure of probability to the constituents, it is possible to obtain an inductive support that is not zero for the statement above. This is because, after having examined n individuals and having found exemplified w predicates, the only acceptable constituents will be those that affirm exemplified c predicates, where c ( w.

Moreover an extremely important property follows from this. In fact, Hintikka showed that, with the increasing number of observations, the probability a posteriori of the only constituent that affirms all and only exemplified the predicates effectively observed tends to 1 independently from how the initial probability was distributed among the constituents.
 Intuitively, this is a property that we should expect from a satisfactory theory of inductive support, since it is evident that the support must increase with the observation of positive examples. Now, the informational approach possesses the same property as a consequence of the McMillan theorem. In fact, this theorem implies that, with the increase of the number of repetitions r, the probability will tend to concentrate completely on typical sequences, distributing itself in a uniform way among them, reason for which we will have a probability that tends to 1 if the sequence is typical and tending to 0 if it is atypical.  Since the divergence tends to infinity if the probability of the sequence given is zero, we find that, with the increasing r, the IR will supply a result independent of the parameters( and (.

In addition to possessing this desirable asymptotic property, the information approach does not possess limitations of Hintikka’s theory deriving from the strict dependence of the theory on the structure of language. Moreover, upon close examination, Hintikka tacitly presupposes an analogous principle to ergodicity, and therefore a sort of diffusion hypothesis. In fact, even though experimental evidence in which w predicates end up exemplified is compatible with all those constituents that affirm the exemplified c (c ( w), the constituent for which c = w proves to be preferable for two reasons. First, it is the simplest to be compatible with the experience.  Second, if there are many repetitions, we are right to believe that all predicates effectively existent have already had the opportunity to appear. Nevertheless, the latter reason presupposes that the universe, understood to be a physical system, is constituted in such a way that all predicates will sooner or later be exemplified. This condition, upon close examination, is really ergodicity.

But there is a consideration of a more general order that can be advanced with the aim of comparing the informational approach with the logical approaches to the problem of induction. Hume’s argument sustains that no experience can change our belief simply because every experience that we can make is quantitatively insignificant with respect to the infinity of possible experiences. From this point of view, it is obvious that Hume holds that accessible experiences are not sufficiently qualified from a quantitative point of view. This is tied to the gnoseological dualism that gives life to Hume’s theory of knowledge: either knowledge is of a purely conceptual origin (like in mathematics) and is therefore without empirical content, or it is of empirical origin and therefore strictly depends on every single experience. What I sustain is that this concept of induction is as unfounded and incoherent as the gnoseological dualism that subtends it. The presupposition of the latter is that there exists a world beyond representations that cannot be the object of knowledge. This presupposition is unfounded, exactly because we cannot know the world, and incoherent because one of its foundations, in terms of direct knowledge, would render useless gnoseological dualism. In the same way, the presupposition of induction, according to Hume, is that a generalization be founded by the group of all possible examples that fall under it. In any case, the satisfaction of this presupposition is impossible, and if it were ever obtained, it would make the generalization useless since this exists exactly to avoid taking into consideration all the single cases.

When Carnap encounters the problem of generalizations on infinite universes, he is moving on the same path as Hume. From his point of view, a statement like ‘all crows are black’ means ‘a is a black crow,’ ‘b is a black crow’ and so on. Clearly, within an infinite universe, this task is endless. To the contrary, for Hintikka, the above-mentioned generalization may be paraphrased with: ‘there is no individual that is a not-black crow’. Notwithstanding the limitations of the logical analysis of language, Hintikka’s move is a decisive step in the right direction. What is at play in the induction is the compatibility of the generalization with the reality plane (or language) in which it is defined. Now, on the one hand, the measure of this compatibility depends quantitatively on the examples examined, on the other, this is founded on the relative relationship of relevant factors (or predicates). In other words, the more black crows we see, the more the generalization ‘all crows are black’ will agree with the group of factors we retain relevant to be a crow. But this also suggests that what the generalization is speaking about are not the individual crows seen, but the reference ‘crow’ in our reality plane. The quantitative measure must therefore regard the compatibility of the experiences with this reference indicated by relevant factors. Hintikka’s measure did this by relying on the notion of exemplification for a predicate, while the informational measure proposed here relies on the notion of typicalness of an experimental result.

4.2. Three Considerations
Among the various epistemological implications of the hermeneutic theory of induction, I will talk about three in what follows. Before doing this however, I intend to compare it with an approach with which it shows a notable amount of affinity, that is to say the ‘material’ theory of induction recently proposed by J. D. Norton.
 Such a comparison will allow to further clarify some aspects. There are three principal contact points between the two theories.

In the first place, according to Norton, induction is founded on a material fact and not already on the supposed properties of an inductive logical scheme. Hermeneutic theory moves in the same direction, except that the foundation of induction is found in a principle (the diffusion hypothesis) that defines the reality plane through which we see the world. The ‘facts’ that are spoken about in the theory proposed here are references of the reality plane and the ultimate foundation of the inductive inference is the diffusion hypothesis. Nevertheless, such a hypothesis may assume different forms in different contexts.
 

In the second place, the material theory considers induction a process that is only locally definable, that is to say, relative to particular contexts. This is perfectly in agreement with the analysis of Hume’s argument handled above, from which it followed that a definitive foundation for induction cannot exist. To the contrary, inductive inference is founded only within a determined reality plane. Consequently, to ground wider inferences, we must inscribe them within reality planes that are more general and so on. The essential point is that the exigency of an ultimate foundation is only valid for an inferential mechanism but is not valid for the sequence of reality planes, since it is implicit in their nature that they are partial and not definitive (since they are a selection of relevant factors). Hume’s argument, thus, is valid only for the logical aspect of induction, not for the hermeneutic aspect.

 In the third place, according to material theory, in different contexts, different inductive schemes may apply, in relation to the material fact that grounds the induction. Since it was said that the diffusion hypothesis may assume different specific forms, even from the point of view assumed here, different inferential schemes may be given. The informational approach presented above is a very general example of the ideas implicit in the hermeneutic theory of induction.

To conclude, I would like to place some attention on three consequences that derive from the epistemological set up that supports the hermeneutic theory of induction.

The first consequence regards the relationship between theory and experiment. A rather widespread epistemological position is that according to which, in the moment in which the experiment is performed, all commitments regarding the theory must be suspended. In other words, since experiments are performed to find out if a theory is true or false, it is necessary to suspend all judgment about the theory while awaiting the outcome. This naturally requires, first of all, that an experiment must be able to be conducted independently of the theory (otherwise, presupposing its truth, it would end up being a circular check), and second, that the theory itself be considered as an ensemble of beliefs that may be false, that is, fallible. I call this point of view fallibilism.

Now, fallibilism proposes a concept of the inductive process that starts from the idea that theory may be considered an ensemble of statements about which it is necessary to ascertain if they correspond to the states of things. In order to do this, one must ascertain how things are independent of the theory itself (the penalty is falling into contextualism). From these very brief considerations, it will become obvious that fallibilism draws from a concept of induction inspired by gnoseological dualism. Now, the position that I propose affirms that theories are not sequences of statements logically linked but rather reality planes that may then specify their own objects with some criteria of (operational) referentiality implicit in the meaning of their concepts. What follows from this is that the goal of the inductive process is not that of verifying a correspondence between the theory and a reality placed outside of this, but rather to verify the adequacy of the theory to represent a reality that it itself carves out. 
 Consequently, when we perform an experiment, we do it from the point of view of a theory with regard to which, therefore, we do not suspend judgment at all, as the fallibilists think, rather we express an implicit judgment of truth. I call this the thesis of infallibilism. According to this thesis, a theory cannot be confirmed by an experiment (inasmuch as something that is held to be true cannot be confirmed), but may be confuted, that is to say, recognized as not adequate to express the reality plane in which it finds itself.

It should be clear that the objection according to which a theory considered true will always be dogmatically safe from ever being called into question cannot be applied against the infallibilist theory presented here. The aim of the hermeneutic theory of induction is exactly that of showing how a theory, even when held to be adequate to the reality, may be correctible. This depends on the fact that one can define a mechanism of revision of the theory that shares the same foundation of that reality plane in which the theory itself is found.

The second consequence regards the distinction between deduction and induction. A large part of the philosophical reflection about induction has been motivated by the supposed analogy with deduction. As has been underscored,
 this has brought about the erroneous opinion according to which inductive reasoning may be founded simply starting from the intrinsic properties of an appropriate logical ‘scheme,’ as happened for deduction since the times of Aristotelian syllogism.  The impossibility of completing such a task is at the basis of Hume’s argument, as has been seen. My thesis is that this analogy is incorrect in principle. The reality plane is constructed establishing meanings and fixing references for the terms in use. Now, deduction is a type of reasoning in which only the logical form of statements come into play and not their specific contents. To establish the validity of deductive reasoning, it is not necessary to know the references of the terms contained therein, and upon closer examination, one should not even require that the said references be given in any way. This happens because deduction speaks only about logical relationships among meanings. To the contrary, induction speaks about something that exists in the world, that is, it speaks about references. When we make an induction about crows, the object of such an inference is the reference ‘crow’ in our reality plane. From this point of view, it becomes evident that the project of a purely formal analysis of induction is inevitably destined to be partial, since an essential element of inductive reasoning is establishing what it is talking about. For this reason, induction must perforce be inserted within a reality plane completely defined by a diffusion hypothesis that constitutes the foundation of the induction itself.

Finally, the third consequence regards the principle that has often been pointed out as an essential assumption of induction: the principle of uniformity of nature. It has been pointed out that, if through induction universal regularities are sought starting with particular examples, it must be presupposed that in nature, at the very least, there exist such universal regularities, that is to say, that nature is uniform under some particular aspect. Nevertheless, the principle of uniformity of nature risks being either so general as to be empty or so specific as to be incoherent with the logical structure of inductive inference.

 In fact, if we mean it in the sense that in nature there are some universal regularities, this cannot certainly ground any specific inductive inference, since there is no guarantee that among universal regularities of nature there is also one predicated by our generalization. In other terms, this expression of the principle of uniformity is too vague. On the other hand, it has also been suggested that this in effect grounds every single inductive inference, since it is the necessary assumption. For example, if with the statement ‘I have seen n black crows’ I infer that ‘all crows are black,’ the assumption of this induction is that nature is uniform with respect to the color of crows.  It has however been argued
 that it would be extremely incorrect to consider this form of the principle as a valid assumption of the induction. In fact, this coincides with the conclusion of the inference since when I affirm that ‘all crows are black,’ in effect I am not saying anything other than that nature is uniform with respect to the color of crows. Considering this principle an assumption would mean presupposing the conclusion of the inference, that is to say, committing a petitio principi.

Once again, this problem is connected to epistemological assumptions. In fact, in gnoseological dualism, the principle of uniformity of nature may be understood in two ways. This may be an affirmation that regards the world as such, but in this way it would not be founded if not by passing through our representations, that is to say our knowledge (we know only our representations). In this way, we obtain the first of two meanings of the principle of uniformity.  Alternatively, this may be an affirmation that regards only our representations, that is to say our knowledge, but in that case it would coincide with the same induction (made about what we know) thus giving rise to the second meaning.

According to gnoseological monism, instead, the principle of the uniformity of nature is an affirmation about the specific point of view with which we carve out the world, that is to say, the reality plane. The diffusion hypothesis, like the foundation of induction, plays the same role as a principle of uniformity of nature (and under many aspects it shares its form), nevertheless it differs from those cited above in two senses. In the first place, without a doubt it (and this was seen by defining it as ergodicity) teaches a certain uniformity, but above all about the behavior of nature relative to those factors that are irrelevant for inductive generalizations.
 In other words, the role of the principle of uniformity performed by the diffusion hypothesis does not regard either each single, particular inference nor even less all possible inductive inferences, but only those performed within a certain reality plane. This is because the diffusion hypothesis serves to define the reality plane and therefore to make possible the inferences made within it. In the second place, however, this does not legitimate only inductive inferences, but also a control mechanism for such inferences. In other words, it certifies the possibility of verifying the adequacy of our inferences to the reality carved out by our point of view.

5. Conclusions

To summarize, the hermeneutic theory of induction presupposed the assumption of an epistemological point of view that, following Agazzi’s works, I have called gnoseological monism and that consists of negating a clear-cut separation between our representations and a supposed world itself. This implies organizing experience into opportune reality planes characterized by the selection of relevant factors defined by a diffusion hypothesis. Inductive inference depends on this epistemological structure in at least three ways. In the first place, the reality plane fixes which experiments are necessary for proving an inductive generalization, that is to say, it establishes conditions for which experimental evidence is qualified from the point of view of variety. In the second place, the diffusion hypothesis founds a mechanism that brings into play the quantitative aspect of experimental evidence and leads us toward a decision (of acceptance or refusal) regarding the generalization. In the third place, the same hypothesis legitimates the extension of the conclusion obtained about particular experimental evidence to all other possible evidences in virtue of the fact that the knowledge transmitted by the generalization does not regard individuals but descriptions of the world.
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� See Bontadini (1996).


� On these themes see Agazzi (1985a), Agazzi (1985b) and Agazzi (1997).


� Here an analogical notion of existence is being adopted according to which what exists is simply what is different from nothingness. Now, about nothingness one can say nothing that is true, false, or neither true nor false because every affirmation about nothingness is a non-affirmation.


� Further development of this epistemological position is given in Badino (2005), part III, chap. 3.


� It is extremely important to stress that I am not presupposing a correspondence theory of truth here. The latter in fact accompanies gnoseological dualism since it admits the possibility of constructing a ‘bridge’ between reality and language. The notion of truth that I am adopting is, rather, a relational one according to which, quite simply, a statement is true if the reference of the subject has a certain relationship with the reference of the predicate. Since in the reality plane, references are fixed by operations, the relationship comes to be established between results of such operations.  For example, the statement ‘Peter is a car thief’ is true if a car exists (identified according to certain operations) that is with Peter (he too is identified by opportune operations) in the relationship of ‘having been stolen by’. In this way, the truth of a statement does not regard elements that are completely internal to the conceptual context (like in coherence theories), nor external (like in correspondence theories), but regards extra-contextual elements determined according to indications from the conceptual context.


� This distinction makes sense only for analytical aims and has a strictly local value. In fact, nothing would impede that some meanings of the reference be directly introduced on a level of the law, even if this must happen compatibly with meanings already introduced on a level of reality plane. In other words, the law is configured as a specification (both in a referential sense as well as in a conceptual sense) of the theory from which it derives.


� Obviously, since in the deterministic case only one alternative is foreseen, the relevant factors are those that determine the checking of the one possibility.


� Cohen (1989, 1–27).


� Cohen (1989, 40–80); Norton (2003, 652–662).


� Stove (1986, 13–29).


� On the problem of the relationship between gnoseological dualism and induction see Bontadini (1996, 65–80).


� Von Wright (1957, 13–22).


� Salmon (1966, 5–11).


� On this chain of inductions and meta-inductions, see also Norton (2003, 666–669).


� At the same time, seeing it in certain experimental conditions (for example with scarce illumination or little definition of the image) is not the same thing as observing it in optimal conditions as specified by the group of relevant factors. This consideration naturally has to do with the known possibility of ‘tolerance’ of contradictions on the part of the scientific community.


� Intuitively, our beliefs about something are more sure when the distribution of probability on the alternatives strays from uniformity. Moreover, the consideration made above may also be generalized since if we refute the idea that theories are simply sequences of statements, and adopt – as I have done here – a hermeneutic notion of theories (characterized by the concept of reality plane), then it follows immediately that not all aspects of our interpretation of the world have the same weight and suffer in the same way an eventual confutation.


� In effect, the general nature of the diffusion hypothesis seems to suggest that this plays a fundamental role in all the uses of probability, including with this probabilistic explanations and the use of probabilistic concepts in physical theories (see Badino (2005)).


� Cohen (1970) e Cohen (1977).


� Cohen (1970, 51–72).


� The epistemological nature is present even in the choice of the particular hierarchy of relevant variables. Cohen justifies the latter by relating his idea above all to practical goals of scientists (see Cohen (1970, 57–58)).


� For example, J. J. Thomson refused the experimental confutation of the corpuscolar theory of cathodic rays sustaining that the lack of deviation of rays on the part of the magnetic field should be due to the void not sufficiently pushed by Hertz’ tube. This observation revealed itself to be exact. Another very famous example regards Einstein: he attributed Miller’s interpherometric results that seemed to imply a confutation of relativity to the differences in temperature present on Mount Wilson where the experiment was performed.


� Bar–Hillel and Carnap (1953).


� Hintikka and Pietarinen (1966), Hintikka (1968) and Hintikka (1970).


� Greeno (1970), Hanna (1969) and Hanna (1978).


� The arguments for the choice of this function, together with its formal properties were studied in Badino (2004, 362–369).


� The entropy of a generic experiment E is �EMBED Equation.3���, while that of a generic result ai is –log m(ai).


� I here anticipate a technical consideration that will be justified later on. The notion of divergence for a sequence was obtained by the definition for a single result, simply introducing entropy Hr for the sequences space and entropy for a single sequence –log ((x). Nevertheless, if the possible results have equal probability, in general the probability of the sequences will never be equally distributed. This is because the equal distribution in the sequences space is an asymptotic property that depends on the length of the sequences. Thus, the extreme behavior of divergence must be evaluated for  r → (, in which, with high probability there is Hr = rH, ((x) = 2–rH e nr = 2rH.


� The notion of ergodicity comes obviously from Statistical Mechanics and has to do with the ergodic hypothesis, that is to say, the assumption according to which the phase trajectory of a thermodynamic system will pass sooner or later through all the points of the phase space that define it. From this hypothesis immediately derives that  the probability associated with a certain state corresponds to the area of phase space corresponding to that state. In other words, probability uniformly distributes itself over space.  From this the concept of diffusion hypothesis.


� It should be noted how, on the level of distribution, the condition of ergodicity refers to repetitions of results, while on the level of sequences it refers to repetitions of sequences. In other words, this belongs to a superior level with respect to that of the law L and its elements of control.


� Clearly, increasing r the absolute number of typical sequences will also grow, nevertheless their proportion within space of the sequences will tend to diminish. At the same time, the sum of probability of all atypical sequences will be less than a number that can be chosen small at will (McMillan (1953), Khinchin (1956, 54 and following), Shannon (1948, 54–57), Badino (2004, 372–373)).


� To do this it is necessary to consider sequences ‘distinguishable’. The Feinstein lemma (Feinstein (1954), Khinchin (1956, 93–101), Badino (2004, 378–379)) shows that ergodicity is an essential condition to this aim.


� Carnap (1952).


� Hintikka (1965).


� Hintikka (1970, 14–15).


� Norton (2003).


� In the area of Statistical Mechanics, it has been shown how the role of the diffusion hypothesis may be played alternatively by the ergodic hypothesis, by metric transitivity, by the principle of maximum entropy and so on (see Badino (2005)).


� As will be recalled, exactly in virtue of the fact that not all relevant elements compete in establishing the reference of the theory it is possible to avoid idealist outcomes of this position.


� Norton (2003, 648).


� An element of analogy is given by the fact that, as if to construct a deduction, it is not necessary to use all relevant meanings in that only some are effectively involved in the inference, just like in the induction not all relevant factors that define the reference are held in consideration by the generalization.  The inductive conclusion about the black color of crows is found within a certain reality plane, but all factors (relevant for the definition of the reference) excluding the color are irrelevant for this.


� Stove (1986, 19–29).


� This idea was made formally precise in the informational approach. The distribution A regards complex states of (–algebra B, each one constituted by opportune simple states of space ( defined by certain relevant factors. The construction of B depends on which factors we consider relevant for the single generalization. The property of ergodicity nevertheless regards simple states since in this way we can define the measure of probability starting with the Lebesgue measure about complex states. In other words, when we evaluate the generalization ‘all crows are black’ we are interested only by the states ‘black crow’ and ‘crow not black’ within all the possible variations of other relevant factors for establishing that something is or is not a crow.
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