Causal MarkovRobustnesand the Quantum
Correlations

Mauricio Suérez and Ifiaki San Pedro
02/10/08

Abstract

It is still a matter of controversy whether thereiple of the Common
Cause (PCC) can be used as a basis for sound dafesahce. It is thus to
be expected that its application to quantum mecisasihould be a
correspondingly controversial issue. Indeed théye¥i’'s saw a flurry of

papers addressing just this issue in connectioh thi¢ EPR correlations.
Yet, that debate does not seem to have caught tiptia@ most recent
literature on causal inference generally, which mased on to consider
the virtues of a generalised PCC-inspired condittbe so-called Causal
Markov Condition (CMC). In this paper we argue tlla¢ CMC is an

appropriate benchmark for debating possible caagplanations of the
EPR correlations. But we go on to take issue wittmes pronouncements
on EPR by defenders of the CMC.
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1 Introduction

Questions regarding the status of causation intguamechanics are as ancient
as the discipline itself. The founding parents afamfum mechanics often
identified causation with determinism and consetlyerunderstood the
emergence of the fundamentally probabilistic quantanechanics as the demise
of a causal picture of the world. As a consequeneantum theory is often
presented as non-causdlhe identification of causality and determinism was
rather universal: even those who regretted the skenof a causal picture
attempted to restore a causal understanding oftgoamechanics precisely by
restoring determinism. For instance, David Bohmwawb von Neumann’s
theorem against hidden variables to involve esaintguestionable premises,
thus paving the way for hidden variables. But wiBlehm and von Neumann
disagreed regarding the status of causation intgmamechanics, they agreed
that the fortunes of causation and determinism vessentially linked. Bohm’s
theory is in essence a programme to endow quantwohamics with an
underlying deterministic dynamics.

The identification causality = determinism (let el it the ‘c=d identity’)
has continued in different, not always explicit,isps. For example Bell's
theorem and the work leading up to it during thes(9 presupposes the
notoriousfactorizability condition as a criterion of local causaliBactorizability
is applicable to the correlations between measuneroatcomes of spatially
separated systems in EPR-like set-ups. Bell's #modemonstrated that no
“factorizable” theory can reproduce the quantumreaations. It is thus
concluded that Bell's work shows that not only cuam mechanics but any other
empirically indistinguishable theory would be nausal in this sense. But
philosophers have shown that Bell's theorem do¢&ntail a departure from the
c=d identity Some brilliant work by philosophers of physicslie early 1980’'s
showed that théactorizability condition implies determinism when applied to the
EPR perfect anti-correlatiodsSo in the end it turns out that the rejectionoafl
causality promoted by Bell's theorem also presuppos rejection of
determinism, and is hence compatible withdhd identity.

Many physicists have continued to presupposectiikidentity, sometimes
unguestioningly so. Philosophers of science byreghiong ago started to work
out the details of a stochastic view of causal®n this view causation is
essentially probabilistic association, and hencepssedly divorced from
determinism. One of the earliest and most infl@ntittempts is Hans
Reichenbach’3he Direction of Timewhere the Principle of the Common Cause
(PCC) is first stated. The programme gains its fafild most developed
expression in Patrick Suppes’ epoch-making 197&baAdProbabilistic Theory
of Causality In spite of the fact that these were both expétiempts at building
a stochastic theory of causality, it remains cordrsial just how much they
depart as a matter of fact from tbed identity. In particular regarding the PCC

1 See (Heisenberg, 1958) and (von Neumann, 1955).
2 See (Fine, 1982 Fine, 19823) and (van Fraassen, 1982). The original theorems a
due to Suppes and Zanotti (1981).



some philosophers have gone on to argue that sugngion of screening-off is
only valid for deterministic, or quasi-determintcstommon causes, but does not
hold for probabilistic causes. Hence philosophergehfor a very long time now
considered that the=d identity is controversial, although they have disagreed
among themselves as to whether it should be rejedtegether, or weakened in
some interesting sene.

The disagreement over rejecties. weakening goes a long way to explaining
why the status of causation in quantum mechanams r@mains controversial. A
weak version of the=d identity is at the heart of a condition that was widely
discussed among philosophers of physics in they d&90’s in connection with
the Einstein-Podolsky-Rosen correlations, namely chidel Redhead’s
robustnessThe consensus reached then was by and largeothagtnesss too
strong a condition on probabilistic causality. 8e failure ofrobustnessn the
EPR set-up is uninformative, and a causal accofinih® EPR correlations
remains an open option.

The current debate on causal inference has move dscussion of the
Causal Markov Condition (CMC), a sophisticated imr®f the PCC for directed
acyclic graph$.The condition employs a similarly weak version bé t=d
identity, and remains equally controversial. But it has Ipe¢n systematically
applied to the EPR case, nor has the connection bade explicit to the
robustnes<ondition discussed in the early 1990’s. Our n@am in this paper is
to make an explicit link between CMC arabustnessn the context of the EPR
correlations. Thus we aim to show that the appbcabf CMC to the EPR
correlations is exactly as informative (or uninfathae, depending on taste) as
robustness Both conditions hold or fail for the same typdssgstems. So a
defender of the weak version of thed identity will find the failure of both
CMC androbustnessn the EPR correlations revealing of a strikingufi@ of
causality in quantum mechanics —and there is aes@&mswhich this result
vindicates the founding parents’ suspicion that ftrebabilistic nature of
guantum mechanics is what underlies the failureanfsality. But those who are
inclined to reject the=d identityaltogether are likely to draw rather the opposite
lesson: the failure of CMC angbbustnesds precisely what is to be expected
given the probabilistic nature of quantum mechdniaasation. Although there
is thus no essential superiority, in the contexttlvé EPR correlations, to
discussing CMC overobustnessve aim to show that the application of CMC is
sharper and less cumbersome. Thus we shall urg¢éhthdebate over the causal
status of the EPR correlations is best continugbdemew terms laid down by the
Causal Markov Condition.

2 EPR and Quantum Correlations
Einstein, Podolsky and Rosen first introduced tleecalled EPR thought

3 And several philosophers have gone as far asfemd that causality and determinism
in fact exclude each other. See (Hoefer, 2004 fieacent example.
4 Cf. (Hausman and Woodward, 1999), (Cartwrigh2nd (Steel, 2005).
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Figure 1: Spacetime representation of a typical ERgferiment.

experiment in 1935as an argument to suggest that the then youngrmedgent
quantum theory did not provide a complete descnpif reality. In a later
refined version presented by David Bohm, tertangledelectrons are emitted
from a source in opposite directions. The spin comamt of each of the electrons
can be later detected (measured) when the eledtrtbadluorescent screen after
having passed through an inhomogeneous magnetiic(fieoduced by a Stern-
Gerlach magnet).

Several features of this experiment are potentigdhgvant. First, we will
denote bya andb the value of the spin variable of each electronciyhin the
singlet state, can be either ‘spin-up) (or ‘spin-down’ (1) with probability 1/2.
We can then denote the corresponding measuremécnoe events on each
particle asta, ta, tb and |b. Second, it is assumed that the state of the
entangled electron pair is teengletstate:

i)

Third, it is assumed that measurement events &t warg of the experiment,
such asta, and! b, are space-like separated events, i.e. lie outsdé other’s
light cone. This is best represented in the diagofrRigure 1 as the statement
that no time-like world-line can reach frotmto a or vice versa Under a
conventional albeit controversial interpretationspkcial relativity, such events
can not be causally connecfed.

5 (Einstein, Podolsky and Rosen, 1935).
6 See (Maudlin, 1994) for a critical discussion.
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Quantum mechanics allows us to calculate conditiand joint probabilities
for the different possible outcomes on both wingfen those calculations are
performed on the singlet state, correlations betvtbese outcomes are derived.
The EPR correlations between the different outcesents in both wings of the
experiment can be succinctly expressed as:

pa 0b) # p(a) Cp(b).

These are the EPR correlations, which have beem gftsitively tested in
experiment, and for which we would like to know wlter they are the result of
underlying causal processes, and which processeattdmpt to determine an
answer to these questions was carried out in tkel@80’s by the distinguished
British philosopher of physics Michael Redhead.

3 Redhead’sRobustness

Redhead introduced hisbustnessondition in 1987 in order to argue that no
direct causal relation could be established between tlieome events of an
EPR-type experiment. The claim was part of Redrseeattempt at showing that
guantum mechanics and relativity can peacefullkisbeUnder the presumption
that only timelike related events can be causatignected, the measurement
outcome eventa andb in an EPR experiment can not be causally connetted
particular, Redhead suggested that the EPR coamrdaivere not what he called
robust causal connection$his in turn entitled him to discard direct cadus¥s
between EPR correlated evehts:

“A stochastic causal connection between two physiagnitudesa

and b pertaining to two separated systetisand B is said to be
robust if and only if there exist a class of suéffitly small

disturbances acting oB (A) such thatb (a) screens offa (b) from

these disturbances.

Denoting the disturbance action Brby d, then the first part of this
condition can be rendered formally as

D(0d0D[p(a= ¢, |b=¢, Od)= pla=e, |b=¢,)])

A similar condition can be written down for distarizes acting on
A. The requirement ofobustnessas a necessary condition for a
causal relation means that sufficiently small distinces of either
relata do not affect the causal relation.”

7 (Redhead, 1987).
8 (Redhead, 1987, pp. 102-3).
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Figure 2: RedheadRobustnestor EPR correlations.

The intuition that underlies Redheadtbustnesds both simple and powerful,
and is best brought out by a simplified versiontleé condition. First, let us
simplify Redhead’s terminology by identifying phgal quantities and the
corresponding events. Typicall, B denote a quantity (variable), whike b
denote a value of the corresponding quantity. Hé&qdeare capable of entering
in causal relations, while, b are capable of standing in probabilistic relations
However, for convenience, and without loss of gelitgt we will run them
together. Thus, b will denote indistinctly the quantites and thealwes; which

is which should be clear from the context. We whiken say in general that a
stochastic causal link between two quantiieendb is robustif and only if the

statistical relationp(ab) is invariant under small disturbancdsacting on the
putative cause. In other wordd is a robust cause afif and only ifp(ap Od) =

p(ab). We can see that the intuition behind Redheeabsistnesss that it does

not matter to the causal link betwelkeranda how the putative caude comes
about, only that it does so (see FigurEreor! No se encuentra el origen de la
referencia).

It is worth mentioning that initially Redhead apgaity tookrobustnesgo be
both necessary and sufficient for a causal link, iburesponse to criticism he
weakened this to a necessary condition Only. any caserobustnessis
understood to be at least a necessary conditioa causal link. So it becomes
superfluous to speak ofrabustcausal link, since no link that fails to be robust
can on this understanding be causal: there is oh authing as a non-robust
causal link. The double terminology points alreédlywhat will be the heart of

9 For a discussion see (Healey, 11992



the problem. For Redhead definedbustnessas a statistical condition. Hence
“robust causal link” is really a heterogeneous coation of a statistical
condition and a causal relation. In stating tiediustnesss a necessary condition
on a causal link Redhead is stipulating that thesgmce of the causal relation
always necessarily implies the statistical conditi®o there is a necessary
statistical consequence of the existence of a taelsdion. As we shall see the
critics of robustnessquickly pointed out that the statistical conditisras not
general enough to cover all kinds of probabilistizises, but rather entailed a
particular pseudo-deterministic assumption on tleekimg of the cause. The
situation is entirely analogous in the recent debater the Causal Markov
Condition.

4 Healey onRobustness

The publication of Redhead’s work ambustnesattracted considerable attention
and gave rise to an engaging debate on causati@qquantum mechanics in
general and in EPR in particular. One of the sthastcritics ofrobustnesss
Richard Healey, who discussed and criticised thedition at length in two
papers published in the early 1998 ¢n these papers Healey cast doubts upon
the validity ofrobustnessas a criterion for causal inference. His argumeanés
designed to show thabbustnesss not a necessary condition in general for a
causal link. Our thesis in this paper is that ia tontext of the EPR correlations
the debate over the Causal Markov Condition reukgtés the debate over
robustnessso it is worth reviewing the latter in a littletil.

Healey first pointed out thatobustness as defined by Redhead (see
Section 3), can only be taken to be a necessadjitammontotal causes. In other
words,robustnessan only be a necessary condition on a causalbi@tweenb
anda as long as no other causes are operating @ee Figure &Error! No se
encuentra el origen de la referencia.™*

In order to deal with cases in whithis only apartial cause ofa, Healey
introduced a new condition, which he calletérnal robustnes¥

“A stochastic relation between two evehisk is internally robust
just in casep(hk) is invariant under all (sufficiently small)

modifications in the causal antecedentk dhat leavek fixed and
preserve independent causal antecederits of

We may rephrase this condition in our terminologyf@lows. A stochastic
causal link betweem andb is internally robustif and only if the statistical

10 (Healey, 1992, Healey, 199B).

11 We will not here assess this claim, since theddithe paper is not to evaluate but to
compareobustnesand the Causal Markov Condition, and to show tiney face
similar difficulties and challenges.

12 (Healey, 1992, pp. 183-4).
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Figure 3: Healey'thternal Robustness.

relationp(ab) is invariant under small disturbancgsvhich leaveb and all the
independent causal antecedentsaofixed. That is a stochastic causal link

between quantitiea andb is internally robustiff p(af 0d [0c) = p(a/ Oc) and

d does not causally affeat, wherec is the set of all independent causal
antecedents af.

Healey finds both conditions problematic as critefor causal inference:
robustnesss problematic because we are very rarely in aipaogo know thato
is the total cause o, and so a violation ofobustnessin practice will say
nothing informative about whether or not there diract causal link betweem
and b. Robustnessnay fail becausd does not cause, but it may also fail
because we are not accounting for a third partiakec of a. More specifically
in the quantum case it is impossible to know whethe measurement outcome
eventb in one wing is the only cause of the measuremetttiomne evena in the
other wing, and hence impossible to know in advawbtether a failure of
robustnesamplies no causal relation betwebranda or is simply due to the
presence of third causes. Similarly faternal robustnesswe are never in a
position to know whether the small disturbancesbonave in fact no causal
effect upon some of the causal antecedengsadher tharb. So as a criterion for
causal inferencénternal robustnesss just as unhelpful: a failure afternal
robustnessmight mean thab is not even a partial cause afbut it might also
mean that there are other unaccounted partial saafse besidesb that are in
turn effects of causes bf

Redhead’s response to these criticisms was totdkakfat some stage in the
process of incorporating antecedents in the totalse,robustnessmust be
rescued. Otherwise we would live in a ‘marshmalleverld where the notion of
cause would not, | believe, be appropridfeli other words, whatever our

13 Cf. (Redhead, 1987, p. vi).



cognitive and epistemic limitations, a causal fefatis properly causal only if
robust in actual fact when all other causes haem laecounted for. So in other
words Redhead’s most considered view is that wioleistnesss not helpful in
general as a criterion for positive causal infeegrits failure nonetheless allows
some minimal negative causal inference. In the E&$e this allows him to say
at least that a failure ebbustnes$etween the outcome events on both wings
and a definitely implies thatb is not thetotal or only cause ofa. Redhead
identified robust causality with action at a distapnand distinguished it from
what Abner Shimony called passion at a distangea kind of nomic acausal
stochastic link between variables that are ‘hal#ly’ implicated —whatever
that might mean. The application of tf@bustnessondition to the EPR set-up
was designed to show that quantum phenomena exlipégsionrather than
action at a distance. This in turn was argued to be emaagvarrant peaceful
coexistence with special relativity.

The critics ofrobustnesglid not rest content at this point however, bubtve
on to argue againsbbustnesss a necessary condition on causation in gefteral.
In other words, they came to dispute the very idea causal links are
Markovian in the way specified by eitheobustnessor internal robustness
However, our aim in this paper is not to evaluaddustnessand internal
robustnessas necessary conditions on total and partial cause we will not
review this debate. Our main aim here is to moreesty show thatobustness
in the EPR case follows logically from the Causaarkbv Condition. We
consequently argue that discussion regarding dausalEPR is best conducted
in terms of the CMC.

5 The Causal Markov Condition

The Causal Markov Condition (CMC) is inspired bye tiPrinciple of the
Common Cause (PCC) and is a keystone and crucsaingstion in the most
powerful contemporary programs of causal infereniteis intended as a
generalised version of the PCC and can be defif@ldwing Hausman and
Woodward, as follows?

Causal Markov Condition (CMC): For all distinct variableX and
Y in the variable se¥, if X does not causéthen

p(X |Y OPar(X))= p(X |Par(X)),

14 Cf. (Shimony, 1984).

15 Cf. (Healey, 199, Healey, 1998) and (Cartwright and Jones, 1991).

16 See (Hausman and Woodward, 1999, p. 523). MeteHausman and Woodward’s
definition is distinct in some significant ways finothe original in Spirtes, Glymour
and Scheines (2000 [1993], p. 29) —see (Steel, 2006 discussion. The distinction
makes no difference to our argument, however, sdgwere it here —and instead

stick to Hausman and Woodward'’s definition for detency



wherePar(X) (readparents of Xis the set of all direct causes %f
inV.

The Causal Markov Condition is an extrapolationtttd PCC to directed
acyclic graphs. The PCC states that a common causens-off its effects from
each other, as long as there are no direct cangal hetween these effects. The
CMC more generally states that the parentX @Par(X)) screen-ofiX from any
other variabléeY in the variable seé¥ that is not a direct causal descendenX.of
In short: if X does not caus¥ in V, thenPar(X) will screen them off. The
contraposition is rather useful in the EPR set#uthe putative parent of one of
the measurement outcome events, dagoes not screen it off from the other
outcome evenb then it follows thatr does not cauds or we have not identified
the only putative parent. In the EPR scenario d@fien assumed that (i) the two
measurement outcome events can not be causallyecwth because of
relativistic constraints, and (ii) that the onlyt@iive common parent of such
measurement oucome events is the singlet stateeasdurce. So the residual
correlation between the evergsandb which does not disappear wh&€MC is
applied, must be accounted by some rather mysterimmic and acausal
mechanism! This of course is very much in line with Readheatisught that
underlying the EPR correlations are non-robust hsistic links that are
unthreatening to special relativity. It will theotrcome as a surprise that there is
a strong formal connection between @&C and theobustnesgonditions.

6 Robustness and the Causal Markov Condition

We show in this section thabbustnesss indeed a consequence of applying the
Causal Markov Condition to an EPR setting, givemsadditional assumptions.
In fact we show this for both of Healey’'s conditoby simply applying the
Causal Markov Condition to total and partial causspectively.

6.1 Total Causes and the Causal Markov Condition

Let us first considerobustnessLet us suppose thétis thetotal causeof a. In
this caséb is the set oéll parentsof a. That is:

() If bis the total cause @t thenPar(a) = b.

Let us first assume, followingpbustnessthat there exist a small disturbance
d on the putative parents af and let us substituté in for the termY in the
expression o€EMC:

ay  Fd:d=V.

17 See (Hausman and Woodward, 1999, pp. 564-7{Hengsman, 1999).
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Let us then assume that the measurement outcomé &i® not a cause of
the small disturbance, i.e. let us assume;

D) a does not causs

And finally let us turn to the definition of the Gsal Markov Condition
CMC given in the previous section. By substitutiofoltows from (1), (ll), (1)
andCMC that:

p(ald Ob)= p(alb),

which is an explicit expression ofbustnessThus we have formally shown that
under assumptions (II) and (lll):

(TotalCaus¢(CausalMarlov) = (Robustnegs

In other words under the assumption of the exigtent independent
distubing causespbustnesss the consequence of applying the Causal Markov
Condition to total causes.

6.2 Internal Robustness, Partial Causes and the Causal Markov
Condition

Now let us turn tdnternal robustness&nd partial causes. Let us then suppose
thatb is a partial cause @f It follows that there is a hon-empty set of aiddial
variablesc that represent all other independent causal a¢ete ofa. Let us
simplify by bringing them all under an additionariablec in the causal graph.
Then the complete set of parentsadh the graph is the union ofandb:

(5] If bis partial causeof a, then:Par(a) = {b, c}.

Let us assume, as before, the existence of a sirslirbanced on the
putative parents daf in place ofY in the expression EMC:

ay  Fd:d=V.

And similarly, that the measurement outcome ewers not a cause of the
small disturbance, i.e. that:

(1 a does not causs
By substitution, it follows from (I"), (II) and (lf and theCMC that:

11



p(ald ObOc)= p(albOc),

which is Healey'snternal robustnessThus we have formally shown that under
the same assumptions (I1) and (ll1):

(PartialCause) 0 (CausalMarlov) = (InternalRdoustnes}

Under the assumption of independent disturbing egugernal robustnesss a
consequence of applying Causal Markov to partiased.’

6.3 Robustness updated

We have shown thaibbustnessand internal robustnessare consequences of
applying the Causal Markov Condition to the measier® outcome evengsand
b. If b is taken to be a total causeaothen theCMC together with some special
assuptions entailsobustness|if on the other hand is taken to be merely a
partial cause of then theCMC with the same assumptions entdiiernal
robustness So it seems that the intuition underlining MichdRedhead'’s
conditions is as a matter of fact the Causal Mar®owdition. And the contrary
intuitions and arguments by their critics are cosely related to doubts
regarding the Causal Markov Condition. Ti@MC backs up Redhead’s
robustnessso if CMC is false in general as many recent critics beliéveen
robustnesss left without substantial justification. The liaie of robustnessn
EPR established by Redhead would be without angemrences were it not
backed up by thEMC.

Moreover we have shown that a failure of Redheadisditions entails a
failure of theCMC regardless of whether the putative link is taketé a total
or a partial cause. So the distinction between totd partial causes that seemed
so important in the early 1990's now seems irrelevdhe Causal Markov
Condition is what underlies Redhead’s intuitionamethess. Similarly Healey’s
subtle distinctions between kinds r@bustnessre now seen to be irrelevant for
a proper assessment of the causal nature of thecBRBlations. The peaceful
coexistence between quantum mechanics and rejatsot sought after by
philosophers in the early 1990’s is to be achieal@dys at the cost of a violation
of the CMC, regardless of the underlying causal structureplitosophers of
physics interested in the issue of coexistence avbel well adviced to turn to a
careful and detailed analysis of the implicatiorfstiee CMC to the EPR
correlations. This is essentially the central claifnour paper, and we find it
remarkable that it needs to be made. But indeddas, for such an analysis has
not yet been carried out. We can at best find thdéines in the very brief

18 A referee pointed out that the role of totapartial cause in these proofs is to make
sure thad can only causa via b in the case of total cause, and via if} in the case
of partial cause. Indeed that would be an alteveatefinition of Healey’s terms.

19 (Cartwright, 2002) and (Williamson, 2005).
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discussion of EPR in Hausman and Wood®&ardnd in a a recent paper by
Daniel Ste€f.

7 EPR and the Causal Markov Condition

It has been claimed (for example by Salfipthat many genuinely statistical
phenomena violate the PCC. Most prominently the E®RiRrelations are
supposed to provide a set of established correkatioat can not be explained by
either a direct cause or a common cause model tinelstrictures of PCE.

Yet an important part of Hausman and Woodward'snet ofCMC is that
EPR is no counterexampi€They do not claim that theMC is satisfied by the
EPR correlations, but rather that it irgpplicable it is neither satisfied nor
violated, simply inappropriate. The discussion reséingly brings out some
crucial differences between on the one hand the BCGsually understood and
on the other th&€MC and therobustnessonditions. So we review it briefly
here.

7.1 Causal Markov, Interventions and Modularity

The key difference between the usual statemerfieoPCC and th€EMC is the
assumption of invariance under intervention thatgoading to Hausman and
Woodward underlies and motivate8MC. This is best expressed in the
modularity conditiorf?

Modularity (MOD): For all subsetZ of the variable se¥, there is
some non-empty range of values of members & such that if one
intervenes and sets the value of the membeFswithin R, then all
equations except those with a membeZ @s dependent variable (if
there is one) remain invariant.

Hausman and Woodward take this condition, in cactjon with a few
others, to provide the grounds for t6&1C. The selV is the set of variables in
the causal graph, and the equations are the liregression equations that
characterise a causal system. Modularity as a tondn causal systems is then
the thought that a relation between two quantaiesdb is causal only if (i) it is
possible at least in principle to intervene in ongeset the values @& andb and
their probabilities, and (ii) these interventionsasHong as within a permissible

20 (Hausman and Woodward, 1999).

21 (Steel, 2005).

22 (Salmon, 1984, ch. 7).

23 One of us has argued against this common lar@ré3, 2007). However, these
arguments do not vindicate the PCC as usually cstdiet a very different
reformulation. We will not review this literaturestte, but instead refer the reader to
that paper.

24 See (Hausman, 1999) and (Hausman and Woodvw&gd).1

25 Cf. (Hausman and Woodward, 1999, p. 545).
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range— leave intact the functional connections betwthe values @ andb, or
their probabilities?

The statement dfiOD is a conditional with an antecedent that may leefa
so a truth-functional interpretation as a mateiaplication would entail that
MOD is true by default in all such cases. But the exinbf the discussion
suggests thaMOD is meant to be non-applicable in such cases. ®haif
interventions are possible in some ¥eand equations do not remain invariant
then modularity is false. But if, on the other hamderventions are not possible
for some subseZ of V then MOD is strictly speaking not false but non-
applicable.

Hausman and Woodward's strategy is to attempt ¢& bp CMC by appeal
to MOD. But some significant additional assumptions agquired to show
MOD andCMC equivalent, namely: (ifausal sufficiency.e. that all common
causes are included in the &é&t (ii) the assumption that all correlations have
causal explanation; and (iii) the assumption thate exist unrepresented causes
which can play the role of interventions. Ther@asneed to get into the details
of the equivalence proof, although it is worth meming that it has been
contested! In this paper we assume for the sake of argumettttie proof is
valid, and that a failure &MC entails a failure of either of these conditions.

This has consequences for the discussion of thedeRRlations as we shall
see. It also helps to distinguish subiypustnesgrom the usual statement of the
PCC. For the PCC makes no implicit or explicit refece to interventions. By
contrast, the notion of ‘disturbance’ requiredrbpustnesss clearly akin to an
intervention. Hence a system that allows no intetieas at all on any of its
variables even in principle (or countenances ndlsisiurbances) might violate
the PCC without violatingobustnes$® This is the line defended by Hausman
and Woordward with respect to the EPR correlatfdriBheir argument is
essentially that there is no possible way to irdeevon either of the distant
measurement events. Consequently, they arguejnitpgssible in this set-up to
evaluate theCMC: the EPR correlations can not be shown to be a
counterexample. This is precisely the claim we iakae with in this paper.

7.2 Interventions in EPR

The main aim of this paper is to urge that the tehlmver possible causal
explanations of the EPR correlations ought to mimvea detailed discussion of
the CMC and its presuppositions in the context of the ERperiment. Thus we
oppose Hausman and Woodward's thought @sltC is inappropriate for the

26 The qualification of valuesr probabilities is needed to account for probalidist
causality, which Hausman and Woodward define a®rdetistic causation of
probabilities (Hausman and Woodward, 1999, p. 570).

27 See e.g. (Cartwright, 2002).

28 The observation is consistent with our resultsthie previous section, since we
showed thaCMC entailsrobustnesdut not that modularity entairebustness—the
main difference is clear now.

29 See (Hausman, 1999) and (Hausman and Woodvw&g§).1
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EPR correlations. On the contrary we believe @risappropiate kind of condition
to apply, but we just do not share the widesprewgition thatCMC (or the
PCC) necessarily fails for the EPR correlations. aipie instead that whether or
not CMC holds depends very much on the details of the iggecausal
hypothesis under test. The question requires iilgag&in and can not be brushed
aside as speedily as Hausman and Woodward woed lik

In a sense we believe we have already achievedims—it follows from
the equivalence proof in Section 6. Hence the papefar may be taken as
endorsement of the suitability @MC for understanding the status of causality
in quantum phenomena. However, in this final sectiwe outline our
disagreement with the particular conclusions thatigtnan and Woodward draw
concerning the EPR correlations.

Hausman and Woodward back up @&IC with MOD. So to evaluate their
claims we must concern ourselves with whether wtgions are possible in the
EPR context, and what significance must be attathetis fact. Hausman and
Woodward endorse the view that in the EPR set-igrethare no distinct
mechanisms in the wings of the experiment becaugact there are no different
systems to speak of. Both entangled particles as¢ ‘parts’ of the same
irreducible holistic or non-separable syst&mogether with the fact that there is
no way to control the outcome of the first measweithis indeed seems to
entail that interventions to set the values of th#come eventsa and b,
separately or jointly, are impossible. They coneluthat EPR is no
counterexample toMOD or CMC, but rather that these conditions are
inappropriate in this context.

However, note tha€CMC states nothing whatever regarding interventions. |
neither requires nor disallows interventions. Haaisnand Woodward justify
CMC by appeal toMOD, and the Iatter condition certainly requires
interventions. BUCMC could in principle be justified by other meanstitia not
requireMOD, as long as some of the additional assumptiondoafeited. So,
contrary to what Hausman and Woodward seem to cldim applicability of
CMC does not seem to turn on the applicability MOD and the related
availability of interventions.

We have already noted that bd#OD and CMC are explicitly stated as
conditions on either valuew probabilities of variables in the variable s&tin
cases of genuine probabilitistic causation the ordlevant factor are the
probabilities of the variables, since the causalcttire fails to determine the
values themselves. And it is of course well knohet deterministic local hidden
variables are ruled out for quantum mechanics byB#ll inequalities. Hence the
EPR correlations are potentially a paradigm buttlsubase of probabilistic

30 They refer extensively to an old paper by Skythet defends this view (Skyrms,
1984); it is worth mentioning that the literature BPR has moved on a very great
deal in the last two decades, particuarly on thgsjols side. Quantum entanglement
was not then the area of intense research amongjgidtg that it has become now,
and Skyrms’ views were much more entrenched twéwéyyears ago than they are
now among both physicists and philosophers.
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causality.

Interventions are not impossible to set firebabilities of some of these
outcomes in the appropriate circumstances. Forcadiiat the experimenter
controls the settings of the measurement appdrnatadetermine the direction of
spin that gets meausured on each wing. Let us teféhe two wings of the
experiment and their corresponding particles asafid ‘2'. It is true that the
spherical symmetry of the singlet state entail e first measurement outcome
in the laboratory rest frame always has probabditg half, regardless of what
direction one measures spin along. Suppose thenirththat frame spin is
measured on ‘1’ first, and suppose the outcomeespoding to ‘spin-up’ is
found. If this information is provided to the sedoexperimenter on time to set
the direction of spin measured on particle 2’ sten then easily set her
measurement device to definitely get the outcomeesponding to ‘spin-down’
with probability one (or indeed any other probabpibut zero). For any value of
probability of ‘spin-down’ on particle ‘2’ she camse quantum mechanics to
calculate the appropriate direction of measuremantd set her device
accordingly.

So it turns out that interventions are possiblparticular experimental EPR
set-ups. Notice that the intervention does not gustsist in choosing a frame;
rather given any frame, an intervention is theirsgtof a polariser direction. In
such set-ups the question is then wheMé&D andCMC hold. We urge in this
paper that this is the relevant question to ask#&misal modellers of EPR; but we
will not attempt a comprehensive answer here. Tisavar is complicated and
depends on the details of the causal hypothesesr test®* A brief and intuitive
argument suggests th&MC may fail here. The EPR correlations are not
screened-off by the creation event at the sourioale8ly the value of the setting
of the measurement device on ‘2’ will not screehtbé outcome event in that
wing from the outcome event in the distant wingt Bhis really says nothing
about a direct causal link between the wings. ARdCMC failed for
indeterministic systems, as some authors argue, dh@ommon cause structure
underlying the direct cause link would also be gaeswhich means tha@EMC
might fail for a andb too. However, this claim requires further inveatign in
the context of alternative causal hypotheses. Eoporposes in this paper this is
a side issue, since whatever the correct answel ialready show thaCMC is
applicable to the EPR correlations in spite of Hiaais and Woodward's claims
to the contrary.

7.3 Causal Markov and Other Interpretations

The argument we have just given shows that in &g Experiment there always
exists a subset of the relevant variables thasaseeptible to intervention. This
leaves open several causal accounts for the EPRIatons. The fate of the
CMC very much depends on the details of each acc®uttwe believe that a
stronger claim can be made. So far we have beamasy the standard or
orthodox interpretation of quantum mechanics. Sohage assumed that the

31 For a preliminary account see (Cartwright andr&z, 2000).
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violation of the Bell inequalities in the EPR exjpeents is due to a failure of
what is known asoutcome independencand correspodingly that the only
possible causes of each measurement outcome exerthe distant outcome
event and the proximate measurement device settiegt.

In other words we have assumed that it is mearssgie suppose that the
setting events in each wing can be a causal infliempon thalistant outcome
events. But it is well known that on some interatiens of quantum mechanics
this is not just allowed but likely. The paradigase is Bohm's theory. On the
account of the EPR correlations provided in Bohmieechanics? the actual
measurement outcome event on one wing has no muféueupon the
measurement outcome event on the other wing, becausBohm’s theory
measurements simply reveal values that are alriealg, they do not bring these
values into being. Yet the setting of the distatice does have a putative causal
influence, since it affects the quantum wavefunctiof both particles in
configuration space, and thus affects the proliagsilfor outcomes in the distant
wing. (The distant setting does ri#terminethe proximate outcome of course,
which also depends on the initial wavefunctionestatd the initial complete state
of both particles; but it does partly determine dkiécomes' probabilities).

Daniel Steéf has claimed that Bohm’s theory shows t8MC can fail for
deterministic systems. The claim is part of a lagument in the debate over
whether theCMC is satisfied only by deterministic, or more geligrgpseudo-
deterministic’, system¥.Steel argues that the key to the validity of @MdC is
not whether the system is deterministic or pseuterthinistic but rather
whether there are exogenous variables that arepilatically independent from
any other variable in the causal strucutre. Bohtiméory is an important part of
the argument because it is the only example thesl rovides of a deterministic
system that does not satisBMC. In other words Bohm's version of the EPR
experiment is presented as a plausible counterdean® the claim that
determinism grounds the CMC. Presumably, givenl'Staggument, this must be
the case because there are some probabililistigaligpendent exogenous
random variables in Bohm's description of EPR. Whllsstudy this claim
closely.

But first let us note some relevant differencesween Steel's overall
argument for CMC and Hausman and Woodward's defehc@MC by means
of the proof of the equivalence OD and CMC. Steel does not claim that
interventions are required for CMC. (Neither areytmequired by the letter of
CMC, nor are they required to ground CMEBut he does think interventions,

32 See (Cushing, 1985, pp. 82-95) for a very racgemw.

33 Cf. (Steel, 2005).

34 By pseudo deterministic system we mean a systgmcauses that do not fix the
ocurrence of all their effects, but that can noekgss be “embedded in another more
complete graph [...] in which the parents of theegi effect are sufficient to fix the
value of the effect”. (Cartwright, 1999). For a aission and a reference to the
notorious cheap but dirty factoryexample of the presumed failure GMC in
indeterministic systems see (Cartwright, 1993).

35 (Steel, 2006).
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by means of controlled experiments, are one waeofiring the independence of
exogenous variables that does ground CMC. And snvléw there is no more
reason to expect the method to work in indeterminontexts. This is a crucial
difference between the accounts and it explainsl'Stedesire to find a
counterexample to the=d identityand the related claim that the CMC is linked
to determinism. Note in this respect that althoughdisagree with Steel's claim
to have found a counterexample in Bohm's theorydavaot necessarily disagree
with the claim that the&=d identity is false, nor with the concommittant claim
that CMC might be valid for indeterministic and nost deterministic systems.
Since it is not the aim of this paper to debategbreral validity ofCMC we
will not assess these general arguments. We anegted though in assessing the
chances o€MC for the EPR correlations. And we conjecture thatfate of the
CMC in EPR is extremely sensitive to both the detaflthe causal hypothesis
under tesaindthe interpretation of quantum mechanics that apset.

So does the Bohmian description of the EPR coioglatviolate CMC?
Steel assumes that it does since it predicts thesaane EPR correlations. As he
writes:

[...] the EPR example is a problematic basis fer ¢laim that the
CMC is a more reliable assumption for deterministicanth
indeterministic systems for the simple reason thate is a fully
deterministic (though heterodox) interpretation @fuantum
mechanics, namely Bohm’'s. Bohm’s quantum theorydipte
precisely the same non-local (and hence putativelp-causal)
correlations in the EPR example as the standadkténministic
interpretation. Hence it is far from clear that thiame for the
(putative) counter-example can be laid at the @bandeterminism.

In our view this makes the very mistake to supgbaethe fate of th€MC
is independent of the details of the causal hymishender test. There are two
versions or interpretations of Bohm’'s theory: thenimal Bohm theory
championed originally by Béfi and the causal interpretation defended by
Dewdney et af’ and Holland. According to the minimal interpretation,
particles’ only primitive property is position, artiere is no such thing as
intrinsic “spin”. Instead the theory manages todoie the same predictions as
quantum mechanics for the motion of all particlesg through a Stern-Gerlach
apparatus simply by means of the influence of thdigg field upon the particle
though the so-called “guidance conditidi”The causal interpretation, by
contrast, has it that particles are endowed with itfirinsic property of spin,
which is understood to be causally reactive todhantum potentidf) In both

36 (Bell, 1982).

37 (Dewdney et al., 1988).

38 (Holland, 1993).

39 The full details can be found in (Bohm and Hjlé@93, ch. 10). See (Berkovitz,
2007, Section 5.3.1) for a brief review.

40 Dewdney et al. (1988, pp. 537-9); Holland (1998 pters 10 and 11).
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cases the causal structure is rather differentr@mte there is no real reason to
expectCMC'’s fate to be the same as in orthodox quantum nmchaOn the
contrary, we would like to argue that at least t; gausal interpretation the
Bohmian description of EPR definitely satisfies @MC.

We have already noted that in the EPR experimedeasribed by Bohm the
measurement outcome events do not cause eachlmihéng setting events have
an influence upon the outcomes. On the minimalrjpmétation, the settings
influence the quantum wave function in configumatgpace in such a way that
the motion of the particles is correspondingly etiéel after interaction with their
respective Stern-Gerlach measuring devices. Howsirae no intrinsic property
of spin is hypothesized, no changes take placedabiethe particle’s interaction
with their respective measurement devices. So dmB® minimal theory, the
settings causally influence the outcomes via thasmement process only. It
would not be correct to claim on this interpretatiothat the violation of
parameter independencentails a causal influence directly from settirtgs
outcomes.

On the causal interpretation by contrast, the regdtihave a direct and
instantaneous causal influence upon both partickgsh values. Indeed the
underlying determinism of the theory implies tha, this causal interpretation,
the setting events are instantaneous partial caafsdéee values of spin of the
distant particles, which are only later revealedniiyasurement, if there ever is
one, on the distant wing. So, on this view, myisgtthe measurement device of
particle ‘1’ partially determines not just the paddility of an outcome of a
measurement on particle ‘2° —it actually partiathietermines its value. The
reason is that particles on Bohm's theory have welined values of their
dynamical variables at all times —so on the caustdrpretation the EPR
particles have a value of position and spin fromword go, as they are ejected
from the source. This value can change thoughwtiame, and in the case of an
entagled particles as in the EPR case, it mighsa@mon-locally as a result of
changes in the wavefunction. And the wavefunct®responsive not only to the
values of the distant entangled particles but tdsthe features of the systems
those distant particles interact with. Thus althowggsentially non-local, the
causal Bohm theory is indeed also essentially ¢austhe strong sense of the
c=d identitythat we mentioned in the introductidh.

41 In response to our reasoning at this point|Stes retorted as follows (private
correspondence): “I am not assuming that EPR imlation of the CMC if Bohm’s
theory is correct. Rather, | am making the follogvtonditional claimif locality is a
necessary condition for causatidhen EPR is a violation of the CMC according to
Bohm's theory”. If this is Steel's more consideratew, it seems to us to worsen his
position. For note that the truth of the antecedsinthe above conditional claim
would make causation impossible by definition ome@dt any interpretation or
version of quantum mechanics —since some form oflooality is required in any
case. But, worse still, the antecedent is falseigety in Bohm’s theory, irrespective
of interpretation: In both the minimal and the custerpretations causation is
certainly possible, and yet in both cases the théorexplicitly non-local. So the
conditional above, if read as a material implicatisvould turn out to be vacuously
true and entirely uninformative about the actuatus of CMC in Bohmian
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How do we evaluateCMC then? Since in Bohm’'s theory measurement
outcomesa andb do not cause each other, we can a@MC fully as follows:

Causal Markov Condition (CMC) for Bohm’s theory: For
measurement outcome eveatandb, sincea does not caudethen

p(a|bOPar(a))= p(a| Par(a)),
wherePar(a) is the set of all direct causesaoin V.

There is absolutely no reason to suspect that mB®theory this condition
is false, in either the minimal or the causal \@isi of the theory. On the
contrary, since in Bohm's theory the explicit cdusmtecedents of the
measurement outcomes include the quantum wavefumdtie initial complete
states of both particles (which includes their sipirthe causal interpretation)
andthe distant settings, it follows th@ar (a) includes all these. And since these
variables jointly determine the value of the outesma and b, they jointly
determine their probabilities. So ti@MC is trivially satisfied in the Bohmian
description of the EPR correlations, as long asnekide in the seV all those
variables that according to the theory are effetyivcausal antecedents of the
outcomesa andb.

8 Conclusions

Our aim in this paper has been to urge more relsetarcbe conducted on
applying the Causal Markov Condition to the divemsedels and interpretations
of the EPR correlations. We hope to have shown diastions regarding the
causal nature of explanations of the EPR correlatare best explored by means
of a detailed and careful analysis of the applicatf theCMC. This is the right
framework to update the debate regarding MichaelhBad’srobustnessn the
early 1990’'s and to generally conduct the debagspide claims to the contrary
the answers are not trivial, and t8MC is in principle applicable to the EPR
correlation phenomena. But questions remain ashetherCMC is satisfied by
these phenomena. We conjecture that the answehigoquestion is highly
sensitive to the details of the causal hypothesigeutest. We have also claimed
it to be sensitive to the interpretation of quantomachanics that is adopted, a
claim that we have supported by looking at the Bia@mnaescription of the EPR
experiment. Contrary to recent claims the Bohmiascdption of the EPR
correlations satisfieEMC.

This suggests that theCcMC is a generally valid background or
methodological assumption for deterministic or pedeterministic systeniélt

mechanics. (If read as an indicative conditiontdeBs statement is just false).

42 Modulo the usually discussed exceptions such as nomigonfcausal inducers of
correlations —see e.g. (Hausman, 1999)—, and ati@ildependencies such as the
one between British bread prices and the water lev&enice in Sober’'s famous
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remains to be seen whether it can be similarlyrasgufor indeterministic ones
such as EPR on the orthodox interpretation of quantmechanics.
Concomittantly it also remains to be seen whethe@awasal understanding of
indeterministic phenomena requires BMC. Suppose thaCMC fails for at
least some of the main causal hypotheses for tHe &dtrelations under the
standard or orthodox understandingCIMC is not required for causation then
even the weakest interpretation of ttved identity will have been refuted. If on
the other handCMC is required for causation then quantum mechanical
phenomena, on the orthodox interpretation at ledstndons causality as well as
determinism, thec=d identity is retained, and the intuition of the founding
parents is proved correct (for orthodox quantum hmaics at least). The
questions are relevant, the stakes are high, aed atswers should be
informative.
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