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#### Abstract

Of all the demands that mathematics imposes on its practitioners, one of the most fundamental is that proofs ought to be correct. This is also a demand that is especially hard to fulfill, given the fragility and complexity of mathematical proof. This essay considers some of ways that mathematics supports reliable assessment, which is necessary to maintain the coherence and stability of the practice.


## 1 The standard view

Whatever the goals of mathematics are, surely one important goal is to get the answers right. Our calculations are supposed to be correct. Our mathematical claims are supposed to be justified by proofs, and those proofs are supposed to be correct as well.

Modern logic offers idealized accounts of what it means to be correct, based on the notion of a formal derivation. On that account, the mathematical objects we talk about are defined in a suitable formal foundation, our theorems are expressed as formal statements in that system, and our proofs are required to conform to the axioms and rules. Similarly, the expressions we calculate with denote objects that can be so defined, and our calculational steps are underwritten by theorems of the system. Mathematics is distinguished by the precise manner in which claims are stated and justified, and the logical account does it justice in that respect.

Of course, ordinary mathematical texts are not nearly as regimented as formal proofs. But, on the logical story, they can be seen as an approximation to the ideal. Anyone putting forth such a proof should be prepared to respond to queries for more information: "How is this term defined?" "Why does this claim follow?" Each response can engender further questions of the same sort, but, the thought goes, the process has to be bounded: if the proof is correct and the mathematician defending it sufficiently capable, the process cannot but terminate with terms whose meanings admit no further clarification, and with inferences whose correctness is part of the shared understanding. A formal logical foundation is designed to provide the fundamental terms and atomic rules of inference.

Two objections spring to mind. One is that a formal system cannot possibly be the operant standard because most mathematicians cannot even state the axioms of a particular formal system. The other is that there are various formal foundations on offer, and who is to say which is the right one? Even if we restrict attention to set theory, there are multiple versions and formulations in the literature.

[^0]Both objections can be met with a slight elaboration of the story above. When talking about formal foundations, we should keep in mind that the foundations of a building are typically below ground, and that we usually enter a building on the ground floor. We only need to descend to the basement when something goes wrong, and we are generally happy to leave it to workmen and contractors to look after the foundations while we tend to other things. So, too, when we deal with ordinary mathematics, we make use of a common language of numbers, sets, functions, relations, and structures. The objects we deal with can generally be described in these terms, built up from other objects that were previously defined in this way. Common inferences can be elaborated as needed, down to steps that are generally agreed upon has being part of the shared understanding. Logicians, when making the case that a certain formal system provides an adequate foundation for most mathematical arguments, show how to define the basic components in terms of the primitives of the system in question, and how to justify fundamental mathematical inferences. These serve to clarify mathematical language and shore up our proofs, but for the most part the details are not so important. The various foundational systems on offer are generally inter-interpretable, and they can all serve equally well. ${ }^{1}$

One might object that not all foundational systems are equivalent: adding strong large cardinal axioms to set theory yields more theorems, and, in the other direction, intuitionistic logic imposes restrictions. But in this day and age, classical reasoning is commonly accepted in mathematics, and the vast majority of mathematics does not require strong axioms. And even in these extreme examples, mathematicians are generally aware that they are working constructively or making use of strong assumptions. So, even in these cases, we can still view mathematical arguments as being reducible to formal derivations, again with respect to a shared understanding of the methods and rules that are appropriate.

So, at least relative to a choice of axiomatic foundation, the view I am expounding here amounts to this. When someone in the mathematical community makes a mathematical claim, it is generally possible to express that claim formally, in the sense that logically adept and sufficiently motivated mathematicians can come to agreement that the formal claim expresses the relevant theorem. One justifies an informal claim by proving it, and if the proof is correct, with enough work it can be turned into a formal derivation. Conversely, a formal derivation suffices to justify the informal claim. So an informal mathematical statement is a theorem if and only if its formal counterpart has a formal derivation. Whether or not a mathematician reading a proof would characterize the state of affairs in these terms, a judgement as to correctness is tantamount to a judgment as to the existence of a formal derivation, and whatever psychological processes the mathematician brings to bear, they are reliable insofar as they track the correspondence.

This view has been held implicitly or explicitly throughout the philosophy of mathematics since the early twentieth century. Hamami [35] finds clear expressions of the view in Mac Lane [45] and Bourbaki [16]. Azzouni has more recently affirmed that the existence of a formal derivation is a contemporary standard of correctness:

The first point to observe is that formalized proofs have become the norms of mathematical practice. And that is to say: should it become clear that the implications (of assumptions to conclusion) of an informal proof cannot be replicated by a formal analogue, the status of that informal proof as a successful proof will be rejected. [12, Section 4]

[^1]The viewpoint has also been articulated by Detlefsen [25], who calls is the common view, Antonutti Marfori [48] and Hamami [35], both of whom call it the standard view, and Burgess [18, Chapter $2]$.

Recent developments in a branch of computer science known as formal verification provide empirical support, in that computational "proof assistants" have made it possible to construct fully formal computer-checked derivations of substantial mathematical arguments. Formal mathematical libraries now cover most subjects one comes across in an undergraduate mathematics education, including abstract algebra, number theory, analysis, topology, measure theory, and so on. Moreover, important mathematical theorems have been formalized, including the Feit-Thompson Odd Order Theorem [31] and the Kepler Conjecture [34]. (See [6, 8] for surveys.) When someone working in the field embarks on a formalization project, the assumption that the theorem can be formalized is never in question, beyond perhaps the question as to whether the published proofs are correct. The question is, rather, how best to go about it and how long it will take. To be sure, the formalization process sometimes uncovers minor errors and omissions in the informal presentation that have to be remedied, but these are conventionally viewed as just that-errors and omissions-rather than indications that the informal source is correct but unformalizable.

But we do not need to invoke formal verification for empirical support. Mathematical disputes over the correctness of a proof generally hinge on the complexity of the argument and the difficulty of filling in the details, not on the correctness of any single, atomic inference. In practice, mathematicians generally expect that if a step in a proof is correct, it can be spelled out in detail, reducing it to inferences that are mathematically immediate. And we have seen enough logic by now to know that such inferences are generally amenable to formalization.

The fact that some mathematical arguments draw on visual and spatial intuitions that are hard to spell out in symbolic terms is sometimes evoked to challenge claims of formalizability. But even though we still have a lot to learn about the nature of spatial and visual intuition in mathematics, the history and practice of mathematics only reinforce our central claim. It is well understood that some uses of diagrams in mathematical arguments can be straightforwardly (though painstakingly) eliminated. For example, diagram-chasing arguments in category theory can be spelled out in equational terms, even though there is generally no point to doing so. Other uses of visual intuition, for example in topological and geometric arguments, can be much harder to spell out in terms of textual inferences. But mathematics has taken great pains to develop the means of doing so: we have definitions of spaces and manifolds and charts and atlases that are expressed in conventional settheoretic terms, and these are designed to provide rigorous backing for our intuitions. Having such formal definitions is especially important to support reasoning about higher-dimensional spaces, where our intuitions are risky at best.

Indeed, diagrams play a very limited inferential role in contemporary mathematical journals. This is not to deny the importance of spatial and visual intuition, but it does indicate that we nonetheless expect that arguments based these intuitions can be formally justified. The nineteenthcentury discovery of space-filling curves and nowhere differentiable functions only underscored the need to supplement intuitions with rigorous specification. The Jordan curve theorem, a historically salient example, asserts that any continuous loop in the plane that does not intersect itself divides the plane into two parts, an inside and an outside. The claim is intuitively clear, but modern mathematics has nonetheless seen fit to seek foundational justification. The Jordan curve theorem is in fact a theorem, and an important one. It has, moreover, been formalized [33].

Despite all the things that can be said in its favor, however, the standard view has its opponents. Yehuda Rav, in particular, has criticized it on a number of grounds [52], some of which have
been addressed by Azzouni [11, 12]. Others who have leveled criticisms or raised concerns include Antonutti Marfori [48], Tanswell [61], Larvor [43], and Pelc [51]. Some of these criticisms are discussed by Hamami [35], who offers a spirited defense of the standard view [35].

My goal here is not to survey the arguments that have been marshalled on both sides of the debate. Rather, I will focus on one problem for the standard view, a problem which, I believe, lies at the heart of most of the criticism that has been leveled against it. In Section 2, I will lay out the problem and argue that we should take it seriously. The remainder of the paper is devoted to addressing it.

For all the reasons indicated above, I believe the standard view is essentially correct, and offers important insight as to what it means to acquire mathematical knowledge. But here I make the case that if we expect the view to weather the concerns that have been raised against it, we need to do more work to make it compelling, and develop a richer understanding of ordinary mathematical proof and its relationship to formal derivation. In Sections 3 and 4, I take some initial steps toward that goal. Section 5 then situates this project with respect to broader issues in the epistemology of mathematics. I argue there that even if we are primarily concerned with mathematical justification, adopting the standard view forces us to deal with a wider range of normative assessments, and to come to better terms with the nature of mathematical understanding.

## 2 The problem

According to the standard view, a mathematical statement is a theorem if and only if there is a formal derivation of that statement, or, more precisely, a suitable formal rendering thereof. When a mathematical referee certifies a mathematical result, then, whether or not the referee recognizes it, the correctness of the judgement stands or falls with the existence of such a formal derivation.

Our mathematical judgments are fallible, but, still, we hope that they are correct most of the time. Indeed, the status of mathematics as a rigorous discipline depends on it. The problem I would like to raise here is simply this: how can our mathematical judgments possibly warrant the existence of a formal derivation?

The problem is that formal derivations are very fragile objects, and are few and far between. The derivation of even a straightforward result in elementary number theory can require thousands of inferences in axiomatic set theory, and a sequence of a thousand inferences in which a single one is incorrect is simply not a proof. How can even the most carefully written journal article indicate the existence of a long sequence of inferences without a single error?

The probability of successful assessment decays exponentially with the length of the proof. Suppose there is a one percent chance of error in assessing the correctness of a step in an axiomatic derivation generated by some fallible means. Then the odds of correctly assessing the validity of a proof of one hundred steps is about $37 \%$ (roughly $1 / e$, where $e$ is Euler's constant). At two hundred steps, the odds of success drop to less than $14 \%$, and at four hundred steps, the odds drop to less than $2 \%$.

Of course, informal proof texts are not formal derivations. On the standard view, they are only high-level sketches that are intended to indicate the existence of formal derivations. But providing less information only exacerbates the problem: if even a complete presentation of a formal derivation cannot be checked reliably, providing strictly less information can hardly provide more confidence. And the fact that ordinary mathematical proofs build on prior proofs in the literature makes matters even worse: any error in the chain that leads to the final result invalidates the conclusion. All things
considered, on the standard view, it is hard to see how we can reliably do mathematics at all. ${ }^{2}$
It seems to me that this general concern-the gap between informal proof and formal derivation, coupled with the inherent difficulty of making sense of and verifying the correctness of the latterfuels most of the skepticism that has been expressed towards the standard view. ${ }^{3}$ It leads Rav to conclude that informal proofs do not function by indicating formal proofs, but, rather, by conveying semantic information:

Mathematical texts abound in terms such as "it follows from ... that," "given that ... it is clear that" and the like; the antecedents are held to be true, from which the truth of the consequent is taken by necessity to follow. The issue is that beyond the verbal phrase "it follows from ... that so and so is the case" (equals "is true"), a mathematical proof in general only says that it follows, not why by logical necessity it has to follow. Hence the frequent need to interpolate further and further intermediate links as "bridges," leading from claimed antecedents to the asserted conclusion. Why the consequent follows from the antecedents has to be figured out by the reader of a proof, based on the reader's understanding of the meaning of the terms in the antecedent and consequent and requiring the reader's familiarity with the underlying theory to which the proof is intended to be a contribution. None of these can be formally captured. [53, pages 316-317]

The mechanisms by which an informal proof conveys enough information for a competent referee to assess correctness are indeed complex, and I agree that this information is richer and more structured than a sequence of formal inferences. If Rav's appeal to meaning, familiarity, and understanding helps convey the impression that there is something interesting going on, then I am all for it. But if the inquiry stops there, we have clearly failed. We are looking for a clarification of mathematical standards of correctness and insight as to how these standards are met, and vague appeals to meaning and understanding are at best optimistic gestures towards a more satisfying account.

Azzouni, in contrast, maintains that informal proofs do in fact indicate the existence of formal derivations, though the nature of "indication" is subtle and complex $[10,11]$. But there is a tension in his writing: while defending formal systems as providers of public norms for correctness, he denies that they provide epistemic norms [10, 11, 13]. In other words, even though the existence of a formal derivation is the official standard, a mathematician need not be able to produce such a derivation in order to know or justify a claim. This raises the question as to how an informal proof serves as a reliable indicator. Azzouni only begins to address this, positing that we make use of higher-level inference packages that circumvent formal detail. According to Azzouni, such inference packages need not be formally describable [13]. More recent work suggests that such inference packages have an algorithmic component [14].

Hamami is the most upbeat about the prospects of a formal account of the way we transform an informal proof to a formal derivation [35]. According to Hamami, we accumulate not just theorems but inferential patterns and procedures throughout our mathematical education, and we put them

[^2]to good use towards understanding an informal proof. When a competent practitioner reads such a proof, the inferential cues and context trigger algorithmic processes that expand the inferential steps to smaller ones. These, in turn, are recognized as applications of prior theorems or lemmas, or at least patterns in memory that have been previously justified.

All three accounts offer legitimate insights, and all rightly recognize the importance of background knowledge and expertise. But more is needed to convince the skeptic that any amount of background knowledge and expertise can be sufficient to bridge the gap between the informal and the formal. Even a short mathematical paper can include hundreds of inferential steps, and Rav, Azzouni, and Hamami agree that assessing each one involves a complex and generally fallible cognitive act. If an informal proof is really supposed to serve as a warrant for the existence of a formal derivation, there is little room for error in the checking process: acceptance of a single incorrect inference invalidates then entire judgment. Rav's skepticism is therefore understandable. The standard view may be the best we have, but more work is needed to make it plausible.

Having set up the problem, let me close this section with two supplementary remarks. The first concerns the role that psychological or cognitive data should play in a philosophical study, and the second concerns the question as to whether the problem raised here is a philosophical problem at all.

I have framed the central problem in terms of a tension between the cognitive demands imposed by the standard philosophical view of mathematical proof and our inability to carry them out, given inherent constraints on our cognitive abilities. Moreover, the discussion has already invoked speculation about the cognitive processes that are involved in the evaluation of mathematical proofs. As a result, the problem may seem to belong more to psychology than philosophy. Indeed, I think it is useful to maintain a clear methodological distinction between the two subjects. Philosophy of mathematics aims provide an idealized account of mathematics, a normative practice for acquiring knowledge; the data to be explained is the body of mathematical knowledge, made manifest by the history of mathematics and its literature. Psychology aims (among other things) to provide models of human cognition that are supported by observation and experimentation. Understanding our capacities for mathematical thought requires both. But my goal here is to explore what can be done on the philosophical side, by uncovering features of mathematics that serve to support reliable assessment. I will try to avoid detailed assumptions about human cognition, and simply recognize the fact that we have limited computational capacities, so that strategies that reduce the computational burden are generally advantageous. I hope that this exploration will support interaction between philosophical and experimental approaches to understanding the phenomena. ${ }^{4}$

The fact that the study I am engaged in here is not psychology does not, in and of itself, make it philosophy. From ancient times, philosophy has been concerned with identifying the proper grounds for mathematical knowledge and explaining what makes them so. This requires an idealization of mathematical practice, abstracting away those aspects of human activity that are only incidental in that respect. With that understanding, one might reasonably think that the problem raised here is merely a pragmatic question as to how to we can attain the philosophical ideal, rather than a part of philosophy of mathematics proper.

Constraining philosophy of mathematics in this way is a mistake. Our focus here remains on the proper means of acquiring mathematical knowledge, and general assumptions about our capacities for acquiring knowledge have always been implicit in the subject. If we endow mathematical agents with a magical ability to grasp mathematical truths directly, there is not much for the philosophy of mathematics to do. Philosophical accounts have always presupposed that we have cognitive

[^3]limitations, for example, that we are able to survey only finite amounts of data and carry out only certain sorts of inferential steps. The task of philosophy of mathematics is then to explain how we can have general knowledge of infinite domains - for example, how we can come to know things about all triangles or all numbers-given these constraints.

To make the problem here pressing, we only need to refine our assumptions slightly, and recognize that the resources we bring to bear on a mathematical task are not only finite, but also bounded. This means that we can only carry out tasks of limited complexity, and, generally speaking, inferential practices that reduce complexity have a bearing on our ability to acquire knowledge. In that light, the cognitive efficiency of our inferential practices is a legitimate normative goal. We can still idealize lots of things away while recognizing that an important feature of mathematics is its ability to manage complexity and thereby extend our cognitive reach. Our core concern is the same as that of Plato and Aristotle: understanding how we can, should, and do come to know mathematics.

## 3 General solutions

Our central problem rests on the fragility of the formal notion of mathematical proof, given that an attempt at a formal derivation with even a single error is simply not a derivation. This is where the gap between informal proof and formal derivation is most keenly felt, since an informal proof can have small mistakes and yet still reasonably lead us to believe in the correctness of its conclusion. It is not a contradiction in terms to credit a paper with establishing a certain result while at the same time noting that one of the lemmas in that paper is misstated, if the problem can be fixed and the fix is viewed as minor. If the standard view is correct, the informal proof still serves to indicate the existence of a formal derivation, without having to live up to the unreasonably high standard of being completely error free.

So the real question is how informal mathematical texts serve as reliable warrants to mathematical truth without spelling out every detail, and while being robust with respect to error. Similar concerns for robustness arise in mechanical engineering, whose practitioners are required to develop systems and controllers whose behaviors remain within a given tolerance of the ideal while subjected to variations in the design parameters, noise in the environment, defects in modeling and manufacturing, and so on. In a similar way, we need to understand how our mathematical practices can manage to reliably (though imperfectly) warrant the existence of formal derivations, given imperfections in their implementation and our abilities to process them.

If the first step towards a solution to our problem is to think of proofs, and the ambient mathematical environment, as artifacts that have been carefully designed to serve that purpose, the second step is to recognize that they, like other engineered artifacts, are highly structured objects. A proof is not just an undifferentiated sequence of inferential steps. For one thing, proofs are modular: definitions and lemmas serve to break arguments down into manageable components with well-defined interfaces [2]. Moreover, the presentation of an informal proof usually conveys a narrative structure. Morris has argued that the kinds of proofs we value tend to be motivated, which is to say, they convey information as to how individual steps are suggested by previous ones and how they constitute progress towards the final goal [49]. Drawing on philosophical theories of planning and agency by Bratman [17], Hamami and Morris have argued that the comprehensibility and effectiveness of an informal proof requires us to interpret them as instantiations of a rational plan [36]. With these insights, we can start to be more specific about the features of informal proof that convey understanding and support higher-level inference.

Taking these steps does not constitute progress in and of itself. Formal logic provides us a simple model of mathematical proof, and the normative requirements on assessment are straightforward: we simply have to match each step to the rules of a formal system. We have replaced this simple model with something more open ended and vague, and we have not yet begun to explain how the new model delivers the reliability and robustness we are trying to explain. But, at least, it gives us more to work with.

It also opens the door to some encouraging metaphors. In engineering, modular design is commonly understood to result in more robust and maintainable systems [2]. Comparing proof to a narrative allows us to draw on intuitions regarding the distinction between the plot and its syntactic presentation. After reading Pride and Prejudice, we can reliably make the claims about the characters and their motives, but we cannot reliably make claims about the number of occurrences of the letter "p." If the judgment as to the correctness of a proof is more like the former, we have a chance; if it is more like the latter, it is hopeless. Finally, thinking in terms of proofs in terms of plans allows us to think about the strategies we use to maximize the likelihood of success. We might find it encouraging that we can generally assess the viability of a plan for traveling from New York to San Francisco, remaining robust with respect to small variations in the flight schedule, without knowing exactly how many pedestrians we will walk past on our way to the gate.

In the rest of this section, I will describe three general strategies for making mathematics robust, supported by this richer view of mathematical proof. At this stage, I will continue to rely on suggestive metaphor to get the ideas across, whereas, in the next section, I will discuss some mathematical strategies in more specific terms and relate them to the broad categories established here. The general strategies are as follows:

- Isolate and minimize critical information.
- Maximize exposure to error detection.
- Leverage redundancy.

There is a lot of data contained in a formal derivation. The first strategy involves minimizing the information that an informal proof must convey and that the receiving agent must process to ascertain that such a derivation exists. We can leverage the fact that a mathematical reader is expected to have suitable expertise, so we do not have to communicate every last detail. Rather, we can focus on the information that is sufficient to supplement the reader's knowledge and expectations.

Viewed in this way, an informal proof is a form of data compression. Coding schemes for data represent the most common patterns concisely, reserving extra bits for those that are unusual and unexpected. To invoke another analogy, software developers use version control software to store a project's history in a shared repository. To save space, the repository only has to store the difference between successive versions, rather than a new copy. Similarly, video data can be transmitted more efficiently by sending only the difference between successive frames. The planning metaphor is also helpful: if I want to tell you how to travel from New York to San Francisco, I will assume you have a general familiarity with airports and taxis, and I will therefore focus on key details like the flight schedule and the address of the destination.

I will illustrate the second strategy with a story. I once heard the late Jon Borwein give a talk in which he displayed a calculation carried out by a computer algebra system. The calculation, a complicated sum, was glaringly incorrect: every term in the sum was clearly greater than or equal to zero, but the reported answer was negative. Borwein interpreted the brazenness of the error as a positive feature of the computer algebra system: when an incorrect answer looks right, we tend
to accept it, but when an answer is obviously wrong, we know right away that there is more work to do.

Put simply, when a proof is wrong, we want it to be obviously wrong, or as clearly wrong as possible. We want our proofs to be open to vigorous probing, so that errors are easy to spot. This stands in analogy to Popper's dictum that good scientific theories should be open to falsification, though in this case the falsification comes from mathematical thought rather than from empirical data. Turning the etymological origins of the word "probability" into a slogan, we can describe the second strategy as that of maximizing the probability of correctness by maximizing probe-ability.

The two strategies described so far are complementary. The first focuses on the positive aspect of assessment, namely, corroborating the inferential steps that justify the conclusion. The second focuses on the negative aspect of assessment, namely, finding problems and spotting errors. The claim that both play a role in our understanding of proof is reinforced by research in automated reasoning, in which proof search can often be understood equally well as the search for a countermodel, whereby the failure to find a countermodel results in a proof, and vice-versa. (See, for example, proofs of the completeness of resolution [15, Section 3] and tableaux search [32, Section 3.4].) It is also finds support from cognitive science. There is a longstanding debate as to whether we solve complex reasoning tasks by applying formal rules of inference or constructing mental models $[39,54]$, but most researchers are willing to acknowledge that both activities play a role. ${ }^{5}$ The claim that the assessment of a mathematical proof involves looking for inferential justification as well as looking for possible counterexamples is also well supported by the case studies and examples in Lakatos' Proofs and Refutations [40].

The final strategy for increasing the reliability of our assessments is to leverage redundancy by ensuring that there are multiple ways to succeed. Our confidence in a plan to hike from one peak the next is bolstered by the availability of multiple paths through the intervening ravine. Confidence in a plan to travel from New York to San Francisco is bolstered by having various means of getting to the airport, and knowing that there is a later flight in case the earlier one is canceled. The reliability of an engineered system is augmented by the existence of backup systems that can take over when a component fails, and bridges are made more reliable by the existence of additional supports. A digital encoding of an image or text that renders the result incomprehensible if a single bit is lost is untenable, and the use of a redundant encoding can support error recovery.

This strategy is at odds with the first, since offering alternative means of proving a result requires conveying more information. But the payoff is often worth the cost. In this case, exponential decay works in our favor: if we can think of three ways of obtaining a desired result, each of which (independently) has a twenty-five percent chance of failure, the odds that they will all fail are only one in sixty-four, which is less than two percent.

An informal proof, if it is correct, can be formalized in lots of different ways. This means that insofar as an informal proof indicates the existence of a formal derivation, it indicates lots of them. Tanswell [61] takes this underdetermination to pose a problem for the standard view, and he is right that any reasonable formulation of the view has to make room for it. On the approach I am urging here, the availability of multiple paths to formality is, on the contrary, a positive asset, and plays an essential role in the solution to our problem.

[^4]
## 4 Specific solutions

It is time to leave the metaphors behind and turn to mathematics itself. My goal in this section is to consider some common features of mathematical practice and understand how they contribute to robust assessment along the lines described in the last section. I will cast these features in terms of a list of normative dictates, strategies that one might urge upon an aspiring young mathematician. In each case, I will argue that, first, these strategies are commonly employed in mathematics, and, second, that they do in fact contribute to robustness and reliability. The normative dictates are as follows:

1. Reason by analogy.
2. Modularize.
3. Generalize.
4. Use algebraic abstraction.
5. Collect examples.
6. Classify.
7. Develop complementary approaches.
8. Visualize.

I do not claim these strategies are exhaustive, and the discussion below will make it clear that there is substantial overlap. As a normative theory of mathematics, there clearly is room for improvement. My goal is only to take a few steps in the right direction. Let us consider each item, in turn.

Reason by analogy. If a proof I am trying to convey is similar to a proof you have seen before, then I only need to communicate the differences. For example, the fundamental theorem of arithmetic says that every nonzero integer can be factored into a product of prime numbers in a unique way, where "unique" means up to the order of the factors and up to multiplying by the units $\pm 1$. The same statement holds true of the Gaussian integers, which are the complex numbers of the form $a+b i$, where $a$ and $b$ are integers. (In this setting, $\pm i$ are included among the units.) Here, a proof of unique factorization can be obtained by drawing out analogies between the two domains. For example, given any pair of nonzero integers $a$ and $b$, we can find a quotient, $q$, and remainder, $r$, so that $a=q b+r$, with $0 \leq r<b$. Almost the same fact holds true of the Gaussian integers; we only have to replace the last condition by $0 \leq\|r\|<\|b\|$, where $\|\cdot\|$ denotes the complex norm. This basic fact supports the transport of other facts from the regular integers to the Gaussian integers. If you are familiar with the proof of unique factorization for the integers, it is much easier to confirm that the result holds for the Gaussian integers as well. You only need to determine that the two domains are sufficiently similar for the proof to go through, and you can do that by focusing on the places where the differences may be problematic.

For another example, it is common in mathematics to embed a collection of objects in some sort of completion, a bigger space of objects with nicer properties. For example, the rational numbers can be completed to form the reals, and every partially ordered set can be embedded in its ideal completion. Sometimes such constructions can be viewed in more general terms; the construction of the reals from the rationals is an instance of a more general metric-space completion, and category theory often provides means of characterizing a completion in terms of a universal mapping property. But even in the absence of such explicit generalizations, prior constructions make the new ones seem
familiar and guide our reasoning about them. Arguments in functional analysis draw on analogies between spaces of functions and the simpler setting of finite vector spaces. Geometric operations on spaces, like projections and inner products, build on intuitions from high-school Euclidean geometry.

While the primary effect of reasoning by analogy may be to limit the information that needs to be conveyed, it also supports the second and third strategies. Casting an argument as analogous to a prior one enables the reader to focus attention on the differences and probe them to see if they break the proof. And reasoning by analogy helps preserve a multiplicity of approaches: any way of proving the prior theorem is a candidate for successful transfer. ${ }^{6}$

Modularize. In a number of fields of engineering and design, a system or artifact is said to be modular to the extent that is can be decomposed into smaller components with limited interactions between them. These interactions are, in turn, mediated by well-defined interfaces. The notion of modularity, and the purported benefits of modular design, transfer well to mathematics [2]. The subject is inherently modular: one can use results from a distant branch of mathematics without knowing how they are proved, proofs are decomposed into smaller lemmas, and complex structures are defined in terms of simpler ones. In a detailed study of the history of Dirichlet's theorem on primes in an arithmetic progression, Morris and I were able to ascribe many of the benefits of later presentations to increases in modularity [9].

Modularity thus implements all three of the strategies enumerated in the last section. It serves to minimize the information that needs to be considered: anyone who knows the statement of a theorem can use it at once without reviewing the details of the proof, and anyone familiar with the fundamental properties of a complex object can make use of it without reviewing the details of its construction. Within a proof, keeping track of the flow of information imposes a cognitive burden, and breaking the proof into smaller components minimizes that information at play in each stage.

Modularity also supports error checking. Breaking the elements of a proof into smaller components makes it easier to check each one independently, much as is the case with modular hardware and software design. And modularity tends to limit the damage caused by an error, in that it is often possible to repair the proof of a single lemma without altering the rest of the argument. Finally, modularity supports redundant implementations: having well-defined interfaces makes it possible to swap out components for others with the same functionality.

Generalize. Mathematical lemmas are often of the form $\forall x(A(x) \rightarrow B(x))$, where $x$ is a sequence of objects, $A(x)$ represents a conjunction of some hypotheses, and $B(x)$ represents the conclusion of the lemma. In words, such a lemma says that any bunch of things satisfying $A$ also satisfies $B$. The weaker the hypothesis, $A$, and the stronger the conclusion, $B$, the stronger the statement is, and hence the more likely to be wrong. In other words, the less we assume, and the more we conclude, the more forceful and risky the assertion. A conservative prover would therefore be induced to state a lemma in the weakest terms needed to prove a theorem in question. But, in mathematical practice, we see just the opposite: the tendency is to state lemmas in the strongest terms possible.

This is one way that a mathematical proof exposes itself to error checking. If, in the middle of a complex proof with lots of objects and assumptions at play, I say "hence $B$," I am only asserting that $B$ follows from everything that has come before. But breaking out the inference as a separate lemma and equipping it with the weakest hypotheses that are needed to make the conclusion hold serves a number of purposes. For one thing, it reduces the cognitive burden by making it easier

[^5]to determine the relevant hypotheses. For another, it maximizes the exposure to error detection. Stating the weakest hypotheses possible dares the reader to find a counterexample. This is one common way that a proof turns out to be slightly wrong: an author may omit a hypothesis that is in fact available in the particular context she or he is interested in, and thus overgeneralize. Even in this case, the incorrect overgeneralization can help us confirm the correctness of the particular instance.

Generalization happens not only on the scale of individual inferences and lemmas, but also at the level of entire theories. In other words, it is sometimes possible to view an entire theoretical development as a generalization of a simpler one. Once the original theory is in place, the development of the more general one often relies on analogical reasoning, but now to a setting that subsumes the original one.

Once again, there is no shortage of examples. Probability theory deals with discrete spaces of events when analyzing dice, cards, and other games of chance. Extending the theory to continuous domains requires more work and more technical detail, but the definitions are designed to carry over intuitions from the discrete domain. Proofs are then similar, though they may require changing sums to integrals and carrying around more hypotheses. Understanding the discrete case makes it easier for us to check proofs in the continuous case, once again by focusing on the points where the differences threaten to cause problems.

Similarly, convex optimization is like linear optimization, but more general. In undergraduate calculus we learn that a continuous function on a closed interval attains its minimum and maximum values, and that if the function is moreover differentiable, the extrema occur either at the endpoints or at points where the derivative is zero. The field of convex analysis offers generalizations of these facts to multivariate functions on the real numbers, and then to infinite-dimensional analogues. Other generalizations treat functions that are not smooth everywhere, or multivalued functions. The more general results subsume the simpler cases and draw on the same intuitions. Familiarity with the simpler theory means that less information is needed to process the more complex one, and attention to the points of difference make it easier to locate potential errors.

Use algebraic abstraction. The modern algebraic method involves characterizing classes of structures of interest by specifying the axioms they satisfy and then reasoning abstractly about these structures via this axiomatic interface [58, 59]. The fact that the algebraic method incorporates all three previous strategies helps explain its importance.

To start with, the algebraic method is a prototypical means of generalization. When the group concept was first defined, particular instances had already proved their worth: groups of permutations, groups of geometric transformations, the additive group of integers modulo a fixed integer, and the corresponding multiplicative group of units. The development of an algebraic theory usually involves the transfer of intuitions from concrete cases, supporting the use of reasoning by analogy. And the algebraic method offers powerful forms of modularity: general definitions and theorems are isolated from the cluttered details of the specific instances, and axiomatic specification provides a clear interface to these instances.

Once a fundamental class of structures has been defined, the algebraic method continues to provide efficacious means of managing detail and transferring and reusing results. Both the integers and the Gaussian integers are instances of rings, and the quotient-remainder property they share amounts to the fact that they are both Euclidean domains. This, in turn, implies that they are principal ideal domains; and hence both unique factorization domains and Dedekind domains.

Other mathematical examples abound. Topological spaces, metric spaces, inner product spaces,
and normed spaces all encapsulate intuitions about the Euclidean plane. This enables us to transfer and generalize arguments, for example, from finite to infinite dimensions. Other abstractions help us transfer intuitions about finite and discrete spaces to continuous ones. For example, compact topological spaces generalize finite spaces, and reasoning about them leverages our intuitions about the latter.

Algebraic abstraction also provides us with means to probe for errors, by giving us a framework in which we can collect and organize potential counterexamples. The next two strategies indicate some of the ways it supports this.

Collect examples. We have seen that it is often easier to prove a general theorem by proving a particular instance first and then transferring the more specific proof to the more general setting. Conversely, when assessing the correctness of a general proof, it is often helpful to think about what it says in a particular instance. After all, we may know enough about the particular instance to tell more easily whether intermediate statements in a proof hold in that setting. If they do, we are then in a better position to assess whether the reasons they hold carry over to the general setting. If they do not, we have detected an error in the argument.

This means that having an abundance of examples of structures and objects satisfying various properties is a virtue. And, indeed, we find that examples are highly valued in mathematics. Not only textbooks but also journal papers often follow a general definition with a number of examples. Mathematical readers not only have a stock of standard, typical cases in mind when they read a theorem, but usually also a battery of atypical ones, which serve a useful test cases. To support the latter, in additional to illustrative examples, textbooks and journal papers also often contain illustrative counterexamples to definitions and sets of hypotheses. Books like Counterexamples in Topology [60] and Counterexamples in Analysis [29] are even dedicated to that purpose.

Classify. It is helpful not only to have plenty of examples at one's disposal, but, moreover, to have them categorized and sorted in useful ways. Groups can be finite, abelian, nilpotent, solvable, discrete, and so on. An expert mathematical reader can be expected to know the lay of the land, and recognize situations where various hypotheses are useful. The absence of an expected assumption may raise concerns. Producing an explicit example where the hypothesis fails yields a test case for the conclusion of an inference or lemma.

Suppose a group-theoretic argument uses the fact that $(a b)^{n}=a^{n} b^{n}$, a fact familiar from calculations in arithmetic. A competent mathematical reader will spot right away that the claim does not hold in general. The obvious proof strategy requires the group operation to be commutative, and knowing that there are nonabelian groups raises a red flag. In fact, the smallest nonabelian group, the dihedral group of order six, provides a counterexample.

Often a classification theorem in mathematics takes the form of a structure theorem, which represents members of a family of structures uniformly in terms of a set of parameters that characterize the structure up to isomorphism. For example, vector spaces are characterized by the cardinality of a basis, and every vector space can be seen as the set of finite linear combinations of basis elements. Every abelian group is a direct sum of cyclic groups, and this fact can be used to parameterize the collection. Having such canonical representations means that one can often prove a theorem in abstract terms or in terms of the explicit representations, providing complementary approaches. Classification also suggests parameters that can be varied in the search for a counterexample: is the theorem true for infinite-dimensional spaces? Does the proof presuppose that the basis is countable?

Develop complementary approaches. Leveraging redundancy means fostering multiple ways of carrying out inferences, and one finds many instances of this in the mathematical literature. It is common to find different proofs of the same theorem; for example, there are more than two hundred published proofs of the law of quadratic reciprocity [44]. This is not surprising, given that we learn different things from different proofs [19]. But the phenomenon is relevant to our present concerns because it provides a means of triangulating a theorem and confirming its claims from multiple perspectives.

Mathematical presentations often foster triangulation on a smaller scale. Even in journal publications, it is common to see statements like " $X$ follows from Theorem $Y$ in paper $Z$, but, for completeness, we provide a more direct proof here," or "one way to prove this theorem would be to ..., but we will follow a different approach here." Even individual inferences are often given alternative justification. Such gestures towards alternative approaches lend confidence in the correctness of the result.

The algebraic method supports multiple perspectives by giving us ready-made ways of honing in on different aspects of mathematical structure. Given a mathematical structure, one can look for informative ways of viewing it as a topological space, or a metric space; one can consider the lattice of substructures or the collection of homomorphic images; or one can situate it in a category of like objects. This can make it possible to account for the validity of an inference in complementary ways.

Visualize. Examples of visual intuition in mathematics are compelling, and of all the strategies described here, this one has received the most philosophical attention in recent years $[20,21,22,23$, $30,37,38,50,63,65]$. Jill Larkin and Herbert Simon famously argued that diagrammatic representations leverage our spatial cognitive capacities by using features and relationships in the diagram to make relevant information salient [41]. In this way, diagrammatic reasoning supports both efficient search for positive justification and probing for counterexamples. Features in a diagram can suggest properties that follow from the constraints that the diagram is supposed to satisfy. Features absent from a diagram, or that can be eliminated by varying the diagram in a way that preserves the constraints, give rise to counterexamples. Various authors have explored ways that this plays out in mathematical reasoning, including geometry, topology, and algebra [7, 20, 21, 22, 23, 30, 47, 50]. In the case of Euclidean geometry, Hamami, Mumma, and Amalric [38] provide experimental evidence to support such a cognitive model.

Visual intuition can even play a role in understanding proofs that make no use of diagrams. Mathematical terminology often involves spatial metaphors, and terms like "space," "continuous transformation," "distance," "interior," "endpoint," and "smooth curve" can't avoid invoking images from introductory textbooks and lectures. Even relations like ordering relations on the real numbers and set-theoretic containment relations are conventionally illustrated with diagrams, and we can call upon these images when reading any mathematical text. Modern mathematics provides ways of defining all these notions and reasoning about them in set-theoretic terms, but the absence of visual intuition from these representations is illusory, and it is likely that we leverage the same spatial intuitions to assess the correctness of inferences that involve these notions. If that is the case, then visual representation can be seen as providing efficient encodings that make it possible to probe and confirm text-based inference as well.

Let me close this section by summarizing the way these specific strategies instantiate the more general ones enumerated in the last section. To isolate and minimize critical information in a proof,
we can present an argument as a modification or generalization of something familiar, and look for representations that make the most important information salient. We can treat general results in the literature as black boxes, and focus on assessing their applicability. Within a proof, we can decrease the cognitive burden by modularizing the structure and isolating the details that are relevant to each inference. We can maximize exposure to error detection by generalizing inferences and stating the implications in the strongest terms possible. The availability of examples and classificatory schemes provides means of probing inferences and testing their validity. Visual imagery, diagrammatic reasoning, and algebraic abstraction all help us organize and track information, as well as suggest counterexamples. Finally, the availability of multiple representations, and multiple routes to a conclusion, adds to the robustness of a proof.

## 5 Conclusions

The considerations in the last section point the way to augmenting Hamami's model of rigor so that it can better address some of Azzouni's and Rav's concerns. I believe that Hamami's model is essentially correct: when we read an informal mathematical proof, we really do try to expand inferences in order to gain confidence that a much more detailed version could be given, down to the kinds of basic inferences that twentieth century logic has shown can be reduced to axiomatic primitives. At the same time, we can be convinced by an informal proof without carrying out such a detailed expansion, and it is too much to ask that we reach the point where each inference is an instance of a known theorem or an explicit rule we have stored in memory. Rather, we rely on something like Azzouni's inference packages to take bigger steps. Maybe we convince ourselves that the argument that needs to be filled in is sufficiently analogous to another argument we know. Maybe we confirm that a general conclusion holds in one particular case, and convince ourselves that the particular case is sufficiently representative of the general one. Maybe we have a visual argument in mind ("if we move this configuration to point $a$ and the distances are small enough, then point $b$ clearly has to lie inside the region in question") with confidence that the usual ways of spelling things out in topological, metric, or geometric terms provide a clear route to a more formal derivation. Because these judgments rely on heuristics and metacognitive reflection, Azzouni is right to think that it can be hard or impossible to describe them formally. And when they rely on domain-specific background knowledge, Rav is right to feel that they depend on the meaning of the terms involved and the reader's familiarity and understanding.

But this does not mean we that we cannot subject these kinds of inferences to careful study. The challenge is to understand how the strategies they incorporate provide means of acquiring knowledge that are reliable and robust, albeit fallible. Cognitive scientists may be able to fill out the picture by studying expert behavior in controlled environments. But philosophers of mathematics can also play a part, by paying close attention to ordinary mathematical proofs and the ways they are presented. The mathematical literature gives us a lot to work with, providing an inexhaustible source data for when it comes to understanding conventional mathematical inference.

This approach preserves the standard view that informal proofs work by indicating formal derivations, and it supports Hamami's claim that they do so relative to a reader with sufficient procedural capacities to process the informal proof and generate more detailed justification. The approach also augments the normative component of the standard view, since it emphasizes that in addition to being correct, a proof should support robust and reliable assessment. In mathematics, it is common to complain that a proof, though correct, is hard to read and understand. It is equally common to praise another proof for being clear, insightful, and to the point. These are clearly
normative judgments, and the philosophy of mathematics can help us make sense of them.
I have surmised that much of the skepticism that has been directed towards the standard account stems from the obvious gap between informal proof and formal derivation. Philosophers of mathematics should take this skepticism seriously, since the ability of mathematics to bridge the gap is one of the most important and interesting aspects of the practice. Mathematics requires us not only to be correct, but to be correct about complex things. It requires us to solve hard problems and carry out long and subtle chains of reasoning in reliable and robust ways. The standard view therefore offers not just a standard of correctness but a greater philosophical challenge, and understanding the sense in which the view is correct can tell us important things about how mathematics manages complexity.

At the same time, some of the skepticism that has been directed towards the standard view does not seem to target the view itself, but, rather, its collateral effects. Rav has emphasized that we get a lot more from a proof than a certificate of correctness, and that we value proofs for reasons that go beyond the ability to construct a formal derivation [52]. He may therefore feel that a narrow focus on formal correctness has distracted us from more interesting and important topics. Similarly, the criticisms one finds in Antonutti Marfori [48] and Tanswell [61] challenge the standard view's ability to provide an adequate account of mathematical knowledge more than its ability to provide a normative standard of correctness. They and other authors have therefore begun to explore the broader epistemic benefits of informal proof $[4,5,42,55,62]$. It is even reasonable to maintain that philosophy of mathematics has suffered from excessive fixation on proof itself, and a number of philosophers of mathematics are turning their attention to aspects of mathematical understanding that extend well beyond justification and correctness $[3,20,21,22,23,27,36,37,38,46,49,50$, 57, 58, 59, 65].

But the point I wish to make here is that the standard view is fully compatible with these attempts to grapple with other aspects of mathematical understanding. In fact, the approach I have taken here provides a much stronger basis for reconciliation: I have argued that even if one is primarily concerned with standards of correctness, one has to come to terms with the mechanisms that support more general mathematical understanding in order to make sense of how mathematics makes it possible to meet those standards.

It is not a coincidence that many of the strategies I have enumerated play a more general epistemological role. Abstraction, generalization, modular structuring of mathematical theories and proofs, systematic organization and reorganization of our mathematical artifacts, and the development of multiple perspectives support all aspects of mathematical reasoning, not just our assessments of correctness. The recent philosophical work on visual and diagrammatic reasoning is similarly concerned not only with the roles that such reasoning plays by allowing us to "see" the correctness of an inference, but the also roles it plays in mathematical discovery and exploration.

These observations can help us interpret historical and contemporary debates in a new light. The nineteenth-century revolution in mathematics is often viewed as a battle between abstract, conceptual reasoning, embodied by mathematicians such as Dedekind, Riemann, and Cantor, against calculational reasoning, represented by the members of the Berlin school like Weierstrass and Kronecker. This, in turn, is often cast as a battle between the competing virtues of intuition and rigor. The famous Jaffe-Quinn debate [1] of the 1990s is often viewed in these terms. Here I have argued that concerns about intuition and concerns about rigor are not so cleanly separated. If we take deductive reasoning to be representative of calculational justification and the strategies I have enumerated as among the components a conceptual understanding, my case is that both calculational and conceptual means are needed to support reliability and robustness.

Earlier in nineteenth century, in his work on solvability of polynomials, Galois raised concerns about the complexity of calculation:

If you now give me an equation that you have chosen at your pleasure, and if you want to know if it is or is not solvable by radicals, I could do no more than to indicate to you the means of answering your question, without wanting to give myself or anyone else the task of doing it. In a word, the calculations are impracticable.

From that, it would seem that there is no fruit to derive from the solution that we propose. Indeed, it would be so if the question usually arose from this point of view. But, most of the time, in the applications of the Algebraic Analysis, one is led to equations of which one knows beforehand all the properties: properties by means of which it will always be easy to answer the question by the rules we are going to explain. ... All that makes this theory beautiful and at the same time difficult, is that one has always to indicate the course of analysis and to foresee its results without ever being able to perform [the calculations]. ([28, pages 39-40], as quoted and translated in [64, Chapter 14])

One finds similar language in Dedekind, who, in developing the theory of algebraic ideals, aspired
...to seek proofs based immediately on fundamental characteristics, rather than on calculation, and indeed to construct the theory in such a way that it is able to predict the results of calculation. . [24, page 102]

The desire to have means of seeing the results of a calculation without having to carry it out has been central to modern mathematics since its inception. It is informative to consider, in this light, the standard view's requirement that we establish the existence of a formal derivation without spelling it out precisely.

Once we situate concerns about the correctness of a mathematical proof in a proper context, the distinction between rigor and intuition becomes less sharp, and both the logic of discovery and the logic of justification come under a bigger umbrella [26, 40]. Coming to terms with the nature of mathematical justification is not at odds with understanding a wider range of mathematical values, but and integral part of the greater enterprise.
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[^0]:    *I am grateful to Silvia De Toffoli and Yacin Hamami for helpful comments and suggestions.

[^1]:    ${ }^{1}$ Hamami [35] does a particularly good job of clarifying the distinction between an informal foundation for mathematical reasoning and a formal one.

[^2]:    ${ }^{2}$ In his book, Re-engineering Philosophy for Limited Beings [66], William Wimsatt raises a similar concern about the robustness of long chains of reasoning in the context of scientific practice. See Chapter Four, titled "Robustness, Reliability, and Overdetermination."
    ${ }^{3}$ Pelc [51] raises a more fundamental concern, namely, that complex theorems of mathematics may not have formal counterparts that can ever be verified mechanically by any processing device, given physical constraints such as the number of particles in the universe and the heat death of the universe. But contemporary work in formal verification and interactive theorem proving establishes that they do, rather conclusively.

[^3]:    ${ }^{4}$ For an example of a fruitful interplay along these lines, see Hamami, Mumma, and Amalric [38].

[^4]:    ${ }^{5}$ For example, even Philip Johnson-Laird, a foremost proponent of mental models, seems to acknowledge the use of inferential chains in solving logic problems [39, page 5].

[^5]:    ${ }^{6}$ For more on the use of analogical reasoning in mathematics, see [57, 58]

