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Technology led to more abstract causal reasoning
Abstract
Many animal species use tools, but human technical engagement is more complex. We argue that there is coevolution between technical engagement (the manufacturing and use of tools) and advanced forms of causal cognition in the human (Homo) lineage. As an analytic tool, we present a classification of different forms of causal thinking. Human causal thinking has become detached from space and time, so that instead of just reacting to perceptual input, our minds can simulate actions and forces and their causal consequences. Our main thesis is that, unlike the situation for other primate species, an increasing emphasis on technical engagement made some hominins capable of reasoning about the forces involved in causal processes. This thesis is supported in three ways: (1) We compare the casual thinking about forces of hominins with that of other primates. (2) We analyze the causal thinking required for Stone Age hunting technologies such as throwing spears, bow hunting and the use of poisoned arrows, arguing that they may serve as examples of the expansion of casual cognition about forces. (3) We present neurophysiological results that indicate the facilitation of advanced causal thinking.  

Humans Have an Exceptional Relationship with Technology
In this article, we argue that there is coevolution between the manufacturing and use of tools and advanced forms of causal thinking. Human causal thinking has become increasingly abstract in the sense that it is detached from space and time, so that instead of just reacting to perceptual input, our minds can simulate, amongst other things, the forces involved in actions and other events and the causal consequences of such forces. Our main thesis is that, unlike the situation for other primate species, tool production and use were one of the factors that stimulated the ability for these forms of reasoning in later hominins. 
Human relationships with technology are stronger than in any other species, and the manufacture and use of tools have become a defining characteristic of our species (Ambrose 2001; Barham 2013; Boivin 2008; Lombard 2016; Shea 2017). We extend our bodies, and by implication our minds, through the ‘prosthetic’ use of technology (Malafouris 2013), and by the understanding and application of the underlying abstract physical, chemical and biological principles of our technologies (Gärdenfors and Lombard 2018). Consequently, tracing the development of our cognitive and bodily relationships with different forms of technology is central to developing an understanding of how we evolved the capacity for abstract causal thinking.
Many animal species also use tools, but human technical engagement is more complex. Shumaker and colleagues (2011: 223-225) identify four ways in which human tool making and use are more or less unique. 
1. Non-human animals do not typically use tools to make tools. 
2. Non-humans other than great apes rarely use tools in combinations for a single task. 
3. Non-humans rarely cooperate in using or making tools.
4. Non-humans power their tools only with gravity and their own energy. 
When discussing causal cognition in terms of tool use and how our minds represent the world, it is useful to distinguish between cued (externally signaled) and detached mental representations (Gärdenfors 2003). A cued representation refers to something, or a property of something in the current or recently experienced external situation of the experiencer. When, for example, a chimpanzee uses two stones to crack nuts, it represents one of them as support (anvil) and the other as the hammerstone. By contrast, detached representations stand for objects or events that are not present in the subject’s current or recent external context and so could not directly trigger the representation. For example, when a chimpanzee plans to fish for termites with a stick, it walks away and breaks off a twig from a nearby tree and prepares it to fish with (Sanz et al.2004). Forming a mental image of the prepared stick is a detached representation that becomes part of the plan of the chimpanzee. 
Being able to use a detached representation requires that one can suppress the sensations one has for the moment; otherwise they will come into conflict with the representation. Glenberg (1997) argues that detached representations put reality in quarantine. An individual, human or non-human, that has detached representations can represent the world in an inner space where consequences of different actions or events can be simulated (Grush 1997; Gärdenfors 2003; Decety and Grèzes 2006). Such simulations form what we normally call imagination (Gärdenfors 2003). Spreng and Grady (2010: 1112), argue that “remembering one’s past, imagining one’s future, and imagining the thoughts and feelings of others … are similar in that they all involve simulating an experience that is distinct from stimulus-driven behaviour”. We aim to show that such simulations are also central for abstract causal reasoning, and that its development in the later phases in the Homo lineage may have been stimulated, amongst other things, by technologies operating across space and through time. 
To analyze the interplay between tool making and use on the one hand, and causal thinking on the other, we first present a summary of the seven grades of causal cognition from Lombard and Gärdenfors (2017). We focus in this article on the evolution of grade 6 – understanding abstract causes. In particular, our aim is to show that this grade involves understanding the role of non-animate forces.

A Classification of Causal Cognition
The list below is an extension of earlier classifications by Gärdenfors (2003) and Woodward (2011). The classification was developed for a study of the evolution of tracking behavior, but here we apply it to the causal reasoning involved in technical engagement. (For further discussion and examples of the seven grades see Lombard and Gärdenfors (2017) and Gärdenfors and Lombard (2018)). 
It is, of course, rather hopeless to try to date when each of the seven grades we propose  emerged during hominin evolution. Our arguments are instead based on comparisons between the cognitive capacities that are required for the different forms of causal cognition. We rely on the following methodological principle:
Cognitive parsimony: If the cognitive capacities required for an activity or technique A is a subset of those required for an activity or technique B, then A is evolutionarily prior to B. 
Even though this principle does not say anything about dating, it makes it possible to argue that one type of activity is evolutionarily older than another. 
This principle entails that  the grades of causal do not necessarily follow a unilinear evolutionary trajectory. Aspects of each type of thinking may have evolved parallel to one another, or are still evolving within continuing co-evolutionary feedback loops. Within each grade of causal understanding there might be several levels of complexity that developed at different times in different places and/or in different hominin populations (Lombard and Gärdenfors 2017). For example, basic, conspecific mindreading skills (Grade 3 below) might have been acquired early on in our evolution. However, enhanced levels of human indreading, or theory of mind, that enable us to cope with current complex societies, might only have evolved at a later stage, i.e., after we were able to understand and interpret the behaviours of non-conspecifics or Grade 5 causal understanding (Tomasello et al. 2005; Gärdenfors 2007). Thus, a newly identified grade of causal understanding does not automatically imply that all or some aspects of the previously identified grade stopped its evolutionary trajectory.
Table 1: Seven grades of causal reasoning (adapted from Lombard and Gärdenfors 2017)
	1. Individual causal understanding. The first grade involves a direct connection between a bodily action that an individual executes and the resulting effect. A typical example is a baby kicking its foot, learning the connection between motor commands and the resulting actions. In this case both the cause and the effect are directly perceived. The result is that the individual experiences its own agency. 

	2. Cued dyadic-causal understanding. This grade involves two individuals who take turns in performing a similar action. One example is two children on a seesaw. The motor forces behind the other individual’s actions are not directly perceived, but they are inferred via a mapping onto the forces involved in one’s own actions. Neurologically, this is accomplished with the aid of mirror neurons (Rizzolatti and Craighero 2004). Thus, I understand that the action of the other causes an effect because it gives the same result as my own action. On this grade, one individual also understands the agency of the other (Leslie 1995).

	3. Conspecific mindreading. Humans understand how our desires, intentions and beliefs lead to different kinds of actions (Gärdenfors 2003, 2007). One example of this grade is gaze following, i.e., understanding that if someone is looking firmly in a particular direction, there is something worthy of attention in that direction. In other words, the onlooker infers that there is a cause for the gaze direction, even if the onlooker itself cannot perceive the cause. On this grade, attention, desires, intentions and beliefs are seen as ‘mental forces’ causing the action of the other (Gärdenfors 2003).

	4. Detached dyadic-causal understanding. Sometimes we do not perceive the actions of somebody else, but only the traces of them. An example is the tracks of a person or animal in the sand by the river. The cause is detached in time from the present situation. I don’t see the person or animal, but conclude that somebody’s agency in the past is the cause of the tracks (see also Stuart-Fox 2014). This is a cognitive extension of grade 2.

	5. Causal understanding and mindreading of non-conspecifics. We sometimes have a dyadic-causal understanding of the actions and intentions of other species, although their motor actions and cognitive processes are different from ours. For example, when I see an animal track, I can infer the cause, since I recognize the track as that of a gemsbok (grade 4). With increased experience, I may also be able to infer the mental states of the animal, for example, if I see blood in the tracks and that the gemsbok is limping, I can, first, draw the conclusion that the gemsbok is hurt by using detached dyadic-causal reasoning, and, second that it is in pain by using a form of empathy mirroring my own experiences of being hurt. This grade relies on a combination of the cognitive capacities of grades 3 and 4, but does not imply that the evolution of those types of reasoning came to an end.

	6. Inanimate causal understanding. Mind-reading of conspecific and non-conspecific individuals involve causes that are parts of what is attributed as the mental state of an individual. The most abstract causes are forces – physical, chemical and biological – that are generated by inanimate objects. For example, I see a twig being stuck in the resin on the trunk of a tree or I see an animal being stuck in the mud of the drying waterhole. Again, I don’t perceive the cause, but I infer the forces from the resin or the mud, using memories of similar cases of adhesion. Unlike the previous cases, there is no animate agent that performs an action. 

	7. Causal network understanding. We suggest that the most complex grade of causal cognition is the understanding of how domain-specific causal node sets connect or link to inter-domain causal networks (Tenenbaum and Niyogi, 2003). Such networks have been modelled by Bayesian methods (Gopnik et al. 2004), and the most advanced form of this kind of reasoning is science (Gopnik et al. 1999).. Thus, with causal network understanding I am able to abstract the knowledge gained from one domain and apply it to another by imagining how past scenarios can be used in the future to solve a range of unrelated problems innovatively.



The seven grades should be seen as a development involving several types of cognitive representations. One aspect is the distinctions between understanding the consequences of one’s own actions, the actions of others, and the ‘actions’ of non-living objects. Another distinction is between perceivable causes and causes that must be inferred. A third set of distinctions is the one between physical actions of others, components of the minds of others (mind-reading) functioning as causes, and physical forces involved in the ‘actions’ of non-living objects. The seven grades that we identify are derived by combining these distinctions in different ways.
Applying the principle of cognitive parsimont, the difference between grades 3 and 4 on the one hand, and grade 5 on the other, is gradual and depends to a large extent on the experience of the behavior of other species. Grade 4 depends on the capacity to entertain two mental representations at the same time, that is, the current perceptual state of seeing the tracks together with my detached simulation of the person or animal being present in the field at another point in time (Leslie 1987). 
There is evidence that non-human animals manage causal cognition on grades 1-3 (Woodward 2011, Shumaker et al. 2011, Lombard and Gärdenfors 2017). Several experiments and observations indicate that monkeys and apes do not reach grade 4, since they do not infer physical causes from their effects (Cheney and Seyfarth 1990; Povinelli 2000, but see Mulcahy and Call 2006). Other experiments have, however, challenged the claim that reasoning from effects to non-present causes is unique to humans. For example, a study by Völter and Call (2014) found that apes can make use of a trail left by a leaking yoghurt cup that was placed out of their sight, to locate the cup. On the other hand, they did not use the trail when it did not match the type of food that is displaced. Our position is supported by an experiment by Civilek et al. (2020) that examined inferences about unseen causes in children and chimpanzees. The subjects saw a reward being dropped through an opaque forked-tube into one of two cups. An auditory cue signaled which of the cups contained the reward. In one condition, the cue followed the dropping event, indicating that the sound was caused by the reward falling into the cup, and in another condition, the sound preceded the dropping event. Four-year-old children performed better in the causal condition than the other one, suggesting that they engaged in casual reasoning on grade 4. In contrast, chimpanzees and three-year-olds performed at chance in both conditions, suggesting that they did not reason about the unseen cause.
The available empirical evidence suggests that apes do not reach grades 5-7 (Gärdenfors and Lombard 2018; Lombard and Gärdenfors 2017). It seems that non-human animals understand causation only in terms of agency, while humans today can also reason about causes in a detached way via forces that operate across space (action at a distance) and time. When the seven-grade model for causal reasoning was used as part of a multi-model comparative exploration in capuchin rock pounding, chimpanzee nut cracking and Lomekwi 3 knapping, only basic levels of grade 3 were reached (see Lombard et al. 2019). Here, however, we focus on the later grades of causal cognition and their relevance to recent human cognitive evolution.
Some experiments suggest that corvids may be more advanced causal reasoners than primates (e.g. Taylor et al. 2009) In an experiment with New Caledonian crows, Jelbert et al. (2019) showed that the birds could infer which of two objects that were suspended from strings was the heavier by observing the movements of the objects when a fan was turned on and moved the light object more than the heavy one. The birds picked the heavier object in 73% of the cases. This is an example of a tendency to infer a causal factor – the weight – that leads to an effect – the movement in the breeze, which is an example of grade 4 causal reasoning. A speculative hypothesis, which is in line with our arguments concerning hominins, is that the New Caledonian crows’ extensive tool use have led them to develop comparatively advanced causal reasoning.
In Lombard and Gärdenfors (2017), we studied the evolution of grade 4, and to some extent grade 7, in relation to the cognitive capacities involved in tracking and the archaeological evidence for these. And in Lombard and Gärdenfors (submitted), we investigated the co-evolution of causal cognition and theory of mind (mainly involved in grades 3 and 5). In this article we instead focus on the evolution of grade 6. Our main thesis, which is developed in the following sections, is that causation is understood in terms of force dynamics (Gärdenfors and Warglien 2012; Leslie 1995; Povinelli 2000; Wolff 2007; Wolff and Shepard 2013; Wolff and Thorstad 2017), which is an extension of the bodily agency of the individual that leads to new forms of causal representations that are detached in space and time. Furthermore, we argue that the evolutionary mechanism behind this extension is driven by our technological engagement in tool making and tool use.

Understanding Physical Forces
Human Reasoning about Physical Forces
The human capacity to understand the role of physical forces, not just the forces involved in your own or other individuals’ actions, develops early in infants. Michotte (1963) showed that if one object moving on a screen collided with another object and the other object started moving in the same direction, then adults perceived the launching of the second object as caused by the movement of the first. In contrast, if the second object only started moving half a second after the collision, the delay destroyed the impression of causality. Leslie and Keeble (1987) performed Michotte’s experiments with six-month-old infants, showing that they reacted differently to the two event types. Leslie (1995) concludes that infants have a special system in their brains for mapping the ‘forces’ of objects. Further psychological evidence (Wolff 2007, 2008; Wolff and Shepard 2013; Wolff and Thorstad 2017) supports that people can directly perceive the forces that control different kinds of motion. In other words, the sensory input generated by the movements of an individual (or an object) is sufficient for the brain to calculate the forces that lead to the movements. The process is automatic: people cannot help but seeing the forces. 
Wolff (2007) showed that adults can combine physical causes in their reasoning. For example, they can estimate the combined forces of a boat motor and the wind and their effects on how the boat crosses a lake. Göksun et al. (2013) extended this to a study of 3-5-year-olds who, in addition to one-force events, were asked to predict the path of a ball that was influenced by two forces that were combined to reflect force dynamics patterns of ‘cause’, ‘enable’ and ‘prevent’. They showed that while children were successful in their causal reasoning about the one-force events, they were selectively attentive to a second force, incorporating it only if both forces move in the same direction. The older the children, the more successful their reasoning about the effects of the second force (George et al. 2019). These experiments indicate that human abstraction and reasoning about physical forces develop with experience over age, although the general system for perceiving forces as causes is present already at an early age. 
Non-human Primate Reasoning about Physical Forces
It seems that non-human primate reasoning about forces is less developed compared to that of humans. For example, in his early experiments on chimpanzee planning, Köhler (1917) observed that apes had great difficulties in stacking boxes. He notes that when Sultan, the best problem solver among the chimpanzees, tried to put a second box on top of a first, instead of doing so “as might seem obvious, began to gesticulate with it, … he put it beside the first, then in the air diagonally above, and so forth”. After similar observations on other apes, Köhler (1917:149) concludes that “there is practically no statics to be noted in the chimpanzee” (also see (Tomonaga et al. 2007; Cacchione et al. 2009). 
Povinelli (2000) performed a series of experiments also indicating that chimpanzees and other primates are limited in their reasoning about the effects of gravitation on objects. These experiments have been followed by others (Call 2010; Hanus and Call 2008; Martin-Ordas et al. 2008; Penn and Povinelli 2007), generating an extended debate (see Seed et al. 2009; Seed et al. 2011). Povinelli and Penn (2011:77) conclude that “only humans are capable of second-order relational reasoning, and only humans, therefore, have the cognitive machinery that can support higher-order, theory-like, causal relations”. Johnson-Frey (2003:201) also writes: “Comparative studies of chimpanzee tool use indicate that critical differences are likely to be found in mechanisms involved in causal reasoning rather than those implementing sensorimotor transformations”.
A potential counterexample comes from the recent work of Matsuno and Tomonaga (2017), who show that chimpanzees are subject to the same visual illusion, called causal capture, as humans. The illusion is caused by a bistable visual motion of objects that bounce against each other. This result shows that the perceptual mechanism behind the interpretation of the bouncing is evolutionarily shared between humans and chimpanzees. However, such perceptual mechanism need not involve any detached understanding of forces. Also in Boesch et al.’s (2017) comparative study on nut cracking in humans and chimpanzees, they found that humans understood how to apply force using hammerstones to extract numerous nut species. Yet, the chimpanzees in their study group only ever applied such force to Panda nuts, although they regularly eat kernels from hard Irvingia nuts using their teeth – sometimes causing tooth breakage because of the force required. Chimpanzees in other groups and regions cracked different nut types with hammerstones (Hannah and McGrew 1987; Morgan and Abwe 2006; Whitesides 1985), but to our knowledge the same group of chimpanzees never or seldom uses hammerstones to extract a range of food sources. This is a good example of how humans, compared to chimpanzees, have a more abstract causal understanding of tool-assisted force application, allowing us to apply similar solutions to a wider range of subsistence problems. We submit that by adding the ability to mentally represent detached forces – and not just actions – as causes, the human mind evolved to extend its capacities to reason and to plan beyond that of other primates; a development that was driven (at least in part) by technical engagement. 

Technology Made Us Causal Reasoners about Force
A key evolutionary question then becomes why only humans evolved causal thinking that is based on forces? The answer, we suggest, derives from the fact that the Homo lineage is the only group who can be defined based on their intimate relationship with technology (Shea 2017). 
Early Hominin Tool Use
An early extension of causal cognition probably appeared when hominins started to produce stone flakes to cut meat from scavenged carcasses. Currently, the oldest evidence for such behavior is the Lomekwi 3 tools from Kenya at about 3.3 million years ago (Harmand et al. 2015), before the earliest known Homo fossils of about 2.8 million years old (Villmoare et al. 2015). 
Lombard et al. (2019) found that grades 1 and 2 causal understanding are necessary, to knap the bipolar flakes from Lomekwi 3, and planning is required to transport the flakes when used elsewhere, as argued for the Oldowan (Gärdenfors and Osvath 2010). Yet, the understanding of forces involved in knapping could still be immediate and not detached in such early stone knapping and flake use. On the other hand, procuring material for the knapping process typically involves detached representations.
Tools as Amplifiers
Tools extend your agency, and making it possible to act at a distance and to alter the force patterns generated by your body. A classic example is the stick of a blind person (Merleau-Ponty 1962). Although she can feel her surroundings with her hands, with the aid of the stick she extends her peripersonal space – the space within which she can act directly (Maravita and Iriki 2004). The stick allows her to detect obstacles that are beyond the reach of her hands. It is a double prosthetic; the force patterns of the stick also serve to generate sounds, and its echo informs on the layout of the environment.
Tools function as amplifiers. First, many tools amplify actions. A hammer-stone amplifies the pounding power of hands. A stick used to fish for termites or honey extends the poking of fingers. Using a stone flake to cut meat amplifies the cutting power of teeth. Secondly, as the blind person’s stick illustrates, tools can amplify perception. Modern tools such as eyeglasses, binoculars, microscopes, hearing aids, etc., are also sensory amplifiers. Thirdly, some tools amplify cognition. Abstractions in the form of words, numbers and other symbolic systems amplify memory, planning and communication. An example of this is using tallying strokes or marks to count days, thereby enhancing memory and planning capacities (also see Iriki and Taoka 2012: 13 Fig. 1c in for corresponding mechanics, detector and thought levels.)
Extending Action Fields and Action Control
We next turn to how tools extend our potential to act across space. The visual field of primates is divided into peripersonal and extrapersonal space. The peripersonal space (the region within reach around the body), allows an individual to see its field of action. Tool use extends the peripersonal space, in humans and primates (Cléry et al. 2015; Maravita and Iriki 2004). By having the reactive fields of hand neurons extended to the hand together with the tool, tools are assimilated into the body schema (Maravita and Iriki 2004). Tool use thereby causes part of the extrapersonal space to be remapped as ‘within reach’. Neurologically, this drives interactions between the intraparietal sulcus and the temporoparietal junction, as a result there is a blurring between the neural representations of the hand and the tool (Iriki 2006). 
Arbib et al. (2009) claim that the neural consequence of tool use is not restricted to changes in the representation of peripersonal space – it also involves a mapping that captures how movements of the hands are transformed into actions of the tool’s end-effector (the part of the tool used to act upon another object). The tool typically changes the form of the actions we perform. Consider tightening a nut and bolt with either the hand or a pair of pliers. The jaws of the pliers function just like the opposed fingers of the hand, but the hand movements we perform in the two cases are quite different. Arbib et al. (2009, p. 443) write that this “suggests that some abstract effector-independent representation provides criteria for success in achieving a goal that guides learning”. They also put forward “the hypothesis that, as we turn from grasping an object to using a tool to grasp an object, many neurons will code the movement of the end-effector of the tool, rather than that of the hand, in a reference frame centered on the relevant affordance of the manipulandum” (ibid, p. 444).
Umita et al. (2008) performed an experiment, involving normal and reverse pliers that illustrates this hypothesis: With normal pliers the hand is first opened and then closed to grasp an object, while with reverse pliers the hand is first closed and then opened. Grasping an object with the two tools required opposite sequences of hand movements to achieve the same grasping goal. Umita et al. (2008) then checked whether the firing of a neuron correlated better with hand motion or end-effector motion. They found that neurons that discharged when the hands was opening with normal pliers discharged when the hand was closing reverse pliers were used, supporting the hypothesis that the neuron react to the action of the end-effectors and not to the hand actions.
A synthesis of neuro-scientific work on the cognitive processes that give rise to human causal reasoning revealed that prefrontal areas show domain independence during high-level causal reasoning, while areas within the temporal, parietal, and occipital lobes exhibit evidence of domain dependence in such reasoning (e.g. Krawczyk 2012). Neuropsychological and neuroimaging studies further indicated that human behaviors associated with complex tool use is facilitated by functionally specialized networks involving temporal, parietal and frontal areas (Johnson-Frey 2004). Goldenberg and Spatt (2009) found that parietal lesions impaired mechanical problem solving, i.e., understanding how one tool interacts with other tools, which is essential for conceptualizing and using complex technologies. 
In sum, a shared and integrated frontoparietal network is key in human spatial attention, space-related behaviors, fluid intelligence and for high-level causal reasoning related to the use of complex technology (e.g., Barbey et al. 2012; Doricchi et al. 2008; Hampshire et al. 2010). Such a network forms the basic neural mechanism for mental simulations through space-time, and seems to be uniquely human (Bruner 2010). 
Seeing oneself from the outside
Including tools in peripersonal space may be a first step towards ‘self-objectification’ (Iriki 2006). The subject can then shift perspective and perceive its body as having functions similar to that of tools. In this way, the agent splits its awareness into a ‘subjective self’ and an ‘objective self-body’ (compare fig. 2 in Iriki 2006: 663). An agent can thereby attend to its own actions from an outside, detached perspective at the same time as directly experiencing the actions of its body. Once this perspective is in place, it is possible for an agent to perceive the force patterns of their own body.
Iriki (2006) suggests that humans have a genuinely voluntary intention system that can perform, or even just imagine, actions divorced from immediate context. For example, there is an increasing decoupling of problem and solution in modular tool use (e.g. Haidle et al. 2015). This system not only enables us to mirror and understand the intentions of other people, it endows us with a fully developed theory of mind. The medial prefrontal cortex, temporoparietal junction and temporal pole, together with a few additional structures, might carry out this function (Iriki 2006). In support of this, Spreng and Grady (2010) found that autobiographical memory, prospection, and theory of mind shared a common pattern of brain activity, including midline structures in the frontal and parietal lobes associated with the default mode network – a highly interconnected core set of brain structures including the midline frontal and parietal structures, medial and lateral temporal lobes, and lateral parietal cortex. Such coordination is sufficient for producing self-relevant stimulus-independent thought, and is consistent with brain activity related to self- and other-referential thought (d’Argembeau et al. 2008; Johnson et al. 2006; Northoff and Bermpohl 2004). To date, non-human primates show no sign of this kind of sense of the subjective self (Iriki 2006).
A further example of ‘seeing oneself from the outside’ is Pickering’s (2013) ambush hunting hypothesis. The strategy requires stealth, rudimentary observational skills to find a game trail or waterhole regularly used by intended prey animals, and intentionally setting oneself up in concealment of such prey. Thus to be successful, ambush hunters need to be aware of how they will appear to the prey, which requires an objective body representation. It is currently held that between about 1 million years and 300 thousand years, hominin meat-getting strategies developed from advanced scavenging strategies into hunting with rudimentary spears, exploiting ambush situations that placed prey animals at a disadvantage. For example, at Olorgesailie, Kenya, spanning ~1.2-0.5 million years (Kübler et al. 2015), and Elandsfontein, South Africa, at ~600 thousand years ago (Bunn 2019), there is evidence that hominins were capable ambush hunters who understood animal use of the landscape, indicating the evolution of grade 5 causal cognition in African populations before their split with the Neanderthals.
The self-objectified perspective has far-reaching consequences. Donald (1991) formulates a ‘mimesis hypothesis’, which states that a specific form of cognition (and a corresponding culture) mediated between that of the ancestor we have in common with the apes and that of modern humans. In brief, Donald proposes that while ape culture is based on associational learning, early Homo evolved a new form of cognition. The basis for this was that the body could be used ‘volitionally’ to do what somebody else is doing (imitation), to represent external events for the purpose of communication (mime, gesture), and to rehearse a given skill by matching performance to a goal. We submit that this volitional aspect of an action is made possible by self-objectification, which results in the body of the self becoming part of the detached representations of the inner space. In other words, the body is itself perceived as a tool.
Donald (2012) expands the mimesis hypothesis and emphasizes that a key feature of the human memory system is our ability to voluntarily retrieve a particular memory. He notes: “Nonhuman animals can learn skills with appropriate conditioning, but their performance can be retrieved only by external cues that elicit conditioned responses. Voluntary recall, as in self-triggered conscious retrieval, the kind of recall needed to practice a skill, is absent” (Donald 2012:275). He calls the ability to initiate the internal cuing process that triggers a memory of a previous performance ‘autocuing’. Again, autocuing depends on having access to a detached representation of one’s actions or seeing one’s actions from the outside, since the actions one is performing now must be compared to the actions performed earlier. Autocuing can thus be seen as a direct consequence of self-objectification.
Tool cultures that evolved in the Homo lineage presume a well-established ability to rehearse. For example, Gärdenfors and Högberg (2017) argue that learning to knap Oldowan tools already requires extensive practice. Even though rehearsal is best seen as a form of self-imitation – I remember how I performed a sequence of actions last time and what the outcome was, now I can try to improve on previous performance – it is cognitively more complex than imitation. Imitation only presumes copying of the action of others, while rehearsal depends on autocuing memories, and thereby on a detached representation of one’s own actions (Donald 2012).
Traces of self-objectification can be found in apes. Apes, but not monkeys, can recognize themselves in mirrors (e.g. Gallup 1977). Chimpanzees can also use mirrors to guide their hands to grab food that is hidden from direct view (Menzel et al. 1985). By sticking its arm through a hole while looking at the mirror reflection, the chimpanzee could navigate its hand to retrieve the treat, but rhesus macaques failed the same task repeatedly. Such mirror use indicates that apes have self-awareness in the form of body-awareness. However, it does not show that they have a detached representation of their own actions. In fact, there is no evidence of apes voluntarily rehearsing a skill. Hihara et al. (2003) have, however, shown that when tool-use training was combined with vocal production learning, monkeys could, with some effort, learn to volitionally give reference calls. 
Tool Use Extends Causal Thinking Using Detached Representations
When one uses a hammerstone to crack a nut, the result is something that is immediately edible. When one uses a hammerstone to shape another stone tool, the result is something usable. Cracking the nut opens up for consumption, but a tool opens up for new actions that are detached in time and space (Haidle et al. 2015; Lombard et al. 2019). Among non-human animals, one finds examples of tool manufacture and tool use that seem to be more or less innate (Shumaker et al. 2011).
In contrast, the tool manufacture of hominins was flexible and typically learned by practice. They could not have been made without thinking about the possible actions and their causal consequences. In this way, tool making supports the development of causal thinking. Vice versa, thinking about actions that may lead to a goal opens up for thinking about the potential of different kinds of tools. For example, humans today use the percussive force of a hammer to drive a nail into a wall, but use a sharp-edged axe to chop wood. Although the hammering and chopping actions are similar, the tools and outcomes are different. Also, humans may use the same hammer for a range of purposes such as cracking nuts, driving home nails, flattening a piece of metal or chiseling. We can do this because we understand the force-potential of hammer use abstractly, which enables us to imagine how to apply the technology across a range of problems. In contrast, the hammer-assisted nut cracking of chimpanzees does not seem to lead to thoughts about other uses for the technology at their current stage of cognitive evolution (also see Boesch et al. 2017). The fact that some chimpanzee tribes poke and fish for small prey, termites or honey with sticks, however, indicate their potential for a basic understanding of extended force application.
Building on arguments from embodied cognition, Malafouris (2013) suggests that there is an integration of the extension of the human body through technology and the extension of our cognitive abilities.. Bruner and Lozano (2014) further argue that the development of the human mind cannot be decoupled from the use of technology, whereby the body functioning as motor and perceptual interface between internal and external worlds shapes our reasoning. Engagement with technology or material culture is one of the strongest representations of such interfacing, because working with objects provokes certain forms of cognition, intensifies observational and computational capacities, and stores information outside the brain. They therefore suggest that “[w]ithout tools, not only couldn’t our mind do what it does, but also it wouldn’t even be the way it is” (Bruner and Lozano 2014:273). Our account of how tools extend the peripersonal space forms the basis for an explanation of how this integrality can arise.

Hominin Technology and Higher Grades of Causal Thinking 
Action at a Distance
Even further extensions of your peripersonal space are achieved when the tool leaves the direct control of your body and exerts its force at a distance – entering extrapersonal space. In this section we argue that this extension has led to grade 6 causal reasoning about forces. 
Throwing an object, which is very common among primates, may be the first method of force transmission at a distance (see Calvin 1993 for a speculative account). When chimpanzees hunt bush babies with sharpened sticks, they thrust using direct force (Preutz and Bertolani 2007). They do not hunt by throwing. Although they have been observed to occasionally throw objects to intimidate, they generally lack the accuracy, force and speed that make human throwing so effective and dangerous (e.g. Roach et al. 2013). 
Hopkins et al. (2012) studied individual variation in throwing among a group of 91 chimpanzees. Only 39 of them threw consistently, and these chimpanzees showed greater connectivity between white matter and grey matter in the part of the brain associated the motor-hand area (precentral gyrus and inferior frontal gyrus). Cantalupo and Hopkins (2009) also found that chimpanzees that had learned to throw had significantly larger cerebella than those that had not, and the differences were mainly in the hemisphere opposite to their preferred throwing hand. Interestingly, those that had learned to throw also showed significantly better communicative capacities than the non-throwers. 
Hopkins et al. (2012:39) note that the function of the chimpanzees’ throwing action is to influence the behaviors of other social beings, including human observers. Furthermore, Leavens et al. (2005) argue that ape gestural communication of captive individuals mainly covers cases where apes point to otherwise unattainable foods in the presence of humans. In this way, they manipulate a human to get them food, using the human as a tool. This means that both throwing and gesturing are ‘social tools’ as presented by Jacobs and Osvath (2016).
It is also reasonable to accept that, similar to current-day chimpanzees or capuchin monkeys, our early ancestors threw objects to intimidate predators, scavengers, and perhaps other hominins (e.g. Hopkins et al. 2012). As Young (2003:165) explains: “The best throwers and clubbers in a community would rise in the male dominance hierarchy and thereby obtain more breeding opportunities. … Defense against predators would be enhanced, and opportunities for scavenging would increase when predators could be driven from carcasses”. This is an example of the extension or of body and mind through using technology. 
During the evolution of hominins, the intimidating function of throwing has increasingly been replaced by a physical function. In hunting or in combat, the aim is to physically hurt or kill the individual thrown at. Therefore, the thrower must find a way to reason about the physical effects, over and above the social ones of a throw. We submit that the result of this process was a detached understanding of force transmitted by the thrown object.
Not only the shape of the hand, but also the shoulder and humerus changed during the evolution of the hominins in such a way that made throwing more effective in terms of strength and aiming accuracy (Roach et al. 2013, Roach and Lieberman 2014). The anatomical adaptations that enable elastic energy storage and release at the shoulder first appear in their ‘modern’ configuration in H. erectus about 2 million years ago (Roach et al. 2013). The gluteus maximus is also much expanded in the hominins relative to that of the chimpanzees. This expansion cannot only be explained by the role of the muscle in running, but the big muscle also adds considerable force to a throw (e.g. Stern 1972). Throwing stones or spears accurately and forcefully with the purpose to hurt or kill represents the transmission of arm force away from the direct perception of the thrower. A thrower that  does not identify the cause with their bodily action, but mentally represents the force or energy of the spear will be better at understanding the mechanism and results of throwing and thereby better at throwing. Furthermore, with such an understanding it will be possible to generalize to new situations involving force transmission. 
Early evidence for such a transfer of knowledge comes from a classical experiment by Judd (1908) in which fifth- and sixthgrade students were instructed to throw darts at a target submerged 12 inches under water. Some of the students were given an explanation of the principle of optical refraction that made the underwater target appear dislocated, and some others were not. On the first task, there was no difference in the success  of hitting the target. However, when the depth of the target was changed from 12 inches to 4 inches, the group that had received the explanation about refraction were far superior to the group that had not. The experiment has been repeated in many variations beginning with Hendrickson and Schroeder (1941).
We submit that the transition from actions to forces as causes is a critical step in the evolution of causal reasoning associated with grade 6, inanimate causal understanding. The effect of the stone or spear on prey is also detached in space from the thrower. Furthermore, the mapping between cause and effect must be inferred from the consequences of the throw, for example, from the behavior of an animal that is hit.
Support for high-level cognition associated with well-developed throwing capacity comes from a comparative throwing study using data from humans and capuchin monkeys, showing that the high-performance throwing of humans requires enhanced levels of spatial targeting, precision timing, and multi-joint motor control (Westergaard et al. 2000; Watson 2001). 
The individual differences found in extant chimpanzees indicate that the common ancestor to humans and chimpanzees had a potential to develop the throwing capacity. Based on their neurological work with chimpanzees, Hopkins et al. (2012) further proposed that subsequent to the pan-hominin split, there was a strong selection amongst the hominins to increase motor skills associated with throwing that could have initiated hemispheric specialization in the hominin brain.
A neuro-archaeological study also found that elements of the central executive, such as inhibition and focusing on external and internal attention, are used during spear throwing (Williams et al. 2014), suggesting that spear-hunting Neanderthals and H. heidelbergensis possessed aspects of such cognitive functioning. Above we suggested that inhibition, or being able to suppress the sensations one has for the moment, is necessary for detached representation associated with the causal understanding of forces through time and space. Notions of executive cognitive functioning are therefore intimately linked with high-level causal reasoning. Although it has been suggested that the Neanderthal-associated Schöningen spears were used for throwing (Thieme 1997), effective throwing for hunting purposes is probably better developed in H. sapiens compared to more archaic populations. For example, Coolidge et al. (2015:195) suggest that Neanderthals could have been limited in their spear-throwing abilities and thus probably had less well developed “hand/movement control, vision, and spatial awareness and judgment” compared to H. sapiens. This inference is palaeo-neurologically supported based on between-species variation in parietal surface morphology, with that of Neanderthals possibly being less extensive than that of H. sapiens, implying differences in their visuospatial integration (Bruner and Lozano 2014). 
Fully-developed visuospatial integration is key to successful hand-eye coordination, spatial awareness and judgment at a distance, and probably evolved incrementally throughout our genus. Bruner et al. (2017) found that key areas in visuospatial integration such as the precuneus, expanded fully only in H. sapiens during the last 150.000 years, and that this expansion may be linked to the cognitive specializations observed in recent humans. We suggest that it is also important for the ability to mentally simulate the causal operation of technologies through time and space in abstract terms and thereby being able to reason about forces acting at a distance. 
Grade 6 or inanimate causal cognition also explains the ability to infer the forces of twine or a sticky substance such as tree gum as binding agents for the construction of composite tools such as stone-tipped spears (Gärdenfors and Lombard 2018). Such weapons may have been in occasional use since 500.000 years ago (Wilkins et al. 2012; but see Wadley 2013; Wurz 2013; Rots and Plisson 2014 for issues with context and method), and in wide-spread use since about 300.000 years ago with the proliferation of Levallois stone points and evidence for hafting throughout the Old World (Mazza et al. 2006; Tryon et al. 2005;  Barham 2013; Sahle et al. 2013; Niekus et al. 2019).  
Using Stored Forces
A further type of grade 6 causal thinking involves tools where energy is stored and released when needed. In their review of animal tool use, Shumaker and colleagues (2011:224) note: “Only humans harness other forms of mechanical energy … to power their tools”. Technologies involving bow-and-arrow sets or snares involve causal reasoning concerning indirect transmission of force via stored energy. This is in contrast with using basic leverage for spear throwing and increased leverage obtained with atlatls/spear-throwers (e.g. Carignani 2016). The mechanical principles of bow hunting require both the understanding of directional force transmission through launching an arrow by drawing the arm backward (in the opposite direction of intended flight, a counter-intuitive action that requires mental inhibition), and the understanding that the stored energy in a bent branch can be used to propel the projectile forward (Lombard and Phillipson 2010). In Gärdenfors and Lombard (2018), we have previously argued that bow hunting is a clear example of basic grade 7 causal understanding, indicating minds that are able to apply abstract engineering concepts across at least two different knowledge domains to form a single ‘machine’. 
The mental simulations involved in spear throwing and to an even higher extent in arrow shooting (Lombard 2019), are related to Donald’s (2012) concept of autocuing, implicating the recollection of events and event clusters at will. A clear consciousness of the self in a past memory, and the detached manipulation of such memories could be unique to H. sapiens (Coolidge et al. 2016). Such a memory system would be critical for the development of enhanced self-objectification as described by Iriki (2006), and a cognitive system able to consciously activate, deactivate, and reactivate abstracted knowledge in mental simulations that are detached in space and time. 
The neuro-archaeological experiment that compared spear throwing with arrow shooting, also found that shooting arrows showed statistically significant higher levels of neural activity compared with the spear-throwing task (Williams et al. 2014). The arrow-shooting task required a number of action sequences to be remembered, and higher levels of sustained attention and mental rehearsal, enabling the synchronization of abstracted ideas with motor planning and task execution (Lombard 2019; May-Benson and Cermak 2007).
The expansion of the precuneus was possibly important for this type of cognition as its activation is also observed in modern archers when they strain to integrate the relevant sensory and cognitive information whilst planning a successful shot (Chang et al. 2011). Thus, techno-behaviors such as bow hunting (amongst others) may well have contributed to exert selective pressure (on both minds and brains) that increased H. sapiens’ capacity for integrating our abstracted inner space with the visuospatial challenges and realities of our increasingly complex outer worlds (Lombard 2019). 
Forces Acting Over Time
An even more complex form of causal reasoning about a force operating over an extended period, sometimes across a long distance, and often out of sight, is the use of poisoned arrows where animals are wounded and then tracked for several hours or even days before killed and harvested (Bradfield et al. 2015). 
Poison is not a physical force –it functions chemically. In Gärdenfors and Lombard (2018), we have argued that its use adds yet another domain-specific causal node set to that of bow hunting. When preparing and using a poisoned arrow, the hunter must rely on more advanced forms of abstract causal reasoning and planning than thus far discussed. Whereas Boyd (2017), and Henrich (2017), for example, argue that ancient synthetic substances merely represent customary recipes, followed by unreflective tradition, Wadley’s (2010) experimental work on adhesive production, and recent ethnographic observations about poison production amongst San hunters of Namibia (Wadley et al. 2015; Chaboo et al. 2016), reveal a different perspective (also see Osiuraka & Reynaud in press). Whilst cognizant of tradition, symbolism and variation through time, these studies demonstrate that such techno-behaviours are far from being mechanistic, thoughtless processes that can be explained through, for example, expert cognition (Wynn et al. 2017). Also Osiurak et al. (2020, p. 3-4) emphasize that humans are not just manipulators, but “physical problem solvers or makers” and that “even if tool-use activites appear to us to be routines, most of them are based on the expertise we have in reasoning about out physical world”.
Even though aspects of poison recipes form part of a group’s traditions, with a long history of trial and error, they are backed by a wealth of botanical knowledge and adapted to different ecological niches. The collecting of the all different ingredients happens over an extended period, and the manufacturing of the compounds require carefully monitored heat treatment. Such treatment represents a range of different techniques and requires high levels of attention to monitor time exposed to heat and changes to the compounds. During each production session, continuous adjustments are made to the amounts of each ingredient added, so that ultimately the right consistency is achieved, depending on an array of climatic, hunting and other conditions. The observed skill to produce toxins for poisoned arrows effectively therefore implies long attention spans, response inhibition, the capacity for novel, sustained multilevel operations, the use of abstract thought, and the ability to plan the assembly of ingredients as well as complex action sequences (Bradfield et al. 2015). What is more, although a certain ingredient may be a constant amongst certain groups, the recipes are not always the same, and different hunters prepare the similar sets of ingredients differently (Wadley et al. 2015; Chaboo et al 2016). Thus, notwithstanding elements of cultural conditioning, the manufacturing of poisonous compounds for bow hunting necessitates deliberate causal reflection. 
It is therefore our position that techno-behaviors such as hunting with poisoned arrows represent a deep network of abstracted causal reasoning similar in complexity to the modern human mind of today and such behaviors are therefore examples of grade 7 causal reasoning.
Such techno-behaviors require reasoning and problem-solving abilities that represent and integrate complex relationships (Kroger et al. 2002). They also require the ability to imagine a range of potential outcomes, to understand the consequences of those outcomes, and to grasp that the outcomes may have been different if any of the preceding circumstances varied (i.e., counterfactual thinking), for which the neural hardware only reaches its final development in humans after adolescence (e.g. Baird and Fugelsang 2004). Interestingly, neuro-maturational changes associated with visuospatial causal reasoning also shift from a widespread frontal pattern in childhood to predominant, integrated frontoparietal activation in late adolescence (e.g. Eslinger et al. 2009). In combination with Bruner’s evidence for the relative late enlargement of the complete parietal surface and the precuneus in hominin evolution (Bruner 2010; Bruner et al. 2017), these observations may explain why techno-behaviors such as bow hunting are unique to H. sapiens. 
In Conclusion
Here we explored how technologies that expand our technical thinking beyond our immediate perceptual input may have impacted on human cognitive evolution. We have demonstrated that the human understanding of abstract forces, and imagining how they can be used in novel ways, is unique compared to other primates. As an analytic tool, we have used the seven grades of causal cognition from Lombard and Gärdenfors (2017). In this article we have focused on explaining how grade 6 causal reasoning about forced has evolved. 
The use of complex technologies during the Stone Age, such as hunting with bows and poisoned arrows, led us to infer high grades of understanding abstract causality. This development came about as a result of the coevolution of long-term technical engagement (e.g. Barham 2013; Shea 2017), and incremental but not necessarily unilinear improvements in causal understanding throughout the hominin evolutionary history (e.g. Lombard and Gärdenfors 2017; Lombard et al. 2019). 
The main mechanism for this expansion builds on results showing that tool use expands action field and action control. As a result, the agent can form a detached representation of itself, which in turn enables what Donald (2012) calls autocuing and thereby a capacity to rehearse. The agent learns to not only perceive actions, but also to represent the forces involved. Forces then function as central variables in the mental simulations of causal relations that also are extended to non-animate events (see also Stuart-Fox 2014). We can summarize this position by saying that with the aid of our causal reasoning we can use our tools to solve new physical problems (see also Osiurak et al. 2020). Although much work remains to fill in this proposed evolutionary progression of causal reasoning, it is encouraging that palaeo-neurological work as well as independent neurological investigations support this account. 
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