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Abstract

In recent decades, economists have developed methods for measuring the country-
wide level of inequality of opportunity. Themost popularmethod, called the ex-ante
method, uses data on the distribution of outcomes stratified by groups of individuals
with the same circumstances, in order to estimate the part of outcome inequality
that is due to these circumstances. I argue that thesemethods are potentially biased,
both upwards and downwards, and that the unknown size of this bias could be large.
To argue that the methods are biased, I show that they ought to measure causal
or counterfactual quantities, while the methods are only capable of identifying
correlational information. To argue that the bias is potentially large, I illustrate how
the causal complexity of the real world leads to numerous non-causal correlations
between circumstances and outcomes and respond to objections claiming that such
correlations are nonetheless indicators of unfair disadvantage, that is, inequality of
opportunity.

1 Introduction

Equality of opportunity, as it is typically described, occurs when differently situated indi-
viduals have similar outcome prospects. Outcomes may depend on choices or personal
characteristics for which people are held responsible, but they should not depend on
their circumstances. The measurement of inequality of opportunity is an active research
area within economics.1 Various methods have been proposed to measure the level of
inequality of opportunity within a country, which have been used to compare this level to
other countries (Lefranc et al., 2008; Ferreira & Gignoux, 2011; Checchi et al., 2016; Hufe
et al., 2017; Brunori, Palmisano, et al., 2019) or to ascertain the percentage of inequality
within a country that is the result of unequal opportunities (Bourguignon et al., 2007;
Checchi & Peragine, 2010; Pistolesi, 2008; Almås et al., 2011; Björklund et al., 2012;
Davillas & Jones, 2020). Studies using these methods typically consider opportunities
for income attainment, but other outcomes such as health are also considered.

The measurement of inequality of opportunity is complicated and a large number of
related methods have been developed. I discuss the dominant methodological approach

1For an overview of the literature, see Ramos and Van de gaer (2016), Roemer and Trannoy (2015),
and Ferreira and Peragine (2016).
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for measuring inequality of opportunity, which has been labeled the ex-ante approach.
Ex-ante methods are considered favorable, for two main reasons. First, they can be
applied even with limited data. Second, the estimates produced by these methods are
believed to only suffer fromdownward bias—and can thus be interpreted as lower bounds
on the true level of inequality of opportunity (Ferreira and Gignoux, 2011; Lara Ibarra
and Martinez-Cruz, 2015; Juárez, 2015; Balcázar, 2015).2

I argue that the problem of bias is more severe than has previously been recognized:
ex-ante measures of inequality of opportunity can be biased both upwards and down-
wards, and the size of the bias is potentially large. This puts pressure on the interpretation
of these measures as lower bounds. To make this case, I first argue that normatively
appropriate concepts of inequality of opportunity involve causal (or counterfactual)
notions, and that the proper measurement of inequality of opportunity requires the
proper measurement of causal effect sizes. Mere correlations between circumstances
and outcomes are insufficient to establish (normative) claims about the level of inequality
of opportunity. Since ex-ante methods measure correlations rather than causes, they are
biased when these correlations do not indicate underlying causal effects. I make use of
the causal modeling literature (particularly Pearl, 2009) to illustrate that this bias exists
and that it can be both upwards and downwards.

Second, I consider whether the size of this bias can nevertheless be assumed to be
small. Since the causal mechanisms behind economic outcomes are complex and our
knowledge about these mechanisms is very limited, it is hard to make a judgment on the
size of the bias. I consider two arguments in favor of a small bias based on very particular
views of determinism and responsibility. I argue that these views fail on normative and
metaphysical grounds. This leads me to conclude that the size of the bias is unknown
and potentially large. Hence, the methods are of limited use in practice.

While the paper is mainly concerned with the ex-ante approach, there exists a differ-
ent approach called ex-post (see Fleurbaey and Peragine, 2013). Ex-postmethods that
use what is called Roemer’s Identification Assumption face similar problems as those
described in this paper, on which I briefly reflect at the end of the paper.

The philosophy of science literature has not yet extensively addressed the inequality
of opportunity measurement project discussed in this paper, but my analysis is related
to recent debates in causal modeling of the measurement of discrimination (Bright
et al., 2016; Kincaid, 2018; Hu & Kohler-Hausmann, 2020; Weinberger, 2022). Likewise,
these authors have shown that the measurement of discrimination requires complicated
judgments about causal structure that are partly dictated by normative considerations.

My findings are further demonstration of fact-value entanglement in economics
(Reiss, 2017). Inequality of opportunity is a so-called thick ethical concept, a term
that mixes factual and normative components. The measurement of such terms poses
problems for social scientists (Alexandrova & Fabian, 2022). In particular, as I show,
reporting on the degree of inequality of opportunity implies taking a normative stance
on a variety of issues. It is still a matter of debate how scientists should decide which

2An exception is Brunori, Peragine, et al. (2019), who identify a possible source of upwards bias.
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normative position to adopt when measuring thick ethical concepts.
Section 2 introduces the ex-ante approach to measuring inequality of opportunity

and argues that it should measure causal counterfactual quantities. Section 3 shows
that the parametric methods within the ex-ante approach are causally biased, using
insights from causal modeling. Section 4 argues that the problem is severe, and responds
to the objection that the problem may be less severe under appropriate classifications of
circumstance and responsibility factors. Section 5 shows that non-parametric ex-ante
methods face similar problems as parametric methods. Section 6 discusses the ex-post
approach. Section 7 concludes and gives some thoughts about future research. Appendix
A criticizes the Monte-Carlo method used by Bourguignon et al. (2007) to explore the
size of omitted variables bias for their inequality of opportunity measure.

2 Measurement approaches and normative foundations

In this section, I summarize the primary normative foundations underlying the popular
ex-ante approach for measuring inequality of opportunity. I then argue that this mea-
surement approach succeeds in measuring the true level of inequality of opportunity
only if it is based on measuring causal or counterfactual quantities. This sets the stage
for the later sections, which are concerned with the size and sign of the bias when causal
parameters are not appropriately measured.

As the principle is typically expressed in the economic literature, equality of oppor-
tunity obtains when differential outcomes are the result of factors for which individuals
are responsible, labeled effort, but not the result of circumstances, which are factors for
which individuals are not responsible. It should be noted that the word ‘effort’ is used
as a shorthand for the combined matters of responsibility. Effort is typically a scalar
variable or vector that is assumed to reflect all factors that individuals are responsible for.
Effort in the usual sense of the word (exertion) may but does not need to be one of these
factors. Circumstances are typically defined as factors outside of individuals’ control,
but other definitions are possible. The question of what should by classified as effort
and circumstance is not of concern in this paper.

These normative foundations are heavily inspired by works of philosophers in the
tradition of luck egalitarianism, such as Cohen (1989), Dworkin (2002), and Arneson
(1989). A strength of the economic methods that have been developed, however, is that
they are not tied to luck egalitarianism and can be used to measure inequality of opportu-
nity as defined by a variety of normative frameworks, including, for example, Rawlsian
fair equality of opportunity. The methods can also be applied to different settings, such
as opportunities in education (Ferreira and Gignoux, 2014) or health (Fleurbaey and
Schokkaert, 2009), in which different normative foundations and different classifications
of variables into effort and circumstancemay be required.

For the purposes of this paper, I will focus on the negative formulation of inequality
of opportunity: inequalities that are caused by circumstances are unacceptable. Call this
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principle circumstance egalitarianism.3

A second conception of equality of opportunity, which I discuss later in the paper,
is that each individual should face the same set of opportunities (introduced in the
economic literature by Van de gaer, 1993). Call this principle opportunity egalitarianism.
Opportunity sets consist of combinations of effort choices and associated outcomes that
individuals are able to choose from. It is typically assumed that people who share the
same circumstances have the same opportunity set.

Both positions define an optimal state which is called equality of opportunity. The
distance between the actual state of affairs and the optimal state is the degree of inequality
of opportunity.

The economic literature identifies two broad categories of measurement approaches,
the ex-ante and ex-post approach (Fleurbaey & Peragine, 2013). The ex-ante approach
focuses on inequality between types, which are groups of individuals who share the
same circumstances. The ex-post approach focuses on inequality between tranches,
which are groups of individuals who are the same in matters of responsibility. While
these two approaches are frequently formulated in such a way that they could be seen
as normative principles of equality of opportunity, they should rather be understood
as different methodological approaches to measuring inequality of opportunity. This
paper is mainly concerned with the ex-ante approach, but section 6 reflects on what the
findings imply for the ex-post approach.

Ex-ante inequality of opportunity can be defined as follows.

Ex-ante inequality of opportunity: Let 𝑣(𝑡) be ameasure of the advantage
of type 𝑡. Inequality of opportunity decreases if inequality between types,
𝑣(𝑡1) − 𝑣(𝑡2), decreases.

Studies differ with respect to the measure 𝑣(𝑡) they adopt, as well as what 𝑣(𝑡) is thought
to be ameasure of. Most commonly, 𝑣(𝑡) is taken to be the average outcome of individuals
within type 𝑡, and most commonly, 𝑣(𝑡) is thought of as measuring the value of a type’s
opportunity set. In that case, the normative justification of the measurement approach
is based on opportunity egalitarianism. A version of the ex-ante method based on
opportunity egalitarianism is discussed in section 5. Alternatively, 𝑣(𝑡) can be thought
to measure the causal effect of the type’s circumstances on outcomes, in which case the
normative justification is based on what I called circumstance egalitarianism. A version
of the ex-ante method based on circumstance egalitarianism is discussed in section 3.

Two related methods that are not the subject of this paper should be mentioned.
Bourguignon et al. (2007, 2013) develop a Monte-Carlo method that extends the ex-
ante method and estimates a lower and upper bound on the true level of inequality

3Circumstance egalitarianism may differ from the “positive formulation” that inequalities are only
acceptable if they are the result of matters of responsibility, if circumstances (in part) cause matters of
responsibility. Circumstance egalitarianism would not hold people responsible for the part of their effort
that is caused by circumstances. See Hild and Voorhoeve (2004) for a discussion of the normative merits
of both positions.
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of opportunity. I criticize this method in appendix A. Second, Niehues and Peichl
(2014) develop a method that is argued to give an upper bound estimate of inequality of
opportunity, to use in combination with the (supposed) lower bound methods discussed
in this paper.

2.1 Measuring equality of opportunity requires measuring causal effects

Circumstance egalitarianism involves a causal notion, since it requires that circum-
stances do not cause outcomes. Opportunity egalitarianism involves a (related) counter-
factual notion, since it requires that individuals’ counterfactual options (their alternative
effort choices) should lead to the same outcomes. Hence, the methods should measure
causal or counterfactual quantities, and not just correlations.

To see this more clearly, consider two examples. First, suppose two groups, A and
B, are applying to a prestigious college. We suppose that one’s group membership (A
or B) is a circumstance, and that the quality of an applicant’s application is an effort
variable (i.e., a matter of responsibility). The outcome is fully determined by group
membership and quality of the application. In this situation, in order for there to be
equality of opportunity supposing circumstance egalitarianism, group membership
should not cause inequalities in application decisions. In order for there to be equality
of opportunity supposing opportunity egalitarianism, opportunity sets, which consist
of all possible application qualities and associated outcomes, should be equal for each
group. Suppose that the application committee is blinded from group membership and
that group membership has no causal effect on application quality. In that case, group
membership does not cause unequal outcomes and opportunity sets are identical. Hence,
there is equality of opportunity according to both conceptions.4

Nevertheless, it could be the case that there is a correlation between outcomes
and group membership, because there is a common cause of group membership and
application quality (we assume this common cause is not a circumstance). There could be
many such common causes. For example, one’s upbringing may be a cause of religious
group membership, as well as a cause of valuing academic performance. Suppose
v(t) is a correlational statistic reflecting the probability of acceptance conditional on
group membership 𝑡. Then v(A)-v(B) is nonzero, so the ex-ante measure of inequality of
opportunity reports there is inequality of opportunity. However, by assumption, there is
equality of opportunity. A version of this example (common cause bias or confounding
bias) is discussed in greater detail in section 3.1 below.

As a second example, suppose that a society consists of workers with two occupations,
A and B, which are circumstances. Workers’ wages are entirely determined by hours

4This conclusion can be contested if one has a different normative position about what is effort and
circumstance, or if one rejects the assumption that all effort levels (i.e., all application qualities) are equally
available to both groups. I ask the reader to put aside these concerns: the example is intended to illustrate
the role of causality. If the reader rejects the particular assumptions used here, one can probably come up
with a different example with the same causal structure that better matches the reader’s favorite normative
theory.
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spent working, which is an effort variable. Hence, there is equality of opportunity in
income. Suppose that, initially, there is no correlation between occupation and wage,
such that a correlational version of the ex-ante measure correctly reports that there is
equality of opportunity. Now suppose that an unforeseen accident leads to the death
of all occupation A workers who are present at their workplace late in the day. The
deceased workers happen to habitually spend a higher amount of hours than those not
present during the accident. As a result, wage will now be correlated with occupation,
so a correlational ex-ante method (based on wages of living workers) will report that
there is inequality of opportunity. Yet, opportunities for workers after the accident are
the same as before the accident. Moreover, it is still the case that wages (and therefore,
inequalities in wages) are entirely caused by hours spent working. Hence, by assumption,
there is equality of opportunity according to both conceptions. A version of this example
(sample selection bias) will be discussed in greater detail in section 3.2.

These examples show that when 𝑣(𝑡) is a correlational quantity such as the average
outcome for individuals of type 𝑡, there are cases in which the ex-ante method gives
incorrect conclusions. These incorrect conclusions would be avoided if 𝑣(𝑡) captures a
causal relation between circumstances and outcomes, instead of a mere correlation.

It is not always appreciated in the literature that a normatively valid measure of
inequality of opportunity should be based on the measurement of causal and counterfac-
tual quantities. For example, Roemer and Trannoy (2015) assert that we should worry
about a lack of causal interpretation only if the aim is to advise policy-makers who want
to reduce inequality of opportunity. On the other hand, Roemer and Trannoy do not
believe the absence of a causal interpretation is problematic for measuring the degree
of inequality of opportunity: “if one merely wants to measure the degree of inequality
of opportunity—that is inequality due to circumstances—a correlation (with variables
which occurred in the past) is already something that is relevant” (Roemer & Trannoy,
2015, p. 274). It is unclear how the words “due to” should be understood if not as caused
by, in which case a correlation is not necessarily relevant (as the above examples show).
On other hand, if “due to” should be understood as correlated with, the offered defini-
tion of inequality of opportunity as “inequality due to circumstances” is deficient: in
both examples above, there is no inequality of opportunity, while there is a correlation
between circumstances and outcomes.

Given that we should measure causal or counterfactual quantities, it is of course
possible that in practice correlational measures are sometimes relevant because under
the circumstances they do indicate causal effects. For example, it is possible that taking
𝑣(𝑡) to be a simple statistic such as the average outcome of type 𝑡 is an empirically good
choice because it is often sufficiently close to the causal effect of 𝑡 on outcomes. I will
explore this possibility extensively in section 4, in which I argue that, in most cases,
there is no guarantee that 𝑣(𝑡) is sufficiently unbiased.
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3 Parametric ex-ante: measuring the causal effect of circum-
stances on outcomes

In this section, my arguments of the previous section are expanded onwith respect to one
particular method for measuring inequality of opportunity, introduced by Bourguignon
et al. (2007), abbreviated here as BFM.5 This method is based on an estimation of
parameters that reflect the (causal) contribution of observed circumstances to wages,
and is thus called the parametric ex-ante approach. In examples 3.1 and 3.2 below, I show
that this method does not capture the true level of inequality of opportunity because its
parameter estimates do not reflect causal effects.6

The normative foundation of the parametric ex-ante approach as used by BFM is
what I called circumstance egalitarianism in section 2, the principle that circumstances
should not cause unequal outcomes.7 In this spirit, BFM set out to measure the total
effect of circumstances on outcomes (which is supposed to include a direct effect of
circumstances on outcomes, as well as an indirect effect via their effect on effort8).
Equality of opportunity is said to occur if the total effect is the same for each type, that
is, if circumstances do not cause inequality between types.

The estimates are made by an ordinary least squares (OLS) regression on

ln(𝑤𝑖) = '𝐶𝑖 + �𝑖 . (1)

Here the regressand 𝑤𝑖 is the wage of the 𝑖’th individual, the regressor 𝐶𝑖 is a vector of
observed circumstance values (plus a constant), ' is a vector of coefficients, and �𝑖 an
error term with mean 0. The error term �𝑖 is assumed to reflect the influence of effort
on outcomes. (BFM are aware that 𝐶𝑖 and �𝑖 may be correlated, which biases the result.
This will be discussed in greater detail below.)

5Due to a programming error the estimates in BFM are faulty. See the corrections in Bourguignon
et al. (2013).

6The method discussed in this section uses a parametric approach. Most empirical studies of ex-ante
inequality of opportunity use the non-parametric approach described in section 5, but Ferreira andGignoux
(2011) show that the parametric BFM estimate of inequality of opportunity is essentially the same quantity
(measured differently) as the non-parametric ex-ante estimate that will be discussed below in section 5.
Hence, the arguments in this section apply to the non-parametric approach as well in case it is interpreted
as measuring the same type of inequality of opportunity (defined by circumstance egalitarianism).

7This is implied by BFM’s definition of inequality of opportunity as the inequality that remains if
circumstances are equal. Moreover, BFM consider the causal effect of circumstances on outcomes to be
problematic, even if the effect is indirectly via the effect of circumstances on effort.

8There is much discussion in the empirical and social choice literature concerning direct and indirect
effects (Roemer, 1998; Bourguignon et al., 2007; Ferreira & Gignoux, 2011; Björklund et al., 2012; Ramos
& Van de gaer, 2016). The indirect effect of circumstances is their effect on outcomes via their effect on
effort, whereas the direct effect is their effect not mediated by effort. The combination of the two (the total
effect) is thought to be captured by ' in the “reduced form” (1), while direct effects are measured using a
regression equation containing effort variables as well as circumstances (which BFM also do separately
from their total effect analysis). This paper focuses on the total effect as measured by the reduced form,
but different contexts (in which circumstance egalitarianism is not the right principle) might require a
different analysis (Hild & Voorhoeve, 2004).
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Based on the estimated coefficients '̂ and residuals �̂𝑖 , BFM calculate a “counterfac-
tual” earnings distribution 𝑋𝐶 , which is interpreted as the distribution that would arise
if everyone had the same circumstances. That is, it is assumed that in the counterfactual
state of affairs in which there is equality of opportunity, 𝑋𝐶 is the earnings distribution.
This distribution 𝑋𝐶

= (�̃�𝑖) is calculated based on the model ln �̃�𝑖 = �̄�'̂𝑖 + �̂𝑖 . Here �̄�
denotes the population mean of the circumstance variables. The counterfactual earnings
distribution is compared to the actual earnings distribution𝑋 = (𝑤𝑖) to obtain a measure
of inequality of opportunity:

Θ𝐼 B 𝐼 (𝑋) − 𝐼 (𝑋𝐶). (2)

Here 𝐼 denotes an inequality index, which summarizes the amount of inequality in the
distribution as a single number, such as the Gini index or Theil index. BFM use the Theil
index for their own calculations.

There are various issueswith thismethodology thatwould lead estimates of inequality
of opportunity to have a bias of unknown size. Sections 3.1 and 3.2 show two ways in
which the results can be biased both upwards and downwards. Section 3.3 then argues
that there is no clear way to improve on current methods to remove the bias or estimate
its size. This provides the framework for section 4, in which I argue that the bias might
be large.

3.1 Example: common causes

As I argued in Section 2.1, the coefficients ' need to be given a causal interpretation if
they are used to measure inequality of opportunity. However, regression coefficients only
represent causal contributions under strict conditions. In general, a causal interpretation
requires that the measured variables (𝐶) are not confounded by unobserved variables
(see e.g., Pearl, 2009). Confounding occurs if there is a common cause of a circumstance
and wages that is not adjusted for by other regressors. The following example illustrates
that the BFMmethod needs to measure causal parameters in order to measure the true
level of inequality of opportunity, and that its bias when the parameter estimates diverge
from the causal parameters can be both upwards and downwards.

Consider a population of individuals who go to separate schools of different levels of
prestigiousness, spend some time on schooling, and then enter the labor market. An
empirical researcher examines this population and seeks to estimate the effect of the
school’s level of prestigousness—considered a circumstance—on wages, in order to
measure income inequality of opportunity.

Suppose that individuals in our population differ with respect to their ambition (𝐴),
which we suppose is not classified as a circumstance variable, but is a cause of school
prestigiousness. (That is, we assume that ambition is neither a circumstance nor an
effort variable.9) For mathematical simplicity, suppose that school prestigiousness (𝑆)

9Some might reject that an individual characteristic such as ambition can be neither a circumstance
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Figure 1: Causal graph of example 3.1.

is a continuous variable. Individuals are assigned to a school based on their ambition
according to

𝑆𝑖 = 𝑟𝐴𝑖 , (3)

where 𝑟 is some unknown constant.
After finishing their education, individuals enter the labor market. We suppose that

their productivity 𝑃 is an effort variable. It is determined linearly from 𝐴 as

𝑃𝑖 = 𝑠𝐴𝑖 , (4)

for some constant 𝑠. Employers set wages according to

𝑤𝑖 = 𝛼𝑆𝑖 + 𝛽𝑃𝑖 + 𝑢𝑖 . (5)

Here 𝛼 is the causal contribution of school prestigiousness to wages, and 𝛽 the causal
contribution of productivity to wages. We suppose that 𝑢 is normally distributed about 0
and uncorrelated with 𝑆 and 𝑃. The full structural model is depicted as a causal graph
in figure 1.

Suppose the researcher is unaware of the way in which 𝑆 and 𝑃 are determined from
𝐴 and is able to measure only 𝑆. She proposes to use the BFMmethod, which requires
her to estimate the contribution of 𝑆 to 𝑤 by regressing

𝑤𝑖 = '𝑆𝑖 + �𝑖 . (6)

As an aid to determine the bias of (6), we can rewrite the structural model by consecutive
substitution of (4) and (3) into (5), leading to

𝑤𝑖 = (𝛼 +
𝛽𝑠

𝑟
)𝑆𝑖 + 𝑢𝑖 . (7)

nor an effort variable, insisting that any characteristic must be either. I believe this position is untenable.
When you go back in the causal history—for example, considering the causes of ambition and the causes
of the causes of ambition—there will be a point at which you arrive at factors which can’t reasonably be
classified as either circumstance or effort. One may attempt to avoid this conclusion using an expansive
conception of circumstances that considers all causes of circumstances to be circumstances themselves
(disregarding, for the moment, the question how we should think of causes of effort). This conception
also seems undesirable: I discuss two versions of it in section 4.1 and section 4.2 below.
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BFM reason that the regression estimate of ' is biased only if there is econometric
endogeneity, that is, if there is no econometric exogeneity. Econometric exogeneity
of 𝑆 means that � and 𝑆 are uncorrelated and that � has mean 0, such that E[�𝐶] = 0.
Econometric exogeneity is commonly considered a sufficient condition for the regression
coefficients to be unbiased due to “omitted variables.” Whether there is econometric
exogeneity, however, depends on the interpretation of the error term � (see e.g., Pratt
and Schlaifer, 1984), and BFM have little discussion of this interpretation. Putting aside
for a moment the question how �𝑖 should be interpreted, consider the interpretation
�𝑖 = 𝑢𝑖 .

10 In this interpretation of �, a regression on (6) is a regression on (7); that is, we
have �𝑖 = 𝑢𝑖 and ' = 𝛼 + 𝛽𝑠/𝑟. Since E[𝑆�] = E[𝑆𝑢] = 0, that is, there is econometric
exogeneity under this interpretation, it follows that the OLS estimator '̂ is an unbiased
estimate of ' in the narrow, statistical sense of unbiased, which in this case means that
we have E['̂] = ' = 𝛼 + 𝛽𝑠/𝑟. Hence, while '̂ is an unbiased estimate of ', under this
interpretation of � it is a biased estimate of 𝛼, the causal effect of 𝑆 on 𝑤. This bias is
given by 𝛽𝑠/𝑟.

It is easy to see that the quantity of interest is indeed 𝛼 and not 𝛼 + 𝛽𝑠/𝑟 (see also
the discussion in the previous section). A situation in which equality of opportunity
occurs—interpreted based on circumstance egalitarianism—is when school assignment
does not cause inequalities. This situation would occur if 𝛼 = 0, but when 𝛼 = 0 the
regression of (6) would lead to an expected estimate of the contribution of schooling to
wages of E['̂] = 𝛽𝑠/𝑟, which may not be 0.

The following shows that Θ𝐼 is a biased estimator of the true level of inequality of
opportunity. If every individual were assigned the same school level �̄�, that is, if equation
(3) would be replaced by 𝑆𝑖 = �̄�, then wages would satisfy

𝑤𝑖 = 𝛼�̄� + 𝛽𝑃𝑖 + 𝑢𝑖 . (8)

If we follow the spirit of BFM, an estimator of inequality of opportunity should measure
the difference between the actual distribution generated by (5) and the counterfactual
distribution generated by (8), which is the distribution that would arise if circumstances
were equal. The estimator Θ𝐼 , on the other hand, measures the difference between the
distribution generated by (5) and the distribution generated by

�̃�𝑖 = (𝛼 +
𝛽𝑠

𝑟
)�̄� + 𝑢𝑖 . (9)

Since (𝛼 + 𝛽𝑠/𝑟)�̄� is a constant, a distribution generated by (9) contains only inequali-
ties that are the result of the random disturbances 𝑢𝑖 . The appropriate counterfactual
distribution generated by (8), on the other hand, also contains inequalities that are the

10This interpretation would follow from a purely statistical understanding of regression analysis in
which regressed parameters represent statistical relations rather than structural relations. In this paradigm,
� is defined as �𝑖 = 𝑤𝑖−E[𝑤𝑖 | 𝑆𝑖], the difference between the actual wage and its expected value conditional
on the regressor 𝑆. This statistical interpretation can be contrasted with a causal interpretation, in which
� reflects the influence of omitted causal variables. See also the discussion in appendix A.
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result of differences in productivity 𝑃, which by assumption is an effort variable. The
inequality due to 𝑃 is considered acceptable, so it should be included in the counterfac-
tual distribution in which there is equality of opportunity. Hence, in this example, Θ𝐼

overestimates the level of inequality of opportunity.
BFM are not unaware of such problems. They propose to explore the likelymagnitude

of bias due to omitted variables (relevant variables which are not included as regressors).
Omitting relevant variables could bias the estimation results by creating econometric
endogeneity. It can be shown that causal bias can indeed be reflected in econometric
endogeneity if the error term � is “causally” interpreted as representing the effect of
causal variables other than 𝑆, which in our case implies �𝑖 = 𝛽𝑃𝑖 + 𝑢. If this is how � is
defined, then 𝑃 is an omitted variable and � correlates with 𝐶 (which also depends on
𝑃), so there is econometric endogeneity. Such endogeneity is known to create a bias in
the regression estimate '̂ that can be shown to be equal to 𝛽𝑠/𝑟, which is the causal bias
identified above.

One would be able to estimate the size of this bias 𝛽𝑠/𝑟 if one knew the correlation
coefficient  𝑆� between 𝑆 and the error term, where � is interpreted as above. Since  𝑆�
is unknown, BFM introduce a Monte-Carlo method (a computational method based on
random sampling) that considers a wide range of guesses of values for  𝑆� . These guesses
are used to create an interval in which the true degree of inequality of opportunity
likely lies. However, I show in appendix A that such a method is unable to reduce the
bounds on the bias of '̂ further than what one already knows given one’s knowledge of
the underlying causal structure. Hence, BFM’s Monte Carlo method is not capable of
mitigating the problem discussed in this section.

The BFMMonte Carlo method has not been used in subsequent empirical studies, in
part because the method turned out to be less useful than initially thought (Bourguignon
et al., 2013) and in part due to a formal result from Ferreira and Gignoux (2011), which is
thought to show that inequality of opportunity measures can only be biased downwards.
This has led to a consensus in the literature that inequality of opportunity measures
should be interpreted as lower bounds (Bourguignon et al., 2013; Balcázar, 2015; Roemer
and Trannoy, 2015; Ferreira and Peragine, 2016; Ramos and Van de gaer, 2016; but
potential upward bias is discussed by Brunori, Peragine, et al., 2019). However, the result
from Ferreira and Gignoux (2011) merely shows that the exclusion of circumstance
variables leads to an estimate of inequality of opportunity that is smaller than the estimate
would have been if those variables were included. As the above example demonstrates—
where all circumstances were measured—measures could still be biased upwards due to
confounding bias, which persists even if one measures all circumstances. Hence, the
existing literature does not address the problems of causal bias raised in this section.

3.2 Example: ‘sample selection’ bias

The following example gives a different way in which inequality of opportunity might
be overestimated due to the regression coefficients not matching the causal effects.
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Figure 2: Causal graph of example 3.2. The node𝑀 indicates migration. Following Bareinboim
et al. (2014), the sample selection node 𝑆 is given two circles.

Existing studies of inequality of opportunity use large data sets that might be argued
to be representative of the population, as do Bourguignon et al. (2007). However, a
similar sort of problem is that the population itself has been altered—by death and
migration—in a way that creates a correlation between circumstances and effort. The
structure of this problem is the same as ordinary sample selection bias. See Bareinboim
et al. (2014) and Bareinboim and Pearl (2016) for discussions of sample selection bias in
the context of measuring causal effects.

Suppose we have one circumstance variable 𝐶, and one effort variable 𝐸, which
are initially independently normally distributed. A lower value of 𝐶 means a worse
circumstance, and a lower value of 𝐸 means lower effort. Suppose now that a number of
high effort individuals with bad circumstances migrate out of the measured population.
The result will be that 𝐸 and 𝐶 are positively correlated in the sample.

Suppose wages are set according to

𝑤𝑖 = 𝛼𝐶𝑖 + 𝛽𝐸𝑖 . (10)

Here 𝛼 > 0 is the causal contribution of circumstances to wages, and 𝛽 > 0 is the causal
contribution of effort to wages. The structural model is graphically depicted in figure 2.
In that graph, 𝐸 and 𝐶 are causes of both wages and migration𝑀. 𝑀 in turn is a cause
of sample selection 𝑆.

Similarly to the previous example, suppose 𝐸 is not measurable. The empirical
researcher estimates ' by OLS on

𝑤𝑖 = '𝐶𝑖 + �𝑖 . (11)

As shown in the previous example, the quantity of interest is the causal contribution 𝛼.
However, we have

E['̂] = cov(𝑤,𝐶)
var(𝐶) = 𝛼 + 𝛽 cov(𝐸,𝐶)

var(𝐶) .
11 (12)

Hence, since 𝐸 and 𝐶 are positively correlated, the OLS estimator '̂ overestimates the
causal effect of circumstances on wages by 𝛽 cov(𝐸,𝐶)/var(𝐶). (Similarly, if effort and
circumstances are inversely correlated, '̂ underestimates the causal effect of circum-
stances on wages.)

11This is a standard result in econometrics. See the omitted variable formula in Greene (2018, p. 59).
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3.3 Can we adjust for confounding?

Onemight wonder whether it is possible to improve upon the methodology used by BFM
in order to adjust for or reduce confounding bias. This section focuses on back-door
adjustment, the simplest method to do this. I argue that back-door adjustment achieves
little with the limited observational data that most studies of (income) inequality of
opportunity have been using so far.

A criterion for sufficiently adjusting for confounding called the back-door criterion
is given by Pearl (2009). Application of this criterion requires knowledge of the causal
mechanism that is described by a causal model using a directed acyclic graph (DAG).
To measure the causal contribution of a variable 𝑋 to 𝑌 one needs a set of adjustment
variables 𝑍 that satisfy two conditions (the back-door criterion below).

First, we need some definitions. In a DAG, a path of three variables is called a
chain if they are connected by directed edges that go in one direction, such as the chain
𝐴→ 𝑆 → 𝑤 in figure 1. It is called a fork if the arrows are directed outwards from the
middle variable, such as the fork 𝑆 ← 𝐴 → 𝑃 in figure 1. It is called a collider if the
arrows point to the middle variable, such as the collider 𝑃 → 𝑤 ← 𝑆 in figure 1. When
adjusting using the back-door criterion, confounding causal paths need to be blocked by
a set of adjustment variables. Blocking is defined as follows.

d-separation or blocking (Pearl, 2009): a path 𝑝 is blocked by a set of
variables 𝑍 if and only if

(i) 𝑝 contains a chain 𝑖 → 𝑚 → 𝑗 or a fork 𝑖 ← 𝑚 → 𝑗 such that the
middle node𝑚 is in 𝑍; or

(ii) 𝑝 contains a collider 𝑖 → 𝑚← 𝑗 such that the middle node𝑚 is not
in 𝑍 and such that no descendant of𝑚 is in 𝑍.

One adjusts for confounding by conditioning on the variables in a set 𝑍 that satisfies
the back-door criterion (below). In a linear regression model, this conditioning is carried
out by using the variables in 𝑍 as regressors alongside 𝑋. If 𝑍 satisfies the back-door
criterion, then the partial regression coefficient of𝑋 conditional on𝑍 is a reliable estimate
of the total causal effect of 𝑋 on the dependent variable, 𝑌 (Pearl, 2009, p. 152).

Back-door criterion (Pearl, 2009): 𝑍 satisfies the back-door criterion
relative to a cause 𝑋, effect 𝑌 and a DAG 𝐺 if

(i) no node of 𝑍 is a descendant of 𝑋; and

(ii) 𝑍 blocks every path between 𝑋 and 𝑌 that contains an arrow into 𝑋.

Condition (i) ensures that we don’t condition on the wrong variables, which lie on the
causal path we want to estimate. Conditioning on such a variable would exclude the
causal effect via that variable from our estimation of the causal effect. Condition (ii)
requires that variables on the paths between 𝑋, 𝑌 and a common cause of 𝑋 and 𝑌 are
included in 𝑍 to adjust for.
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As an example, suppose we want to measure the causal effect of 𝑃 on 𝑤 in figure 1.
Both 𝑍 = {𝐴} and 𝑍 = {𝐴, 𝑆} satisfy the back-door criterion. The empty set 𝑍 = ∅ does
not, since the path 𝑃 ← 𝐴→ 𝑆 → 𝑤 would not be blocked.

Turning to the BFMmethod, it is theoretically possible to estimate the causal con-
tribution of the circumstance vector 𝐶 to income using back-door adjustment. That is
to say, conditioning on the variables that the back-door criterion tells us to condition
on yields effect sizes that are in theory causally unbiased . For the simple example of
confounding bias in section 3.1—for which it is conceivable to have knowledge of the
underlying causal structure—this would be an easy task. However, to execute this proce-
dure correctly in the real world, one needs extensive knowledge of the underlying causal
mechanism and comprehensive data to make the required adjustments. Specifically,
one needs to have information about each path between 𝐶 and 𝑤 via a common cause.
Such paths are likely plentiful (see section 4), and it seems impossible that we could
ever unveil the full structure, let alone gather data for each of the paths that we need to
adjust for to satisfy the back-door criterion.

Even if we had data for all relevant variables, it would be easy tomistakenly condition
on the wrong variables if the full causal model is not known. This could happen when
one conditions on a collider, which could unblock paths that would otherwise be blocked,
failing condition (ii) of the back-door criterion (Elwert&Winship, 2014). This is similar to
what happens in example 3.2. In that example, since the data is gathered after migration
has taken place, we are effectively conditioning on migration, a collider. In other words,
sample selection 𝑆 is part of the adjustment set 𝑍; but 𝑍 does not satisfy the back-door
criterion: 𝑆 is a descendant of 𝑀, and 𝑀 is a collider. Therefore, conditioning on 𝑆

unblocks the path 𝐶 → 𝑀 ← 𝐸 → 𝑤. And this, Pearl’s backdoor criterion teaches us, is
liable to bias one’s causal measurements.

Sometimes, however, conditioning on a collider is necessary. Consider the causal
structure depicted in figure 3, in which a common cause𝑋1 of𝐶 and𝑤 is also a collider in
a different path between 𝐶 and𝑤. In this model, conditioning on𝑋1 is necessary to block
the path𝐶 ← 𝑋1 → 𝑤, and it would also block the other previously unblocked paths; but
at the same time, adjustment for 𝑋1 would unblock the path 𝐶 ← 𝑋2 → 𝑋1 ← 𝑋3 → 𝑤,
in which it is a collider. Hence, to satisfy the back-door criterion one should additionally
condition on 𝑋2, 𝑋3, or both. Given the complexity of the real causal mechanism behind
wages, it is likely that the selection of suitable adjustment variables is a non-trivial matter
for which one needs complex knowledge of the causal mechanism, as in this example.

When we have incomplete knowledge of the causal mechanism and limited data,
back-door adjustment is not possible. Causal effects may still be identifiable under
special conditions, such as when the available data allows for an instrumental variable
approach (Angrist et al., 1996). Existing studies of inequality of opportunity all use
observational data, and none uses an instrumental variables approach. Possibly, existing
data do not allow the causal effect of circumstances on wages to be identified at all.
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Figure 3: Example in which conditioning on 𝑋1 blocks and unblocks a path at the same time.

4 How bad is the causal bias?

In the previous section, I showed that the inequality of opportunity measures—known as
parametric ex-ante measures—proposed by Bourguignon et al. (2007) and Ferreira and
Gignoux (2011) may be biased upwards and downwards—but it could still be maintained
that the problem is small. I argue that this is not the case: the bias could be very large.
As the extent of the problem cannot be measured, we are left in the dark about how
accurate measures of inequality of opportunity really are.

As examples 3.1 and 3.2 show, there are two kinds of problems that bias the para-
metric ex-ante measure of inequality of opportunity. First, individuals’ responsibility
characteristics could have common causes with their circumstances. Second, circum-
stances and effort variables could be correlated as a result of individuals leaving the
measured population.

First, consider the second problem. Deaths and migration occur all the time and
should typically lead to correlations between circumstances and effort variables. This
would result in significant bias unless (a) the changes are independent of circumstances
and effort variables or (b) these changes in the population are very small. Option (a)
is implausible, as it requires a lack of interaction between individual characteristics
and circumstances. Such interactions are likely to exist. For example, adventurous
people living in circumstances with low prospects may be more likely to migrate than
adventurous people with better circumstances, so if adventurousness is an effort variable,
(a) is not satisfied. Similarly, hard-working people living in a miner’s community may
be more likely to die. Or, ambitious people of wealthy families may be more or less likely
to migrate to another country than poor ambitious people. On the other hand, (b) is
more likely to be be satisfied in some cases, such as when there is no migration and
mortality in the measured population is sufficiently low. Hence, the second problem
can potentially be overcome if researchers have good data. However, researchers should
put effort into demonstrating that (b) is the case, which as far as I’m aware has never
been done in the measurement literature.

Now consider the first problem, of common causes. Variables that (in the mea-
surement literature) are typically considered circumstances are parental socioeconomic
status, race, gender, and locality. Effort variables, on the other hand, could be choice of
education, occupation, and hours worked per week. If you would trace the causal history
of these circumstances and effort variables, you would find many common causes. Indi-
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vidual characteristics such as interests and ambition are heavily influenced by parental
upbringing, which in turn is associated with parental socioeconomic status. Parents’
genetic characteristics could be a common cause of circumstances such as parental
socioeconomic status and individual genetic traits that are not circumstances (if one’s
normative view allows for genetic non-circumstances). And so forth. This lead me to
believe that the type of common cause bias discussed in section 3.1 is potentially severe.

Some people would object along the lines that these common causes (such as genetic
and biological factors) are themselves circumstances. This would lead to a more expan-
sive conception of a circumstance that would, perhaps, make inequality of opportunity
measures more accurate, as explained below. Two versions of this objection will be
discussed in section 4.1 and 4.2.

4.1 The free will objection

A special kind of objection is available to libertarians in the free will debate. According
to the position I will call cause-exclusive libertarianism, individuals make free choices
for which they are morally responsible only if these choices are entirely uncaused, and
moreover, individuals are in fact capable of making free choices of this type. Now
consider a version of circumstance egalitarianism which holds individuals responsible
only for such free choices and takes circumstances to be all things that are neither a free
choice nor caused by a free choice. It follows that circumstances and effort variables have
no common causes, eliminating any common cause bias. (Note that there might still
be “selection bias” of the type introduced in example 3.2, and inequality of opportunity
might also be underestimated due to unmeasured circumstances.)

However, cause-exclusive libertarianism is not an attractive position. First, the view
that free actions must be entirely uncaused is controversial even among libertarians
(Capes, 2017). Most would agree that actions that have some causes but are not causally
determined can be free choices of the kind that people are fully responsible for. As Capes
argues, the choice of a poll worker to rig an election after being bribed is caused in part
by the bribe offer, but the poll worker may still be fully responsible.

Second, even if choices are only free if they are entirely uncaused, such choices may
be rare. If the world is causally deterministic, then uncaused choices would not exist at
all. Even if there is some indeterminism, and allowing for the possibility that partially
uncaused choices exist, entirely uncaused choices should expected to be much less
common. The environment in which people grow up and live has a profound influence
on their preferences, habits, and views. If these environmental factors have only a
small effect on the choices that people make, these choices would no longer be entirely
uncaused. Consequently, free choices of the kind required in the argument would be
rare or would not exist at all, which means that a view of equality of opportunity based
on it collapses to outcome egalitarianism—which is something that most advocates of
equality of opportunity as a normative ideal want to resist.
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4.2 The ‘common causes are circumstances’ objection

A couple of authors claim that if circumstances and effort are correlated, it is not ethically
acceptable to hold people responsible for their effort (Fleurbaey, 1998, p. 221; Checchi
and Peragine, 2010, p. 433). It is then often proposed—seemingly as a solution to this
problem but without much justification—to assume that effort variables (which can be
measured variables or theoretical variables) are in fact uncorrelated. (A similar point,
not discussed here, is made by Roemer, 2002, who argues that the outcome distribution
of a type should be seen as a characteristic of the type, and therefore, a circumstance.) If
this assumption is warranted it might be argued that common cause bias (which implies
a correlation between effort and circumstances) need not be a problem. I will attempt to
formulate a charitable interpretation of this objection.12 This version of the objection
does not depend on libertarianism about free will; it would be valid even if all outcomes,
circumstances, and effort variables are causally determined by earlier factors.

A causal (and more reasonable) version of the above objection proceeds from a
particularly expansive conception of circumstances, according to which causes of cir-
cumstances should be considered circumstances as well. In the context of circumstance
egalitarianism—according to which people are not responsible for variables to the ex-
tent that they are influenced by circumstances—this view implies that one is not fully
responsible for a proposed effort variable that has a common cause with a circumstance.
From this perspective, a correlation between these effort variables and circumstances is
unproblematic for estimating inequality of opportunity (as will be shown below).

In what follows, I will refer as an anti-circumstance to any factor that is not a cir-
cumstance, not caused by circumstances and not in part caused by circumstances. Anti-
circumstances are similar to effort variables, since under circumstance egalitarianism,
inequalities that are caused by anti-circumstances are unproblematic.13

To see why this view allows for unbiased estimation of the causal effect of circum-
stances, consider a procedure that generates a sufficient set of circumstances and a suf-
ficient set of anti-circumstances, which are sets such that: (a) circumstances and anti-
circumstances are causally unrelated to each other (they do not cause each other and
have no common causes) and (b) the combined variables from the two sets explain all
variation in outcomes. If one were to include all variables in a sufficient set of circum-
stances in one’s regression of wages, one would expect to end up with an unconfounded
estimate of the total effect of all circumstances on outcomes. This procedure assumes

12A literal interpretation of the objection does not work. Consider the example, discussed in section 2,
in which an unforeseen accident leads to the death of all high-effort individuals within one type. As a
result, outcomes will be correlated with circumstances, but it does not follow that after the accident we
can no longer hold people responsible for their effort.

13It is useful to distinguish effort and anti-circumstance, since effort variables are usually explicitly de-
fined by a normative theory aboutwhat individuals can be held responsible for, whereas anti-circumstances
are only implicitly variables that individuals can be held responsible for (given circumstance egalitarian-
ism). Moreover, under the view discussed here individuals may in fact not be held responsible for variables
initially deemed effort variables, while they are (implicitly) held responsible for anti-circumstances.
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full knowledge of the entire causal mechanism behind outcomes, so it can’t be used
in practice. But the procedure demonstrates that it is theoretically possible to find a
sufficient set of circumstances, and therefore, that it is theoretically possible to regress
on a set of circumstance variables resulting in a causally unbiased estimate of inequality
of opportunity.

Step 1. List a set of factors (causal variables) that one initially regards as circumstances
and add these to a provisional circumstance set. All other direct causes of the outcome of
interest (typically all effort variables) are added to a provisional set of anti-circumstances.

Step 2. Add all the common causes of the provisional circumstances and provisional
anti-circumstances to the circumstance set. (One does not need to add all causes of
circumstances to obtain a sufficient set, since variables that only cause already included
circumstances but no anti-circumstances do not affect outcomes apart from the effect
that is already accounted for by the included circumstances.)

Step 3. Remove each factor from the set of provisional anti-circumstances that is now
caused (in part) by a circumstance. For each removed anti-circumstance, add all causes
of this removed anti-circumstance that are not a provisional circumstance or caused by
a provisional circumstance to the provisional set of anti-circumstances. Repeat from
step 2 until there are no common causes left between the two sets.

The procedure is illustrated in figure 4a. Suppose that 𝑐1 and 𝑐2 are initially thought
of as circumstances, and 𝑛𝑐1 is initially thought of as an effort variable. First, 𝑐1 and 𝑐2
are selected as provisional circumstances and 𝑛𝑐1 as a provisional anti-circumstance.
Then, 𝑓5 is added to the circumstance set, since it is a common cause of 𝑐1 and 𝑛𝑐1. Then,
𝑛𝑐1 is removed from the anti-circumstance set, and 𝑓4 is added to the anti-circumstance
set. Now that the procedure has finished, {𝑐1, 𝑐2,𝑓5} is identified as a sufficient set of
circumstances, and {𝑓4} as a sufficient set of anti-circumstances.

When this process has finished, one ends with a sufficient set of circumstances and
a sufficient set of anti-circumstances that are causally unrelated to each other. The
sufficient anti-circumstances have no common causes with circumstances, so they are
variables that people may be held fully responsible for. The variables in the causal
mechanism that end up without a classification (the pink and white variables in figure
4) do not cause additional variation in outcomes to the classified variables, so they can
be disregarded when calculating the amount of inequality of opportunity.

The procedure cannot be executed in practice, since we typically do not have full
knowledge of the causal mechanism behind an outcome. However, with this conception
of circumstances, common cause bias will be eliminated even if one only measures a
subset of circumstances and no effort variables or anti-circumstances. Existing argu-
ments that inequality of opportunity measures can be seen as lower bounds if not all
circumstances are measured are more plausible in the absence of common cause bias.
Ferreira and Gignoux (2011), for example, show that, when not all circumstances are
measured, the BFMmethod for measuring inequality of opportunity yields an estimate
of inequality of opportunity that is lower than it would have been if all circumstances had
been included in the estimation. Under the expansive conception of circumstances, a
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(a) Causal graph of 𝑤 in which 𝑓4 is a suf-
ficient anti-circumstance.
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(b) Causal graph of 𝑤 with an empty sufficient set of anti-
circumstances. All variation in 𝑤 is caused by circum-
stances.

Figure 4: An illustration of the circumstance selection procedure. Circumstances in the sufficient
set are colored red, and other circumstances are colored pink. The direct causes of 𝑤 that are
provisional anti-circumstances are colored blue. Anti-circumstances in the sufficient set are
colored green.

hypothetical estimation which includes all circumstances from a sufficient set would not
suffer from common cause bias with anti-circumstances, andwould thereforemore likely
be close to the true level of inequality of opportunity. Since the actual estimation with
omitted circumstance variables yields a lower value than the hypothetical estimation, it
can be interpreted as a lower bound on inequality of opportunity.

However, there is a big danger associated with the expansive conception of circum-
stances. It is likely that circumstance factors become so numerous that no anti-circum-
stances remain, or that their effect on outcomes is negligible. In that case, circumstances
will be responsible for nearly 100% of inequality, such that one’s position of inequality
of opportunity collapses to outcome inequality. The problem is illustrated in figure 4b,
which adds an additional layer of causes to figure 4a. In the more complex version, 𝑛𝑐1
now also has a common cause with 𝑐1: namely, 𝑓8. As a result, no anti-circumstances
remain.

This example illustrates that when adding additional causal history to a graph, it
becomes less likely that anti-circumstances remain. Anti-circumstances arise only if
there are paths ending in the outcome variable of interest that never cross a circumstance
variable. This situation is especially unlikely if the world is causally deterministic, since
outcome variables (such as wages) that are typically measured have a very complicated
causal history. The more of this causal history is included in a graph, the less likely that
any anti-circumstances remain.14

14The following combinatorial argument makes this point more formally. Consider DAGs with a
number of periods. In each period, there are 𝑞 factors with arrows to two factors in the next period, with
the requirement that each factor after the first period has at least one cause (it is allowed that both arrows
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Perhaps an objector will find it more plausible than I do that anti-circumstances
remain at the end of our procedure, even if one has access to the full causal history. But a
second problem with the objection is that it is unattractive in a normative sense. The po-
sition implies that individuals are fully held responsible only for choices that are entirely
uncaused by circumstances and all causes of circumstances. As I pointed out in the
discussion above of cause-exclusive libertarianism, a similar position that individuals can
be held responsible only for choices that are entirely uncaused is implausible. Consider
that the procedure may start with a list of well-established circumstances, whose effect
on outcome inequalities is generally agreed to be undesirable. It does not follow that
causes of well-established circumstances have equally undesirable effects on outcomes.
This should at least shift the burden of proof to the objector to show that the view is
normatively acceptable. The categorization of circumstances is usually determined by
reference to principles about choice and desert. The objector needs to show that the set
of circumstances which the procedure generates is plausible given such principles.

Moreover, economists that measure inequality of opportunity have generally not
used very expansive conceptions of circumstances, and often, like Roemer (1998), want
to allow societies to decide for themselves what they consider circumstances and matters
of responsibility. A society will not typically choose a set of circumstances that includes
all the circumstances that ought to be added if one were to follow the above procedure.
Hence, if the objector persists, she must concede that society does not have the last word
on what circumstances are.

5 Non-parametric ex-ante: measuring opportunity sets

This section discusses an approach known as the non-parametric ex-ante approach, used
by Checchi and Peragine (2010) and Ferreira and Gignoux (2011) and inspired by Van
de gaer (1993). As this approach is typically described, its purpose is to measure the value
of each type’s opportunity set and estimate the inequality between these opportunity
sets. (Recall that a type is a collection of individuals who have the same circumstances.)
Hence, the normative principle underlying this approach is what I called opportunity
egalitarianism in section 2. Most commonly, a non-parametric ex-ante method uses
the arithmetic mean of a type’s outcome distribution as a proxy for the value of its
opportunity set, and it is then called the utilitarian ex-antemethod.

The non-parametric approach is similar to the parametric approach discussed in
section 3, but since the approach—when interpreted as measuring inequality of opportu-
nity sets—does not involve the estimation of causal parameters, one might think that the

point towards the same factor in the next period). In the last period (the most recent period before the
outcome), there is one provisional anti-circumstance and there are 𝑞 − 1 circumstances. It can be shown
that the fraction of DAGs of this type for which there are non-empty sufficient sets of anti-circumstances,
out of all DAGs of this type, shrinks quickly towards zero when periods are added. (The fraction of DAGs
of this type, with 𝑛 + 1 periods and 𝑞 causes in each period, that contains sufficient anti-circumstances is
(𝑞 − 1)𝑛(𝑞−1)/𝑞𝑛(𝑞−1) .) Hence, if reality is somewhat like this example, with a sufficient number of periods,
it is unlikely that anti-circumstances exist.
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issues discussed in the preceding sections do not apply to the non-parametric approach.
I show that this is not the case. While opportunity egalitarianism does not involve causal
conditions, it does involve counterfactual conditions. An opportunity set contains the
outcomes that an individual would have achieved if she had chosen differently. These
counterfactual conditions are as hard to measure as causal effects. As a result, I argue,
the measurement of inequality of opportunity sets as done in the non-parametric ex-ante
approach suffers from to the same sort of bias as the parametric approach was shown to
have.

In what follows I first give the formal definition of this approach. One imagines
that each individual in society faces an opportunity set, which contains possible effort
levels (which reflect choices or other matters of responsibility) and associated expected
outcomes. It is assumed that two individuals of the same type face the same opportunity
set. In the measurement literature, it is also often assumed, as I do below, that all effort
choices are available for all types.

We need a valuation function in order to compare opportunity sets. An obvious
choice is to sum all outcome values in the set, leading to the valuation function 𝑈 (𝑡) for
the opportunity set of type 𝑡. Let 𝑓(𝑒, 𝑡) be the outcome for an individual of type 𝑡 with
effort level 𝑒. This opportunity set valuation is defined as

𝑈 (𝑡) =
∑︁
𝑒∈𝐸

𝑓(𝑒, 𝑡).

(This valuation appears in Bossert, 1997 and Ooghe et al., 2007. A different approach to
valuing opportunity sets not discussed here is used by Lefranc et al., 2008.)

Since effort is usually not measured, it is difficult to calculate𝑈 (𝑡) directly. Therefore,
𝑈 (𝑡) is typically replaced by a proxy, a different function that can be estimated from
data about circumstances only. The hope is that this proxy function is a good estimate of
𝑈 (𝑡). A popular proxy of the value of a type’s opportunity set, due to Van de gaer (1993),
is the mean outcome �(𝑡) of that type, defined as

�(𝑡) = 1
𝑁𝑡

∑︁
𝑖∈𝑡

𝑥𝑖 ,

where 𝑁𝑡 is the amount of people that are of type 𝑡 and 𝑥𝑖 is the outcome value of
individual 𝑖. Note that we have assumed that the value of outcomes is determined by
effort and type, so we assume 𝑥𝑖 = 𝑓(𝑒𝑖 , 𝑡𝑖), where 𝑒𝑖 and 𝑡𝑖 are the agent’s effort level
and type, respectively. Using �(𝑡) as valuation of opportunity sets leads to what is called
the utilitarian ex-ante approach for measuring inequality of opportunity.

Assuming that all circumstances and outcomes are measured, �(𝑡) can be computed
from the data (which consists of the outcomes 𝑥𝑖 stratified by type). Inequality of
opportunity can then be calculated as follows. We create a “counterfactual” distribution
by replacing each individual’s outcome with their type’s opportunity set valuation �(𝑡),
yielding

𝑋𝑀
= (�(1)1𝑁1

, . . . ,�(𝑛)1𝑁𝑛
).
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type 𝑡1 type 𝑡2

effort 𝑒1 5 (50) 5 (100)
effort 𝑒2 10 (100) 10 (50)

Table 1: Outcomes in a society with two effort
levels and two types, with identical opportu-
nity sets. The values in parentheses are the
amount of individuals having the effort level
and type of that cell.

type 𝐴 type 𝐵
effort 𝑒1 5 (100) 7 (100)
effort 𝑒2 10 (50) 8 (50)

Table 2: A society with two types and two ef-
fort levels and identical effort distributions.

Here 𝑁𝑡 is the amount of people that are of type 𝑡 and 1𝑁𝑡
is a vector of 1’s of length 𝑁𝑡 .

This distribution can be seen as the distribution of opportunity set values. Inequality of
opportunity can be estimated as the inequality within this distribution. That is, if 𝐼 is
some inequality index, inequality of opportunity is measured by

Θ̃𝐼 = 𝐼 (𝑋𝑀).

5.1 Problems with using mean income to value opportunity sets

The use of a type’s mean income to value opportunity sets comes not without a cost.15

Understood as a normative claim that the value of opportunity sets is given by �(𝑡)
regardless of the underlying outcome distribution, it is deficient. This is because it is
theoretically possible that two types face identical opportunity sets, but that individuals
of one type happen to choose different effort levels than individuals of the other type.
This would lead to different estimations of the opportunity sets’ value by �(𝑡), though by
assumption, the opportunity sets are the same and must therefore have the same value.
This shows that �(𝑡) is not universally acceptable as a measure of opportunity sets, while
it may still be empirically acceptable under suitable conditions, which I discuss below.

First, consider a simple example of a society in which there are two types with
identical opportunity sets, depicted in table 1. Each individual has the option to choose
either effort level 𝑒1 with outcome 5 or effort level 𝑒2 with outcome 10. However, 50
individuals of type 𝑡1 choose 𝑒1, while 100 individuals of type 𝑡2 choose 𝑒1. Moreover, 100
individuals from 𝑡1 choose 𝑒2, while 50 individuals of 𝑡2 choose 𝑒2. By hypothesis, there
is equality of opportunity (as the opportunity sets are identical), and this would also be
our conclusion if we valued the opportunity sets using 𝑈 (𝐶𝑡), which yields a value of 15
for both types. However, the use of �(𝑡) leads to a valuation of 𝑡1’s opportunity set of
8.34 and a valuation of 𝑡2’s opportunity set of 6.67.

The valuations 𝑈 and � do agree on there being equality of opportunity if effort is
distributed identically across types. In what follows I make the case that the use of �(𝑡)
for valuation is acceptable in general only if effort and circumstances are distributed
independently.

15See also Hild and Voorhoeve (2004), who make a related observation about Van de gaer’s policy rule.
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To make the case that �(𝑡) is or is not an empirically acceptable measure, one first
needs to find a normatively appropriate valuation of opportunity sets 𝑈′(𝐶𝑡) which �(𝑡)
is supposed to track. A starting point for finding such a valuation is to note what the use
of �(𝑡) gets right (or may get right). There is something to be said for giving less weight
in one’s opportunity set valuation to effort levels which individuals are less likely to
choose. For example, suppose opportunity set 𝐴 offers a popular effort choice with very
low rewards and an unpopular effort choice with very high rewards. The opportunity
set 𝐵, on the other hand, offers rewards that are only slightly below average for the
popular effort choice, and rewards that are only slightly above average for the unpopular
effort choice. It would make sense to value 𝐵 above 𝐴, since more individuals would
be benefited if they were given opportunities from 𝐵 rather than 𝐴. This example is
depicted in table 2. Using mean incomes as valuations concurs with this intuition: the
mean income of type 𝐴 is 6.67, while the mean income of type 𝐵 is 7.33. On the other
hand, we have both 𝑈 (𝐴) = 15 and 𝑈 (𝐵) = 15.

This consideration would favor the following valuation of a type’s opportunity set.
Let 𝑃(𝑒) be the probability that a given individual (regardless of type) has effort level 𝑒
in the measured population. The valuation is given by

𝑈′𝑃 (𝐶𝑡) =
∑︁
𝑒∈𝐸

𝑓(𝑒, 𝑡)𝑃(𝑒). (13)

This valuation scales an effort-outcome combination by the same factor 𝑃(𝑒) for each
type. Since two identical opportunity sets always have the same value, it is not susceptible
to the kind of normative problem discussed in the first example above with regard to the
use of �(𝑡). If we apply this valuation to table 2, we get 𝑈′𝑃 (𝐴) = 6.67 and 𝑈′𝑃 (𝐵) = 7.33,
the same values that the mean income assigns in this situation.

The assumption that 𝑈′𝑃 (𝐶𝑡) is the right valuation can of course be questioned, but
someone who does so should explain which other valuation, if not 𝑈′𝑃 (𝐶𝑡), ought to be
tracked by �(𝑡), and I am aware of no such alternative. It seems 𝑈′𝑃 (𝐶𝑡) comes closest to
a valuation that (a) is normatively acceptable and (b) could reasonably motivate the use
of �(𝑡) as an empirical surrogate.

With this assumption, a condition under which �(𝑡) is empirically acceptable can
be formulated. The expected value of �(𝑡), given the probability distribution of effort,
should be equal to𝑈′𝑃 (𝐶𝑡). This can be written as follows, where the left hand side equals
E[�(𝑡) | 𝑡] and the right hand side equals 𝑈′𝑃 (𝐶𝑡):∑︁

𝑒∈𝐸
𝑓(𝑒, 𝑡)𝑃(𝑒 | 𝑡) =

∑︁
𝑒∈𝐸

𝑓(𝑒, 𝑡)𝑃(𝑒). (14)

For equation (14) to hold in general for all 𝑡, we need that effort conditional on type
is distributed identically for each type, that is, we need 𝑃(𝑒 | 𝑡) = 𝑃(𝑒). (If not, the
only other way in which (14) is satisfied is when different terms on the left side of the
equation perfectly offset each other to equal their counterparts on the right, which will
be rare.) In other words, effort and type should be statistically independent. This we
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might call the assumption of randomness.16

The assumption of randomness. For each type 𝑡1 and 𝑡2, the conditional
distributions of effort are identical, that is, we have 𝑃(𝑒 | 𝑡1) = 𝑃(𝑒 | 𝑡2).

This is assumption 2 in Checchi and Peragine (2010, p. 433), but it is typically left implicit
in studies using an ex-ante approach. (It commonly appears in ex-post studies; see section
6.)

By Reichenbach’s common cause principle, the assumption of randomness holds if
there is no causal connection between effort and circumstances. If, to the contrary, there
is a causal connection between effort and circumstances, either because one causes the
other or if they have common causes, then the assumption of randomness is satisfied
only under special conditions (see chapter 6 in Pearl, 2009). Similarly, the assumption of
randomness will fail to be satisfied if the population has changed (by death or migration)
in a way that creates a correlation between effort and circumstances. Hence, the same
sort of problems arise as with the parametric ex-ante approach. The arguments given
in section 4 imply that the scope of the problem may be large for the non-parametric
approach as well.

6 Ex-post approaches and Roemer’s Identification Assumption

I will now briefly consider the ex-post approach, an alternative approach to measuring
inequality of opportunity. The ex-post approach is used less often in empirical studies,
but it has been given considerable theoretical attention (see e.g., Fleurbaey et al., 2017).
Unlike the ex-ante approach, the ex-post approach requires measuring effort variables
as well as circumstances. Roughly speaking, there is ex-post equality of opportunity if
individuals who are the same in matters of responsibility have the same outcomes. This
section briefly considers what the previous findings may imply for the ex-post approach.

More formally, ex-post inequality of opportunity can be defined as follows.

Ex-post inequality of opportunity: Let 𝑓(𝑒, 𝑡) be the outcome of an
individual with effort level 𝑒 and type 𝑡. Inequality of opportunity de-
creases if outcome inequality between individuals with the same effort
level, 𝑓(𝑒, 𝑡1) − 𝑓(𝑒, 𝑡2), decreases.

Ex-post approaches face the problem that effort is typically hard to measure. A
“solution” to this problem, adopted by many studies, is to measure effort indirectly via
Roemer’s Identification Assumption (RIA), which states that an individual’s effort level
is her position in her type’s outcome distribution. That is, if individual 𝑖 and 𝑗 are both
in quantile 𝑞 of their respective type’s outcome distribution, they are assumed to have

16The name assumption of randomness is inspired by what Sowell (1990) calls the “randomness
assumption”, the assumption that groups would be evenly represented by various outcomes measures, i.e.,
have identical outcome distributions, in the absence of unequal treatment of those groups.
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the same effort level. With this assumption, the effort distribution of each type is the
same. According to Roemer (2002), RIA ensures that we take into account the effect of
circumstances on choices, since we hold people responsible only for their relative effort
level within their type.

When using RIA, the ex-post approach becomes similar to the ex-ante approach, and
in some cases identical (see also Ramos and Van de gaer, 2016). For example, one could
use RIA and choose to measure inequality only in the median effort tranche. This is
identical to an ex-ante approach in which the type valuation function 𝑣(𝑡) (see section
2) is chosen to be the median income of type 𝑡 (instead of the more common arithmetic
mean).

It has been recognized in the literature that RIA depends on the assumption of
randomness (Fleurbaey, 1998; Ramos & Van de gaer, 2016). The defense of RIA starts
from the assumption that individuals’ true effort level for which we actually hold them
responsible—called propensity to exert effort by Roemer (1998)—is distributed identically
for each type. If you combine this assumption with the assumption that outcomes are a
strictly increasing function in propensity to exert effort, you can derive RIA. Criticism
in the literature of RIA has generally focused on the latter assumption, whereas the
assumption of randomness is often assumed to be unproblematic. Given my arguments
against it above, this assumption seems unwarranted.

Since ex-post methods do not necessarily depend on the measurement of causal
quantities, my arguments against the ex-ante approach do not extend to all ex-post meth-
ods. However, most ex-post studies use RIA. Given its dependence on the assumption of
randomness, we should expect ex-post methods that depend on RIA (and by extension
on the assumption of randomness) to be biased for similar reasons.

7 Conclusion

I argued that ex-ante approaches to measuring inequality of opportunity are biased
due to causal confounding. This is the case both with parametric ex-ante methods,
interpreted in accordance with circumstance egalitarianism, as well as non-parametric
ex-ante methods, interpreted in accordance with opportunity egalitarianism.

The size of the bias may be large or small, and with current data, it is impossible to
tell. Based on my arguments in section 4, I suggest that the bias can be assumed to be
small only with very expansive conceptions of circumstances that make a principle of
equal opportunity close to a principle of outcome equality. In cases of less expansive
conceptions of circumstances, the bias may be very large, although it may also be small.
This uncertainty makes country-wide measures of unequal opportunity less useful in
practice as a way to compare inequality of opportunity in different countries.

These problems come on top of the known problem that manymeasures of inequality
of opportunity are biased downwards due to unobserved circumstance variables. This
has lead some to argue that the value of these measures for policy is limited (Kanbur &
Wagstaff, 2016). My finding that these measures may be biased upwards as well further

25



diminishes their policy relevance.
It is unlikely that the problem of causal bias can be mitigated with realistically

obtainable data. Hence, I suggest the following alternative routes for future research.
First, the field can alter its goals to the measurement of phenomena for which more

reliable methods are available, such as experimental methods utilizing randomization,
or semi-experimental methods using instrumental variables. For example, a randomized
controlled trial in which children were randomly assigned to preschool (Schweinhart
et al., 1993) could be used to assess the effect of preschool on inequalities later in life. As
another example, to test the effect of school quality on inequality in academic outcomes,
one can use a regression discontinuity design that exploits a cutoff point for scores in
entrance exams (see e.g., Hoekstra et al., 2018). Such methods do not allow one to create
a single country-wide measure of inequality of opportunity, but they do allow one to
gain insight about the effect on inequality of particular differences in opportunities. The
combination of many different studies of different types can potentially create a bigger
picture as well.

Second, the existing methodology can be used to identify groups in society that may
have particularly bad opportunities, instead of creating a single country-wide measure
that can be used for country rankings. This might then prompt further research using
different methods to (a) confirm that they have particularly bad opportunities and (b)
find out what causes these bad opportunities and what can be done about them. When
taking this way forward, the observational methods discussed in this paper have a merely
exploratory function that I believe is more appropriate.

A The BFMMonte Carlo method

Bourguignon et al. (2007) propose a method to explore the scope of bias due to omitted
variables (which could be both circumstances and effort variables) in the regression
equation. This method is of potential interest, since it could theoretically be used to
estimate the scope of confounding bias. This would be remarkable, since many authors
in the causal modeling literature have argued that confounding bias cannot be estimated
with statistical tools without having knowledge of the causal structure. However, as I
show below, the BFM method does rely on tacit causal assumptions, and it does not
achieve results that improve one’s knowledge of the bias on top of what is implicitly
assumed.

I will summarize the method here; for a complete description, see the original
paper (2007). For readers unfamiliar with vector notation for regression equations: the
formalism below is not essential for understanding the issues I raise. After introducing
the complex version of the method as used by BFM, I switch to a simpler version which
applies to the example of section 3.1.

The method is based on the insight that the bias 𝐵 due to econometric endogeneity
can be written as a function of the vector of correlation coefficients  𝐶� between the
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circumstances 𝐶 and the error term �:

𝐵 = E['̂] − ' = Σ𝐶 ( 𝐶�"𝐶)"� . (15)

Here Σ𝐶 denotes the underlying variance-covariance matrix of the circumstance vector
𝐶, and "𝑥 denotes the vector of standard deviations of a vector of random variables 𝑥.
The underlined term is a vector with elements  𝐶𝑘�"𝐶𝑘 . The values for Σ𝐶 and "𝐶 can be
estimated from the data, and "� can be estimated on the basis of the data and an estimate
of the bias �̃�. The value of  𝐶� is unknown and will be “guessed” as  ̃𝐶� . This leads to a
system of two equations which BFM solve for �̃�, which becomes:

�̃� =
𝑁 ( ̃𝐶�"̂𝐶)"̂�

(𝐶′𝐶)
√︃
1 − ( ̃𝐶�"̂𝐶)′(𝐶′𝐶) ( ̃𝐶�"̂𝐶)

, (16)

where 𝑁 is the sample size and "̂𝑥 denotes the sample standard deviation of 𝑥. Hence,
the quantity �̃� can be calculated from sample statistics and the guesses  ̃𝐶� .

BFM then draw random values for the coefficients  ̃𝐶� from a uniform distribution
on (−1, 1).17 Drawings that lead to a covariance matrix that is not positive semi-definite,
or fail a number of conditions on the coefficients, are discarded. The first 100 drawings
of  ̃𝐶� that survive are used to calculate values of �̃�. This creates a distribution of 100
values for each circumstance coefficient. For each coefficient, the five highest and five
lowest values are then discarded. The next highest and lowest values are denoted the
upper and lower bounds on the coefficient. According to BFM, the resulting interval can
be seen as a 90% confidence interval for the coefficient values.

The method as described has as of yet not been successfully used. In the original
paper (Bourguignon et al., 2007), a programming error led to bounds on the coefficients
that were much smaller than they should have been. Bourguignon et al. (2013) repeat
the procedure and find that the bounds on circumstance coefficients become too wide to
be useful. The bounds on the level of counterfactual inequality (the estimated level of
inequality if circumstances were equal) are reasonably small, but only when the correla-
tion coefficients are drawn from (−0.2, 0.2) instead of (−1, 1). The authors acknowledge
that they have no rationale for this restriction.

In what follows, I apply the method to example 3.1 and examine whether it is capable
of correcting for the common cause bias of that example. I identify two problems with
the method. First, there is no rationale to discard the 5% lowest and highest coefficient
values. Without the deletion of these extremes, the method would produce extremely
wide bounds on 𝐵. Second, the method relies on assumptions about underlying model
parameters including the bias 𝐵, and the bounds that the method produces cannot
improve on the assumed bounds on 𝐵. 𝐵 is a causal parameter, so the method does not
actually succeed in obtaining causal knowledge beyond what is implicitly assumed.

17The elements of  𝐶� (Pearson correlation coefficients) take values between −1 and 1.
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Fortunately, the method becomes much simpler when applied to our simple model.
For guesses of the correlation coefficient  ̃𝑆� ∈ (−1.1), the bias can be estimated as

�̃� =
"̂�  ̃𝑆�

"̂𝑆

√︃
1 −  ̃2𝑆�

. (17)

Here "̂� is the sample standard deviation of the residual and "̂𝑆 is the sample standard
deviation of 𝑆.18

As can be seen from equation (17), there is no need to perform Monte Carlo simula-
tions in this simple case, since �̃� as a function of  ̃𝑆� can be analytically computed. �̃�
goes towards infinity (respectively minus infinity) when  ̃𝑆� goes towards 1 (respectively
−1). Hence, the bounds that one puts on  ̃𝑆� determine the bounds on �̃�. In this light,
the choice to draw 100 values from  ̃𝑆� from a uniform distribution on (−1, 1), and the
subsequent deletion of the 5 highest and lowest values of �̃�, is suspect. The values of  ̃𝑆�
that lead to the most extreme estimates of �̃� are those closest to 1 and −1. Hence, the
deletion of extreme values comes down to a tacit assumption that  𝑆� is bounded from
below by −0.95 and from above by 0.95. No justification for such an assumption is given
by BFM. �̃� grows especially large and small outside of these bounds, so the method’s
result are driven by an undefended assumption.

Might one nevertheless have reason to suppose  𝑆� ∈ (−0.95, 0.95)? In order to
reason about the correlation coefficient  𝑆� , one needs to give � an interpretation. As is
known—but often ignored—any assumptions about the correlation between the error
term and regressors are meaningless unless the error term is given an interpretation
(Pratt & Schlaifer, 1984). Since we use the method to identify the common cause bias
from section 3.1, the required interpretation is the causal interpretation based on the
causal structure given in figure 1. According to this interpretation, we have

�𝑖 = 𝑤𝑖 − E[𝑤 | do(𝑆 = 𝑆𝑖)] = 𝛽𝑃𝑖 + 𝑢𝑖 ,

from which it follows that ' = 𝛼, the causal effect of circumstances on wages. (Here
do(𝑆 = 𝑆𝑖) is the notation from Pearl (2009), which means that 𝑆 is intervened upon
to set it to the value of 𝑆𝑖 , undoing the relationship between 𝑆 and 𝑃, while the other
variables𝐴 and 𝑃 are kept at their naturally occurring values.) Under this interpretation,
� and 𝑆 are correlated, so a regression on (6) yields a biased estimate of ', which equals
𝐵 = 𝛽𝑠/𝑟. On the other hand, if � were given a purely statistical interpretation as
�𝑖 = 𝑤𝑖 − E[𝑤 | 𝑆𝑖] = 𝑢𝑖 , we would have  𝑆� = 0 and 𝐵 = 0. From this it can be seen
that one cannot have reasoned assumptions about  𝑆� without interpreting the error
term, which could be both zero and nonzero depending on the interpretation. Since
the BFMmethod requires us to identify causal effects, the causal interpretation is the

18Note that under the causal interpretation of � as � = 𝑢 + 𝛽𝑃, "̂� is a biased estimate of "� , although it
happens to be an unbiased estimate of "𝑢 . After all, "̂� is the standard deviation of the residual, not the
standard deviation of �, which is unobservable under the causal interpretation. The square root factor in
the denominator is supposed to correct for this bias.
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required interpretation. Hence, assumptions about  𝑆� depend on assumptions about
the underlying causal structure (which in the case of this example is given by figure 1).

Since BFM do not discuss causal structure when introducing their assumptions
about  𝐶� , these assumptions have no justification. Yet, it is still possible in theory to use
justified assumptions about the underlying causal structure in order to put bounds on
the correlation coefficient. The following shows that such assumptions need to be quite
strong, and that such assumptions directly imply bounds on the bias 𝐵 which cannot be
improved upon by the BFMmethod.

Taking the causal interpretation of �, if one were to know the true correlation coeffi-
cient  𝑆� one could use the BFMmethod to estimate the extent of the bias. Indeed, given
 ̃𝑆� =  𝑆� , one can show that E[�̃�] = 𝐵, that is, the estimate of the bias is itself unbiased.
To find reasoned bounds on  𝑆� , consider that  𝑆� can be written as

 𝑆� =
𝐵"𝑆√︃

𝐵2"2𝑆 + "
2
𝑢

. (18)

Hence, an assumption about  𝑆� is equivalent to an assumption about the underlying
model parameters 𝐵 and the ratio "𝑆/"𝑢. This shows how one can justify an assumption
about  𝑆� on the basis of assumptions about parameters of the causal model. One
might have reason to assume 𝐵 is bounded from above at some value 𝐵∗ and that "𝑆/"𝑢
is bounded from above at "∗. This then leads to an upper bound for the correlation
coefficient of  ∗𝑆� = 𝐵∗"∗/

√︁
𝐵∗2"∗2 + 1. Taking the expected value of (17) with respect to

the chosen upper bound  ̃𝑆� =  ∗𝑆� yields

E[�̃�] = "𝑢
"𝑆

"∗𝐵∗.

Hence, with a large amount of data the BFMmethod’s upper boundwould approximately
be the value above. If "∗ = "𝑆/"𝑢, that is, if the chosen upper bound matches the
underlying model’s parameters and  ̃𝑆� =  ∗𝑆� , we have E[�̃�] = 𝐵∗; so the bias estimation
method would not improve upon the assumed bounds on the bias. Only if "𝑆/"𝑢 > "∗,
that is, if we were wrong to assume "∗ is an upper bound, do we get an upper bound on
�̃� that is smaller than the assumed upper bound 𝐵∗. (Note that in our case, "𝑆 as well as
"𝑢 can be estimated from the data, so there is no reason to be wrong about "∗ if one has
knowledge of the causal structure given by figure 1.)

In conclusion, in order to execute the BFMmethod to correct for common cause bias
in our example one needs to make (implicit or explicit) assumptions on the bounds on 𝐵
and the ratio "𝑆/"𝑢. The BFMmethod can produce better bounds on 𝐵 than the assumed
bounds only if the assumed bounds on "𝑆/"𝑢 are mistaken; if one is not mistaken about
the bounds on "𝑆/"𝑢, the method will produce bounds on 𝐵∗ that are at least as wide as
those assumed. Hence, the method is useless.
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