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 9 

Indirect genetic effects occur when genes exert their influence on traits via the 10 

environment. Sometimes this occurs when individuals modify their own circumstances, 11 

other times people when impose circumstances on others. In both cases genes indirectly 12 

lead to phenotypic differences, yet causal interpretation of the two types of cases differs. 13 

This paper suggests a reason for this difference: environmental confounding. This point of 14 

difference depends upon the way causal variables are described. Invoking proportionality 15 

to determine appropriate variable description maintains the difference. The dependence of 16 

variable description helps to illuminate the relationship between gene-environment 17 

correlation and gene-environment interaction. 18 

 19 

Abbreviations 20 
GEI: Gene-environment interaction 21 

GEC: Gene-environment correlation 22 
GWAS: Genome-wide association study 23 

SNP: Single-nucleotide polymorphism 24 
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1. Introduction  25 

Causality is an important topic in human behavior genetics. Studies reveal relationships 26 

between genetic variation and differences in human behaviors, abilities and achievements. 27 

Philosophers and scientists continue to debate whether the current available evidence is 28 

sufficient for genetic causal inference (Lewontin 1974; Sesardic 2005; Plomin 2018; 29 

Kaplan and Turkheimer 2021; Madole and Harden 2022; Burt 2022). Part of this 30 

discussion concerns whether genes influence outcomes in the right way. Examples of gene-31 

environment interplay challenge intuitions about genetic causal attribution. In these cases, 32 

how genes exert their effects seem to be important to whether they should be counted as 33 

meaningful causes of human difference. 34 

This paper addresses these cases by providing an analysis of gene-environment interplay 35 

within causal-modelling framework. The paper has two aims. The first is to give a 36 

principled account of different types of gene-environment interplay. This extends the work 37 

of Lynch (2017) and Lynch and Bourrat (2017), taking into consideration a broader set of 38 

causal information, producing different causal conclusions. These conclusions better 39 

cohere with intuitions about problem cases, and with scientific practice within the behavior 40 

genetics community. The second aim is to illustrate the relationship between different 41 

kinds of gene-environment interplay. Gene-environment interaction (GEI) and gene-42 

environment correlation (GEC) have traditionally been considered distinct phenomena. In 43 

this paper I show that they can be made conceptually equivalent given a particular 44 

understanding of ‘environment’. This demonstrates the dependency of this distinction on 45 
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variable description, and illustrates an implicit, but generally accepted, definition of 46 

environment used within behavior genetics. 47 

The paper proceeds as follows. In §2, I describe different kinds of gene-environment 48 

interplay within a behavior-genetics framework, and survey interpretations from the 49 

literature (§3). In §4 I propose a new way to causally model these cases which illuminates 50 

a distinction in line with causal intuitions raised in §3. In §5 I consider an alternative to this 51 

approach which highlights the relationship between GEI and GEC. In light of this, §6 52 

argues for the approach suggested in §4 by appealing to additional criteria for variable 53 

description. I conclude with an account of how to causally interpret cases of gene-54 

environment interplay that better coheres with causal intuitions and scientific practice.  55 

 56 

2. Gene-Environment Interplay  57 

Genes and environment act in combination throughout development to produce phenotypic 58 

effects. These developmental interactions are distinct from gene-environment interplays, 59 

whereby genetic and environmental influences interact at the population level to produce 60 

phenotypic variance that cannot be separately attributed to genetic or environmental 61 

differences. To understand the implications for behavior genetics, one must first 62 

understand the assumptions underlying behavioral genetics methods. 63 
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2.1 Heritability  64 

Heritability studies have traditionally used family resemblances to infer the relative 65 

influences of genes and environment on phenotypic differences1. For example, height has a 66 

relatively high heritability. Differences in height are observed between those with different 67 

genetic backgrounds, and similar phenotypes are found between those with similar genetics 68 

(such as family groups). Conversely, language(s) spoken, which is largely attributable to 69 

environmental differences, has a low heritability, because environmental variation is 70 

primarily responsible for population level differences. To estimate heritability genes are 71 

not studied directly but are inferred from familial relatedness.  72 

This contrasts with genomic methods like genome-wide association studies (GWAS) 73 

which infer genetic sources of phenotypic difference by correlating large numbers of 74 

genetic variants arrived at via sequencing. GWAS study a large set of single nucleotide 75 

polymorphisms (SNPs): nucleotides which have more than one variant (termed an allele) 76 

present in the population, at some common frequency (usually >1%). It is important to note 77 

that SNPs are not genetic variants with known phenotypic outcomes or molecular 78 

pathways. They are genetic markers which may be part of a gene which directly influences 79 

the trait of interest, may exert their influence via regulating other regions of the genome, or 80 

may simply be associated with a difference making gene. Crucially, family-based studies 81 

or GWAS study genetic variants with mechanisms known to be related to differences in 82 

 
1 These methods are also used in non- human animal populations, in this paper I focus on 

human populations.  
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phenotype. GWAS employ a linear regression model to associate SNP differences with 83 

phenotypic differences in large populations. Millions of SNPs are treated as independent 84 

variables to see which significantly associate with trait differences2. Like family-based 85 

methods, GWAS can be used to estimate heritability: the degree to which genetic variation 86 

accounts for variation in phenotype. 87 

To estimate heritability (H2) the relative contributions of environmental and genetic 88 

differences are encompassed by an environmental variance term (VE) and a genetic 89 

variance term (VG) respectively, which sum to produce the total phenotypic variance in a 90 

population (VP). Heritability is the proportion of total variance that can be accounted for by 91 

genetic variance. 92 

(1) VP = VG + VE 93 

(2) H2 = VG/VP 94 

Both family-based and GWAS methods assume the ‘additive’ heritability model (equation 95 

1), where genetic and environmental variance influence the phenotypic variance 96 

independently. There are two ways in which this assumption can be violated, which lead to 97 

heritability estimates which contradict intuitive judgements about genetic causation. I turn 98 

to these below.   99 

 
2 Individually, common SNPs account for a miniscule amount of variance. When 

significant effects are combined, some phenotypic variance can be accounted for. 

Including non-significant SNPs explains slightly more. Even then, the estimate of genetic 

effects is much smaller than predicted by family studies. This has been termed the ‘missing 

heritability’ problem. 
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2.2 Gene-Environment Interactions 100 

When genes and environments act additively the effect of the environment influences a 101 

trait to the same extent (on average), no matter the genetic background. For instance, 102 

children receiving poor post-natal nutrition will have slower growth rates than those 103 

receiving better quality nutrition, not matter the genetic background of the child. The 104 

additivity assumption is violated in cases of gene-environment interaction (GEI), when 105 

environments have differential modifying effects depending on the genetic background of 106 

the individual. The classic, though controversial, case in the behavior genetics literature is 107 

GEI for antisocial behavior. According to Caspi et al. (2002), individuals with a low 108 

monoamine-oxidase (MAOA) genotype are more likely to present with antisocial behavior 109 

compared to high MAOA individuals, when raised within an environment of childhood 110 

maltreatment. However, the opposite trend is true for individuals raised in environments 111 

without childhood maltreatment. Thus, the direction of the environmental effect changes 112 

depending on an individuals’ genetics. A schematic of this result is represented in Figure 1.  113 
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 114 

Figure 1. The interaction of the MAOA genotype and childhood maltreatment on 115 

antisocial behavior.  116 

 117 

Phenotypic variance produced from interactions can be accounted for statistically, adding 118 

an extra term (VGxE) to equation (1). However, even when such adjustments are made, GEI 119 

highlights the possibility of non-additivity for untested genotype-environment 120 

combinations. There could an untested environment in which genotypes develop in 121 

discordance to a usual trend, such as a genotype in which fetal undernutrition produces an 122 

increase in growth rate. This problem was first raised by Lewontin (1974) and has been 123 

termed the locality objection (Sesardic 2005). The objection points to a limitation of the 124 

explanatory power of heritability estimates beyond the population under study. Lewontin 125 
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and his supporters believe that this limitation undermines the utility of heritability 126 

estimates for tracking genetic causation.  127 

GEI is recognized as theoretically troublesome for estimating heritability (Tabery 2014). 128 

However, the degree to which GEI makes a difference in human populations has been 129 

seriously questioned. The results of Caspi et al. have failed to replicate in more recent 130 

studies and meta-analyses (Figlio et al. 2017). Estimates of GEI using GWAS have also 131 

been attempted and found no significant contribution to phenotypic variance (Allegrini et 132 

al. 2020). I will return to a discussion of GEI in §5.  133 

2.3 Gene-Environment Correlations  134 

A second violation of the additive heritability model is gene-environment correlation, also 135 

termed gene-environment covariance (GEC). In these cases, genes correlate with 136 

differences in the external environment. The heritability estimates attained in these 137 

situations can lead to conflicting intuitions about genetic causation, again leading some to 138 

call for a rejection of heritability for tracking genetic causation (Block 1995; Jencks 1972; 139 

Sober 2001). 140 

GEC are generally split into three different types: passive, active, and reactive (also called 141 

‘evocative’) (Plomin et al. 1977; Scarr and McCartney 1983). Passive GEC occurs when 142 

children ‘inherit’ environments from their parents that are correlated with their genetics. 143 

For example, children who inherit genes related to sporting ability are also more likely to 144 

be raised in environments where sporting activity is encouraged and coached. At a 145 

population level, these genes and environments are correlated, making it difficult to 146 
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separate the effects of genes and environment. The causal interpretation of passive GEC is 147 

uncontroversial, and the separation of the two sources of variance can be achieved using a 148 

variety of experimental designs. I direct the reader to Lynch (2017) and Lynch and Bourrat 149 

(2017) for an exposition of the causal structure of these cases. This paper focuses on the 150 

two more controversial cases of GEC and their implications for genetic causal claims: 151 

reactive and active GEC.  152 

When reactive GEC occurs, the environment of an individual is imposed upon them by 153 

others as a result some genetically caused phenotypic difference. The best-known 154 

(hypothetical) example is thanks to Jencks (1972, 66-67) 3: 155 

If, for example, a nation refuses to send children with red hair to school, the genes that 156 

cause red hair can be said to lower reading scores... If an individual’s genotype affects 157 

his environment, for whatever rational or irrational reason, and if this in turn affects his 158 

cognitive development, conventional methods of estimating heritability attribute the 159 

entire effect to genes and none to environment. 160 

Assuming that red-hair has a genetic basis, then one genotypic group (red-haired children) 161 

is subjected to a different schooling environment than another (say, blonde-haired children) 162 

– correlating genotypes and environments at the population level. Underlying the 163 

 
3 This is a toy example which is still being discussed today (e.g., Matthewson & Griffiths 

2017, Kaplan & Tukheimer, 2021; Harden 2021; Burt 2022). Actual family-based and 

GWA studies examine the effects of many different genes on a heterogenous population 

rather comparing two groups based on a single feature. Keeping with this example allows 

me to cleanly illustrate the relevant causal dynamics. 
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correlation is a causal process going from genes to reading ability, indirectly via hair color 164 

and educational environment. 165 

Though Jenck’s example is hypothetical, it represents the varied ways in which prejudices 166 

occur against individuals with genetically based phenotypes like skin color, facial features, 167 

or physical manifestations of disability. In these cases, it seems obvious that prejudice (an 168 

environmental factor) is a cause of discriminatory outcomes, however a strictly causal 169 

interpretation will also include genes as an indirect cause. 170 

Figure 2 represents the causal structure of these cases using a directed-acyclic-graph 171 

(DAG). DAGs represent causal models, which can be used to illustrate different types of 172 

causal structures. This technique has been particularly influential when used in concert 173 

with difference making accounts of causation such as the interventionist account 174 

(Woodward 2003). Under an interventionist account, a cause (C) causes an effect (E) if an 175 

intervention on C, changing the nature of C, produces a change in the nature of E 176 

(Woodward 2003). This is most easily understood when the causal relata are variables, and 177 

changes result in a variable taking a different value. For instance, for two variables, C and 178 

E, C has the possible values c1 and c2 and E the values e1 and e2. For C to be a cause of E, 179 

an intervention on C, changing its value from c1 to c2, results in a change in the value of E, 180 

from e1 to e2. Thus, the expression ‘C causes E’ is true if an intervention on C changes the 181 

value of E. An intervention is a particular kind of manipulation in which the change of 182 

value for variable C occurs without changing the value of any other variable, Z, which 183 

could itself be a cause of E. In this way the change in the value of E is fully accounted for 184 

by the change of the value of C. For a relationship to be causal all that is required is that 185 
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some intervention on C results in a change in E. There may be some interventions which 186 

result in no change. Finally, for a relationship to be causal no actual intervention need be 187 

performed, or even be possible. The account captures causal relations as those where, if an 188 

intervention on the cause were to occur, there would be a resulting change in the effect. 189 

(Woodward 2003).  190 

Representing relata as variables is useful in scientific contexts as scientists routinely 191 

examine how changes to variables, often induced via manipulations, produce changes in 192 

effect(s). Scientific investigation often also includes controlling for other background 193 

variables that might confound the causal relationship of interest (Z above). The importance 194 

of both manipulation and controlling for confounds id further discussed in §4 and §5. 195 

In DAGs causal relata are represented as variables and the causal relationship represented 196 

by directed arrows going from causes to effects. A directed path is represented by a 197 

sequence of arrows pointing in the same direction, indicating the direction of causation. 198 

The remainder of this paper will examine gene-environment interplays using a causal 199 

framework in the spirit of Woodward (2003). DAGs will be employed to illustrate the 200 

causal structure of cases and their changes under interventions on variables in the system. 201 

Figure 2 represents active GEC at the level of the population, where variables represent 202 

variance in causes and effects.  203 

 204 
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 205 

Figure 2. Reactive GEC VG (genetic variance) causes VP2 (variance in reading ability) via 206 

variance in hair color (VP1) causing variance in educational resources (VE). 207 

 208 

Active GEC occurs when an individuals’ genotype causes them to modify the environment 209 

of their own accord, with resulting phenotypic effects. For example, imagine that blonde-210 

haired children were more genetically predisposed to seek out enriching educational 211 

environments for themselves by way of books and extra study. Red-haired children, by 212 

comparison, lacked such motivation, exposing themselves to less educational resources. 213 

The two genotype groups (identified by different correlated physiology) are also subject to 214 

different educational environments. But now the environmental differences are due to the 215 

children themselves, rather than an imposition from others. A similar causal process also 216 

underlies the resulting correlation between genes and environment. Genes cause 217 

differences in the propensity to seek out educational resources, and those extra resources in 218 

turn cause differences in reading ability (Figure 3). The indirect causal structures 219 

represented in Figures 2 and 3 are in line with the causal interpretation given by Lynch 220 

(2017), which she has explicated in accordance with Woodward’s (2003) interventionist 221 

account of causation. 222 
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 223 

Figure 3. Active GEC. VG (genetic variance) causes VP1 (variance in hair color) 224 

independently of causing VP3 (variance in resource seeking). This causes variance in 225 

educational resources (VE), causing variance in reading ability (VP2). 226 

 227 

3. Interpretations of Indirect Causation  228 

Both reactive and active GEC occur when genes indirectly cause phenotypes. Figures 2 229 

and 3 demonstrate an identical causal structure linking gene to phenotype. Yet reactive 230 

cases are generally more unpalatable than active ones, and causal interpretations among 231 

philosophers and scientists differ between the two types of GEC. 232 

It is generally accepted that reactive GEC cases are not good representations of genetic 233 

causation, even when the heritability estimate is high. Block (1995) claims that such cases 234 

are in ‘violent conflict’ with common sense ideas about causation, and most others agree 235 

that the resulting phenotypic variance in these examples are not logically attributable to 236 

genetic causes (Eaves et al. 1977; Jencks et al. 1972; Sober 2001; Kaplan and Turkheimer 237 

2021; Coop and Przeworski 2022; Burt 2022, though see Harden 2021, 2022).  238 
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Active cases, however, are often interpreted as caused by genes, with some claiming that 239 

environmental effects are merely extensions of the genotype (Eaves et al. 1977; Harden 240 

2021, 2022). Though some others maintain that phenotypic differences in these cases 241 

should not be thought of as genetically caused (Block 1995; Plomin 1987; Sober 2001).  242 

This results in a problem. Active and reactive GEC appear to be causally homologous, yet 243 

intuitions about causal attribution for the two types differ. In response to this problem, 244 

most authors have accepted the causal homology between active and reactive GEC, and 245 

argued for one of three options: a blanket rejection of the use of heritability estimates to 246 

track genetic causation (Block 1995; Sober 2001), a common-sense approach to the 247 

acceptance or rejection of estimates under GEC conditions (Sesardic 2003; 2005, Kaplan 248 

and Turkheimer 2021), or a consistent application of the heritability metric as causal, 249 

which in some cases results in a violation of common-sense causal intuitions (Lynch and 250 

Bourrat 2017; Harden 2021, 2022).  251 

The first and last approaches are motivated by the importance of homologous causal 252 

structures between ‘active’ and ‘reactive’ cases. As such, these cases are treated the same, 253 

despite differences in the causal intuitions they elicit. Lynch (2017) agrees that the cases 254 

are structurally identical but identifies other features that account for differences in 255 

interpretation. She argues that blame-worthiness, agency, and phenotypic features impact 256 

the way causal intuitions about genetic causation are elicited. This is supported by 257 

evidence of psychological influences that impact causal reasoning in genetic contexts 258 

(Lynch et al. 2019). 259 
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An alternative way to explain the interpretative differences between active and reactive 260 

GEC is to contest their causal homology. This is the approach taken by Burt (2022) who 261 

suggests new ways of distinguishing these kinds of cases. Burt terms Jencksian cases 262 

involving prejudice and discrimination ‘downward causation’ and argues that they are 263 

distinct from both active and reactive GEC. For Burt, active and reactive GEC involve 264 

individuals selecting or evoking an environmental response (upwards causation), while 265 

downward causation involves a social force acting upon individuals based on their 266 

phenotypes. For the reading ability example, active GEC for could involve children 267 

intentionally seeking out educational environments, reactive GEC could involve children 268 

evoking a response in teachers which leads them to pay more attention to them in class, 269 

and downward causation could involve teachers withholding of educational resources to 270 

red-haired children based on a reaction to their hair color.  271 

Burt also argues that downwards causation is causally because it does not capture what she 272 

calls ‘authentic’ genetic traits: those which produce their effects via biological pathways 273 

within the body4,5. The notion of ‘authentic genetic causation’ is similar to Block and 274 

Dworkin’s (1976) notion of ‘direct’ and ‘indirect’ genetic effects:  275 

 
4 It is unclear whether Burt believes GEC cases should be treated as genetically caused at 

all. They are not cases of downward causation, yet they do violate the ‘authenticity’ 

condition by exerting their influence outside of internal biochemical pathways.  

5 Harden (2021) also appeals to the importance of gene expression in the brain as evidence 

for a genetic influence on educational attainment. Though elsewhere she states that indirect 

genetic influences do not undermine their causality (Harden 2022). 
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We shall call the effect of a gene on a phenotypic characteristic a direct genetic effect 276 

just in case the gene affects the characteristic by means of an internal biochemical 277 

process initiated by its product. A gene affects a characteristic indirectly when it 278 

produces a direct effect which in turn produces or affects a feature of the environment 279 

(including the immediate environment) which itself affects the characteristic’ (Block 280 

and Dworkin 1976, 480-481)  281 

This criterion fails to single out just downward cases, or even just reactive GEC, as there 282 

are plenty of situations where no GEC is present which exhibit indirectness. Block and 283 

Dworkin discuss the example of height as a trait which is supposed to be genetically 284 

influenced in Burt’s ‘authentic’ sense: via internal biochemical pathways. However, to take 285 

their example, we know that the influence of genes on height also transverses outside of 286 

the body. The GHRL gene produces ghrelin, a molecule that affects the hypothalamus, 287 

resulting in an appetite response, which in turn affects how much nutrition the body 288 

receives via human action in their own environment (Schwartz et al. 2000). The expression 289 

of ghrelin is also mediated by environmental cues, such as over or under nutrition. These 290 

cues are themselves affected by ghrelin expression via appetite, feeding back into the 291 

causal pathway involved (Burger and Burner 2014). Further, the GHRL gene is variable at 292 

a population level, with multiple different SNPs at this region thought to correspond with 293 

variation in height (Gueorguiev et al. 2007). 294 

This example shows that both Block and Dworkins ‘direct genetic effects’, and Burts’ 295 

‘authentic genetic variants’ are too restrictive criterion for genetic causation. One response 296 

could be to reject the authenticity criteria and simply exclude cases of downward causation 297 
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from those involving upward causation. For Burt, downwards causes (which capture the 298 

Jencksian examples) must occur through socio-environmental factors. To properly 299 

distinguish upward and downward causation further development is needed clarifying what 300 

kind of environments count as ‘socio-environmental forces’, and to distinguish what it 301 

takes to ‘evoke’ or ‘select’ an environment, compared to being subject to such forces. One 302 

could argue that red hair also evokes a response, though the evoking phenotype is not 303 

intentional and the response is not justified. 304 

So, what makes the children evoking increased attention from teachers different to the red-305 

haired children evoking responses from society? Is the significant difference that one 306 

involves a response to physiology (hair color), and the other to a psychological trait 307 

deemed more relevant to education (e.g., studiousness). Is a socio-environmental force 308 

dependent upon a large number of people reacting to a group in a certain way? Some of 309 

these features are captured by Lynch (2017): An individual intentionally evoking a 310 

response appears more agential and blameworthy and thus more causally responsible, 311 

compared to the red-haired children who are unintentionally reacted to. Lynch also points 312 

to the perceived relevance of the intermediate phenotype to the phenotype of interest. 313 

Studiousness seems conceptually closer to reading ability compared to red hair.  314 

While Burt’s account requires some development, it does raise an interesting question as to 315 

whether reactive, active and passive are the best ways to categorize GEC. If one takes 316 

seriously the causal homology between active and reactive cases, something more is 317 

required to explain why genetic causal attribution seems problematic in some cases and not 318 
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others. This ‘something more’ may not necessarily align with the current active/reactive 319 

distinction. 320 

Both Lynch (2017) and Burt (2022) point to qualitative factors to explain this ‘something 321 

more’. For Lynch it is features of the variables within the indirect causal pathway 322 

(blameworthy agents, relevance to phenotypes), for Burt it is the type of cause exerting its 323 

effect (evoking or selecting versus the action of socio-environmental forces). In the 324 

following sections I explore another point of difference. I argue against Lynch and 325 

Bourrat’s (2017) assertion that all active and reactive (including Jencksian cases) GEC are 326 

causally identical. I will show that there is a crucial piece of the causal modelling of these 327 

cases that has been missing, which I believe accounts for why they are interpreted as 328 

causally distinct by many philosophers and social scientists. This difference is likely to 329 

influence causal reasoning alongside the qualitative factors suggested by Lynch (2017) and 330 

Burt (2022). 331 

 332 

4. Confounding Background Conditions  333 

The previous section recognized that the current division between active and reactive cases 334 

may not be the best reflection of the causal differences among GEC examples.  In the 335 

following two sections I will compare a paradigmatically reactive GEC case with a 336 

paradigmatically active GEC case to illustrate a salient difference in causal structure. 337 

While the differences between two examples coheres with the traditional active/reactive 338 

divide, the salient difference I demonstrate might also be used to draw different 339 
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distinctions between types of GEC. I remain neutral on the ‘right’ number and way of 340 

categorizing these cases, though think this is an interesting area for future research. In this 341 

paper I simply aim to demonstrate one important and overlooked causal characteristic that 342 

corresponds with differences in intuitive causal attribution and interpretative practice 343 

within the behavior genetics community.  344 

4.1 Jencksian Reactive Gene-Environment Correlation 345 

Implicit in Jenck’s red-hair example is the contrast that children without the red-haired 346 

phenotype are not denied educational access. If all children were not sent to school, then 347 

there would be no difference between in reading scores, and genes (at least those relating 348 

to hair color) would not be implicated as a cause of reading ability difference. To 349 

understand what is going on in this example, and related GEC cases which evoke uneasy 350 

causal intuitions, the contrast case between those with genetic and phenotypic differences 351 

must be made explicit. 352 

In this scenario, a fairer and more ‘common sense’ investigation of the causes reading 353 

ability would be to equal the playing field between children and study the genetic 354 

differences in a population where none are subject to educational neglect. This situation 355 

involves a change to the background conditions so that environmental differences are 356 

controlled between groups. In Jenck’s reactive GEC example, educational limitation and 357 

prejudice are causal background variables which confound an assessment of the causal 358 

relationship between genetic variance and variance in reading ability. 359 
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Controlling for or conditionalizing on environmental confounds is common practice in 360 

experimental and epidemiological situations looking to uncover causal relationships. For 361 

instance, Tielsch et al. (1990) observed significant differences in the prevalence of 362 

blindness between racial groups in Baltimore (USA), with blindness in Black-Americans 363 

doubling that of Caucasians. One might at first conclude that this difference stems from 364 

racially based genetic differences between the two groups, however, Sommer et al. (1991) 365 

found a second significant difference between the groups - the history of cataract surgery. 366 

Cataract surgery was 43% more common among Caucasian individuals than Black 367 

individuals of the same age, leaving a larger proportion of Black Americans with 368 

conditions leading to blindness. To accurately determine whether racial differences cause 369 

blindness differences, irrespective of confounds, researchers would need to keep fixed or 370 

account for differences in the availability or propensity to undertake cataract surgery 371 

between the two groups. 372 

The reason that it seems problematic to attribute the reading ability of red-haired children 373 

to genes is that in Jencks’ example the background variables between genotypic 374 

individuals systematically differ – leading to a difference in the causal structure of the 375 

cases. Figure 4 illustrates this difference by modelling the causal dynamics inclusive of the 376 

causal background.  377 

 378 
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 379 

Figure 4: Causal Background Conditions Differ Between Groups in Reactive GEC. 380 

A) illustrates the causal process in the red-haired children group, where genotype 1 (G1) 381 

causes phenotype 1 (P1) to be red hair (r) which, along with a societal prejudice (p) in the 382 

social environment (E2) causes limited educational access (l) in the educational 383 

environment (E1), which causes poor (p) reading ability (P2). B) shows the causal process 384 

for blonde haired children, which have a different genotype (G2), causing blonde hair (P1 = 385 

b), and as they are not subjected to prejudices (E2 = -p) have no educational limitations 386 

(E1= -l) and attain average reading ability (P2= a). C) shows how this translates into 387 

variance for a heritability model: variance in genotype (VG) produces variance in hair color 388 

(VP1), which, when combined with variance in societal prejudices (VE2), produces variance 389 

in reading ability (VP2). 390 



Pre-Print: Do not cite without permission 

 

Page 22 of 46 
 

 391 

Causal background conditions systematically differ between two compared groups, with E2 392 

having the value p (prejudice), in the first group, and -p (no prejudice) in the second. 393 

Figure 4c represents this at the population level. Variation in background conditions (VE2) 394 

confounds the causal relationship between the variables of interest (VG, VP1, VE1, and VP2). 395 

This confounding parallels the way cataract surgery confounded the causal relationship 396 

between race and blindness. Confounded causal relationships of this kind are likely to elicit 397 

the intuition that the causal relationship under question is suspect, as is found almost 398 

universally for Jencks-style examples. 399 

In the cataract case the presence of a systematically varying variable was recognized as 400 

problematic, and the true causal relationship between race and blindness was arrived at by 401 

controlling for differences in the causal background. This practice is paralleled in the 402 

criteria for causation spelled out by the interventionist account: Where a cause C, causes an 403 

effect E, when a change in C produces a change in E, when all other variables (Z) are held 404 

fixed (Woodward 2003). In the reactive GEC case fixing other causal background variables 405 

such as societal prejudices should allow the causal relationship between the variables of 406 

interest (in this case VG and VP) to become clear6.  407 

 
6 For some this may raise the question: What to fix these variables to? It may appear that 

this account requires a ‘normal’ background to explain causal reasoning (Hitchcock and 

Knobe 2009). An appeal to norms can be problematic as statistical, moral, social, and 

norms of proper functioning do not always overlap. These difficulties should not concern 

us here. So long as the environment selected is not systematically biased between treatment 
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To properly conduct a study on the genetic basis of reading ability differences, any 408 

systematic variation between genotype groups in the societal environment (E2) should be 409 

eliminated. Either all children go to school, or no children go to school. Both of these 410 

possibilities are presented in Figure 5, again at the population and at the group level.  411 

 

groups it does not matter whether the background conditions are considered ‘normal’ or 

not.  
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 412 

Figure 5 Conditionalizing on the Causal Background in Reactive GEC. Educational 413 

environment (E2) is kept the same between genotype groups G1 and G2: either fixed at no 414 
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prejudice (-p) (A and B) or prejudice (p) (c and d). As a result, either both groups have no 415 

educational limitation (E1 = -l), leading to average reading ability (P2 = a) (A and B), or 416 

both groups suffer from educational limitation (E1 = l), leading to poor reading ability (P2 = 417 

p) (C and D). This means that there is no difference in reading ability between genotype 418 

groups, as though genotypes vary (VG), leading to variance in hair color (VP1), the societal 419 

environment does not vary (E2), meaning that the educational environment does not vary 420 

(E1), and there is no variance in reading ability (P2) (E). 421 

 422 

This fixing of background conditions illustrates why reactive GEC cases have been 423 

interpreted as problematic for a causal interpretation of heritability -the examples present 424 

an implicit confound to the causal relationship under investigation. When reactive GEC 425 

occurs there is systematic variation between genotype groups in some form of 426 

environmental variation (E2 in this example) which impacts the causal relationship between 427 

VG and VP
7. So, it is not surprising that heritabilities for cases of this kind are deemed 428 

inappropriate or invalid. 429 

4.2 Active Gene-Environment Correlation 430 

Let us now turn to what have traditionally been called active GEC cases. Recall that the 431 

interpretation of active GEC is less clear, with disagreement as to whether the resulting 432 

variance should be subsumed under VG or not. To continue with the same example, 433 

 
7 In the figures VP as it would be included in a heritability model is represented as VP2. 



Pre-Print: Do not cite without permission 

 

Page 26 of 46 
 

consider again two genotypic groups, though this time those with blonde hair are 434 

genetically predisposed to alter their educational environment by seeking out extra 435 

resources and those with red hair are not. This leads to an increase in reading ability in the 436 

blonde-haired group, and thus variance in readings scores in the population (Figure 3). 437 

Figure 6 illustrates this situation with the background variables included. A disposition to 438 

seek resources (P3 = r) in G2 children leads (through their own volition) to development in 439 

a more enriched educational environment (E1 = e), compared to G1 children. G1 children do 440 

not seek out additional resources (P1= -r) and so instead develop in a less enriched 441 

environment (E1 = -e). G2 children have average reading ability (P2 = a), which is better 442 

than those with no preference to resource seeking (G1), who read poorly (P2 = p).   443 

Figure 6c shows this situation in terms of variance, where variance in genotype (VG) 444 

causes variance in resource seeking (VP3) causing variance in the enrichment of the 445 

educational environment (VE1), in turn causing variance in reading ability (VP2). VG is an 446 

indirect cause of VP3 in this example, paralleling the causal structure in reactive G-E 447 

covariance cases. However, unlike the reactive scenario presented above, there is no 448 

difference in the causal background between the two genotype groups. In this example the 449 

background conditions (E2) are assumed to be the same, or at least not to systematically 450 

differ between the two genotype groups. The background conditions in this example have 451 

the value n, for normal, which can be assumed in this case to mean no prejudice against 452 

either group or a symmetrical access to resources. Thus, the causal structure between 453 

groups does not display the same differences as the structure between the two groups as the 454 

Jencksian reactive GEC case does. 455 
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 456 

Figure 6 Causal Background Conditions Fixed Between Groups in Active GEC.  457 

Different genotypes (VG: G1, G2) cause differences in hair color (VP1: P1) with the values 458 

blonde (b) and red (r), and differences in resource seeking (VP3: P3); with the values of 459 
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resource seeking (r) or no resource seeking (–r). This in turn causes variance in educational 460 

environment (VE1: E1); with the values enriched (e) or not enriched (–e). As a result, there 461 

is a variance in reading ability (VP2: P2), with the values average (a) in the G1 group, and 462 

poor (p) in the G2 group. The causal background conditions (E2) are the same between 463 

groups, with the value normal / no prejudice (n).  464 

 465 

This shows how traditional examples of active GEC differ from Jencksian examples of 466 

reactive GEC. In the Jencksian cases there are systematic environmental differences 467 

between genotype groups which need to be held fixed (Figures 4 and 5) in order to 468 

ascertain the causal relationship between VG and VP. In active GEC cases these differences 469 

in the causal background are not present (Figure 6). This suggests that the differences in 470 

intuition and interpretation between these kinds of active and reactive GEC cases is due to 471 

differences in how the causal background conditions systematically vary between 472 

genotypic groups. In reactive GEC there are often other, non-genetic variables which 473 

explain variation in phenotype, which differ as VG differs. In this example the presence or 474 

absence of societal prejudice systematically varied between genotype groups. Variables of 475 

this kind are causal background conditions, forming part of the environment (measured as 476 

VE in heritability estimates). In active GEC these kinds of systematic differences are not 477 

usually present. In the example shown in this section, both G1 and G2 children were 478 

exposed to the same background, where neither were subject to societal prejudices, and 479 

both groups had equal educational access. Therefore, it seems that a significant point of 480 

difference between some active and reactive GEC is the presence (in reactive cases) or 481 
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absence (in active cases) of systematic variation in a causal background variable between 482 

genotype groups. I believe that this explains why there are intuitive differences about how 483 

active and reactive GEC cases should be interpreted in a heritability framework.  484 

 485 

5. Variable Description 486 

Although the section above demonstrated a difference in causal background structures 487 

between two types of GEC, this point of difference can be dissipated by a re-description of 488 

the causal variables in the system. The illustration above is only one way of representing 489 

the systems involved. I will show in this section how a re-description of these variables can 490 

eliminate the above distinction just established. In §6 I then argue that despite this, the 491 

interpretation consistent with the results of §4 is the best way to handle these cases in 492 

behavior genetics.  493 

An alternative way of understanding the background variables in Jencks’ red-hair example 494 

is as a system of norms. That is, instead of understanding the background environment as 495 

either containing prejudice or not, the relevant background variable is represented at a 496 

more coarse-grained level, as a societal norm. This is represented in Figure 7 as ‘Norm 1’. 497 

Norm 1 is the societal norm to be prejudiced against red-haired children and to abstain 498 

from granting them educational access. Societies in which Norm 1 is part of the causal 499 

background limit the educational resources of red-haired children, yet do not treat blonde-500 

haired children in the same way. In this instance the description of the environment is 501 
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determined at a population level, where the values of the variable are determined by how 502 

they apply to the whole population, not to individuals or groups.  503 

As shown in figure 7a, when Norm 1 is combined with the presence of a red-haired 504 

phenotype it causes educational limitation (E1 = l), resulting in a decrease in reading ability 505 

(P2 = p) for G1 children. If a blonde-haired child was to be raised with identical 506 

background conditions, then in this sense they would live in same society as the red-haired 507 

child, the society which has Norm 1 (Figure 7b). Controlling for causal background 508 

conditions when variables are described at the societal-norm level of explanation simply 509 

means that both groups live in a Norm 1 society. However, Norm 1 specifies only the 510 

educational limitation of red-haired children, and when combined with the phenotype of 511 

blonde hair no educational limitation occurs (E1 = – l), meaning that average reading 512 

abilities are attained (P = a) for G2 children. 513 
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 514 

Figure 7 A Re-description of the Variables in Reactive G-E Covariance Cases. 515 

Different genotypes (VG: G1, G2) cause differences in hair color (VP1: P1); with the values 516 

of red (r) or blonde (b). Both genotype groups are subjected to the same societal norms 517 

(E2), either Norm1 (figures a-c): where there is prejudice against red-haired children, or 518 

Norm 2 (figures d-f): where there is no prejudice against any children. In A) G1 children 519 

develop in a Norm 1 environment, so their educational is limited (E2 = l) (as they are red-520 
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haired), and they attain poor reading abilities (P2 = p). In B) blonde haired children develop 521 

in a Norm 1 environment and their education is not limited (E2 = -l), and they attain 522 

average reading abilities (P2 = a). In D) and E) G1 and G2 children develop in a Norm 2 523 

environment, where no prejudice is subjected to any children. As a result, both groups have 524 

no educational limitation (E1= -l) and both attain average reading abilities (P2 = a). Figures 525 

C) and F) show the differences between these two groups in terms of variance, where VG 526 

represents variance in genotypes, E2 represents a non-varying environment of Norm 1 or 527 

Norm2, VP1 represents variance in hair color, VE variance in environment, E1 no variance in 528 

environment, VP2 variance in reading abilities, and P2 no variance in reading abilities.  529 

 530 

When represented in this way, variation in background conditions (E2) disappears between 531 

the two groups (Figure 7c). The causal structure returns to one identical to the active GEC 532 

case described in §4.2. Thus, a re-description of the background variables to occur at a 533 

more coarse-grained level of analysis undoes the differences observed between active and 534 

reactive GEC illustrated in §4. 535 

Figure 7a, b, and c illustrate what happens when Norm 1 is maintained across the two 536 

groups – variation in reading ability occurs. But what about when this environmental 537 

background takes a different value? Imagine a society now with Norm 2: the norm for no 538 

prejudice against any children. This leads to an ample supply of educational resources for 539 

both groups. This is shown in Figure 7d, e and f. Here, differences in hair color, when 540 
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combined with Norm 2 (which is fixed between groups) produces no differential effects on 541 

E1 (educational access) or P2 (reading ability).  542 

Figure 7 shows two different scenarios: In a, b and c the causal background conditions are 543 

fixed to Norm 1 –the norm for prejudice towards red-haired children. This results in 544 

differences in reading ability between the two genotype groups. In Figures 7 d, e and f the 545 

causal background conditions are also fixed, this time to Norm 2 –where no children are 546 

prejudiced against. This results in no differences in reading ability between the two groups, 547 

as neither have their education limited. What appears to be happening now that the 548 

background variables have been redescribed is that variance in phenotype (reading ability) 549 

depends upon a combination of genotype (G1 or G2) and the kind of environment present 550 

for that genotype to develop in (Norm 1 or Norm 2). In other words, reactive GEC, when 551 

considered over a range of possible background conditions (characterized at this level of 552 

description), now describes GEI.  553 

5.1 Correlation as Interaction 554 

Recall that GEI occurs when change in phenotype depends upon the combination of 555 

genetic and environmental background conditions. §2 described the example of MAOA 556 

interacting with childhood maltreatment to produce differences in antisocial behavior. A 557 

characteristic of GEI is that, when represented as a reaction norm, the genotypic curves 558 

diverge or cross over one another, indicating a differential effect of the environment that is 559 

dependent upon the genotype. 560 
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Jenck’s reactive GEC case can be represented in this same way when the environment is 561 

characterized at a coarse-grained level of description. When the representation from Figure 562 

7 is translated into a reaction norm, you can see the effects of two different genotypes (G1, 563 

G2) across two different environmental variables – in this case the environmental norms 564 

(Figure 8).  565 

 566 

Figure 8 Norm of reaction for societal norms on reading. Norm 1 is a society which 567 

discriminates against red-haired children, Norm 2 is a society that does not discriminate 568 

against any children, Norm 3 is a society which discriminates against blonde-haired 569 

children, and Norm 4 is a society which discriminates against both blonde-haired and red-570 

haired children. G1 represents red-haired children, and G2 represents blonde-haired 571 

children. The y axis represents reading ability, with points further up the axis 572 

corresponding to greater ability. 573 
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This is significant because traditionally GEC and GEI have been considered distinct forms 575 

of gene-environment interplay, which can be addressed with distinct experimental and 576 

statistical methods. To date, no one has considered that they can both represent the same 577 

phenomenon at different levels of description. That is, when environments are 578 

characterized at a certain level of description, phenotypic differences are best explained by 579 

appeal to either GEC, or GEI. 580 

Related to this is the dependence of GEC on GEI. For both active and reactive GEC to 581 

occur, certain environment circumstances must be present.  Children who actively seek out 582 

educational resources are only able to do so if they are available. If no resources are 583 

present, then the genetic propensity to seek out certain environments will cease to make a 584 

difference and contribute to heritability in those populations. Similarly, children can evoke 585 

extra attention from teachers only when they are in susceptible teaching environments with 586 

individuals inclined to respond.  587 

What I have shown in this section aligns with, but goes beyond this dependence. At a 588 

narrower level of environmental description involving prejudice GEC is either present or 589 

absent in the Jencksian example, depending upon the environment. An additional 590 

contribution is that when described at a broad level of environmental description involving 591 

norms, GEC disappears, and resulting phenotypic differences between groups can only be 592 

understood as GEI.  593 

In this section I have shown that the confounding background differences which 594 

distinguish between some active and reactive GEC cases disappear under certain ways of 595 
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describing background variables. When this occurs, GEC becomes GEI. I now consider 596 

which approach is most appropriate for characterizing causal background variables, and the 597 

implications this has for interpreting cases of gene-environment interplay. 598 

 599 

6 Appropriate Variable Description  600 

If the distinction between active and reactive GEC hinges on a particular level of 601 

description for environmental variables, it must be shown why one form of description is 602 

more appropriate or useful than another.  603 

To do this, let us abstract away from human genetics and imagine a heritability study 604 

involving plants, in which two different plant genotypes (G1 and G2) are grown under 605 

different nutrient conditions. The nutritional environment in the study could be described 606 

in two ways. The first way divides the environment into ‘high nutrient load’ and ‘low 607 

nutrient load’. The environment in this case is carved up according to the factors which are 608 

hypothesized to make a difference to plant growth. An alternative description of 609 

environments is as norms. For instance, ‘Norm 1’ is that G1 plants receive a high amount 610 

of nutrients, while G2 plants receive low nutrition. An experiment described this way 611 

would return the result that G1 and G2 plants displayed different on average growth 612 

patterns. However, these results would be interpreted as completely genetically caused, as 613 

the ‘environment’ was held fixed between groups.  614 
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This conflicts with the way in which heritability is used and analyzed in its most basic 615 

form and is clearly the wrong way to conceptualize and utilize environmental variables.  616 

Common-sense causal intuitions indicate that the environmental condition ‘nutrient level’ 617 

makes a difference to plant height. Similarly, in the reactive GEC scenario, societal 618 

prejudice is an intuitively important difference maker. G1 children are subject to prejudice, 619 

whilst G2 children are not, leading to differences in reading ability. When I attempted in 620 

§5 to re-describe these differences as norms, eliminating differences between groups, this 621 

did not seem to be the right level of description for environmental background variables. 622 

The sense of some levels of explanation ‘seeming more right’ can be captured by 623 

proportionality. Proportionality is invoked to understand the best level of explanation for a 624 

cause, given an effect of interest. Informally, a proportional cause is one that is described 625 

as neither inappropriately broad or general, nor overly narrow (Yablo 1992). Put in 626 

interventionist terms, Woodward (2010) described proportionality (P) as follows: 627 

(P) There is a pattern of systematic counterfactual dependence (with the dependence 628 

understood along interventionist lines) between different possible states of the cause and 629 

the different possible states of the effect, where this pattern of dependence at least 630 

approximates to the following ideal: the dependence (and the associated 631 

characterization of the cause) should be such that (a) it explicitly or implicitly conveys 632 

accurate information about the conditions under which alternative states of the effect 633 

will be realized and (b) it conveys only such information –that is, the cause is not 634 

characterized in such a way that alternative states of it fail to be associated with changes 635 

in the effect. (298) 636 
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Woodward refers to an example taken from Yablo (1992) where a pigeon is trained to peck 637 

at a target when presented with any shade of red. Given this, there are three possible causal 638 

explanations8: 639 

(1) The presentation of a scarlet target caused the pigeon to peck. 640 

(2) The presentation of a red target caused the pigeon to peck. 641 

(3) the presentation of a colored target caused the pigeon to peck 642 

Claim (2) in this case is the most appropriate causal explanation. Under (P), (1) fails 643 

condition (a), as it fails to specify alternative states of affairs where the effect will be 644 

realized (like the presence of other shades of red). It also fails (b), as (under what 645 

Woodward calls the “natural interpretation”) it suggests that changes from scarlet to non-646 

scarlet shades of red may affect the occurrence of pecking. (3) also fails condition (a) as it 647 

implies that the pigeon will peck at the target no matter the color presented, that is, it does 648 

not convey accurate information about when alternative states of the effect (i.e., not 649 

pecking) will be realized.  650 

To apply the proportionality requirement to Jenck’s reactive GEC example the two levels 651 

of explanation considered are: 652 

(1) An environmental value of prejudice causes poor reading ability G1 children. 653 

 
8 Woodward considers just two explanations (1) and (2) in his paper, as he invokes 

proportionality to defend ‘higher level’ explanations more generally. I have adapted his 

analysis with the addition of (3) which shows that some higher-level explanations can also 

fail P. 
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(2) An environmental value of Norm 1 causes poor reading ability in G1 children. 654 

Claim (1) best fulfils the criteria given in (P), as it conveys (a) the conditions under which 655 

alternative states of the effect will be realized – if prejudice is not present then G1 children 656 

will not have poor reading ability. In this example it seems natural that the contrast class 657 

for (1) is not-prejudice, and a change to this value will produce a change in the effect. This 658 

claim also fulfils condition (b), as it does not contain any other irrelevant or misleading 659 

information.  660 

Claim (2) on the other hand fails (P) under condition (a), as it does not convey how G1 661 

children could have higher reading abilities – the contrast class for Norm 1 is not clear. If 662 

contrasted with Norm 4, in which all children are subjected to prejudice, then the effect for 663 

these children does not change. Norms 2 and 3 (see Figure 8) will change the value of the 664 

effect (increasing reading ability for G1 children), but it is not obvious that these are the 665 

most appropriate contrasts for this causal claim. Additionally, claim (2) fails condition (b) 666 

of the P criteria, as irrelevant information is included in the claim. Claim (2) relates to 667 

reading ability of G1 (red-haired) children, yet the explanation of these abilities (Norm 1) 668 

encompasses information about the treatment of blonde-haired children as well. Thus, the 669 

most appropriate description of background variables, is the one given in §5, which 670 

describes whether there is prejudice is experienced or not. This supports the claim that the 671 

differences between the reactive and active GEC cases considered are due to the 672 

confounding effects of environmental difference.  673 
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Appeals to proportionality have most often been used to support the selection of higher-674 

level explanations over lower ones (e.g., Oftedal 2022). In these situations, lower-level 675 

variables can be absorbed into upper-level variables without a loss of difference making 676 

information for the effect of interest (Woodward 2021). It is clear from the Jencksian 677 

examples that absorbing prejudice towards one group and not another within a broader 678 

‘Norm’ description does result in a loss of difference making information, as this 679 

difference accounts for differences in reading abilities between the two groups.  680 

By maintaining the level of description given in §5, a causal difference is illuminated 681 

between the intuitively problematic Jenckisan cases and the more causally intuitive active 682 

GEC cases. This level of description also maintains the distinction between GEI and GEC 683 

for these kinds of examples. This explains current differences in interpretation between 684 

active and reactive cases and may also be in-line with recent suggestions for distinguishing 685 

between cases such as proposed by Burt (2022). 686 

 687 

7 Conclusion  688 

The interpretation of ‘indirect’ genetic causes, described as active and reactive GEC, has 689 

been a source of disagreement for over 40 years. Lynch and colleagues used causal 690 

modelling to suggest that these two types of cases have identical causal structures. This has 691 

left the options for distinguishing between them to appeals to common sense, 692 

psychological factors, or using a notion of within-body directness.  693 
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I have shown, using the same causal framework as Lynch and Bourrat (2017) that the two 694 

forms of GEC traditionally divided into active and reactive are not in fact causally 695 

identical. As such, I have provided an additional condition on which to distinguish and 696 

causally interpret these cases based on causal information. This has the advantage of 697 

appealing to pragmatic and psychological factors as per Lynch (2017), as those factors can 698 

vary between individuals and contexts. As assessment of implicit background confounding 699 

provides systematic criteria to address ‘violently conflicting’ causal intuitions and 700 

separates the examples by a feature uncontroversially regarded as important in scientific 701 

practice. 702 

This analysis also uncovered an unexpected relationship between two types of gene-703 

environment interplay: gene-environment correlation and gene-environment interaction. 704 

While traditionally thought of as conceptually and empirically distinct, I have shown how 705 

they are related in virtue of variable description. This is an important finding and is likely 706 

to be related to the way that levels of variable description impact upon scientific findings 707 

of statistical significance. 708 

 709 
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