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Abstract:

Neural structural representations are cerebral map- or model-like structures that
structurally resemble what they represent. These representations are absolutely
central to the “cognitive neuroscience revolution”, as they are the only type of
representation compatible with the revolutionaries’ mechanistic commitments.
Crucially, however, these very same commitments entail that structural
representations can be observed in the swirl of neuronal activity. Here, I argue
that no structural representations have been observed being present in our
neuronal activity, no matter the spatiotemporal scale of observation. My
argument begins by introducing the “cognitive neuroscience revolution” (§1)
and sketching a prominent, widely adopted account of structural
representations (§2). Then, I will consult various reports that describe our
neuronal activity at various spatiotemporal scales, arguing that none of them
reports the presence of structural representations (§3). After having deflected
certain intuitive objections to my analysis (§4), I will conclude that, in the
absence of neural structural representations, representationalism and
mechanism can’t go together, and so the “cognitive neuroscience revolution” is
forced to abandon one of its commitments (§5).
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1 - Introduction: neural structural representations and the cognitive neuroscience revolution

Representations remain as central to cognitive science as elusive to our understanding (Villaroja
2017; Favela & Machery forthcoming). Philosophers invested in the “cognitive neuroscience
revolution” (Boone and Piccinini 2016), however, argue that cognitive neuroscience’ operates upon
a stable concept of neural representation. In their view, cognitive neuroscience provides us with a
concept of neural representations as map- or model- like structures that represent their targets by
resembling them in a particular, structural way. Call these representations neural structural
representations - NSRs for short (see Gladziejewski 2015; 2016; Gladziejewski & Mitkowski 2017;
Williams 2017; Williams and Colling 2017; Wiese 2016, 2017; Morgan & Piccinini 2018; Piccinini
2020a, 2020b, 2022).

Prima Facie, contemporary cognitive neuroscience relies heavily on NSRs. The spatial navigational
skills of rats are explained by appealing to a cognitive map hosted in the rat’s hippocampus (cf.
O’Keefe & Nadel 1978; Moser et al. 2018). Motor control is accounted for in terms of various
models computing and controlling the relevant motor trajectories (Pickering & Clark 2014;
Mcnamee & Wolpert 2019). Moreover, the very same models might underpin social cognition
(Haruno e al. 2003). The “mirror” property of many neurons is increasingly interpreted in terms

! Here,“cognitive neuroscience” and “cognitive science” will refer only to mainstream approaches - that is,

representational and computational - in the respective disciplines. For non-mainstream alternatives, see (Kelso 1995;
p p p p

Chemero 2009; Anderson 2014; Bruineberg & Rietveld 2019; Van der Weel ez a/. 2022).
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of inner models allowing to simulate actions (Kilner ez a/. 2007; Csibra 2008) and emotions
(Rizzolatti & Sinigaglia 2023) offline. Popular neurocomputational frameworks such as predictive
processing cast all brain functions as operations on complex, multifaceted statistical models of the
environment (cf. Buckley ez al. 2017).” More generally, the idea that inner models are the only way
in which an agent can make sense and control the flux of input the environment bombards the
agent with is gaining momentum (Seth 2015; Brette 2019). The cognitive centrality of inner models
is further confirmed by a host of neurorobotic experiments (Tani 2007; 2016) and
neurocomputational models (cf. Ha & Schmidhuber 2018a, 2018b, Poldrack 2020). And so, whilst
such map- and model- like structures are in no way the only type of representational structure
cognitive neuroscientist invoke (cf. Barack & Krakauer 2021; Backer ez a/l. 2022; Frisby et al. 2023),
it is undeniable that they do play a large explanatory role in contemporary cognitive science. For
proponents of the “cognitive neuroscience revolution”, however, NSRs are not “just” important -

they are central to the success of cognitive neuroscience.

This is because supporters of the “cognitive neuroscience revolution” claim that cognitive
neuroscience is deeply committed to a mechanistic explanatory strategy (see Gtadziejewski 2015;
Boone & Piccinini 2016; Williams & Colling 2017; Piccinini 2020a).’ In such a view, to explain
cognitive capacities (and their behavioral manifestations) is to identify and describe the physical
mechanism responsible for such capacities (and behavioral manifestations). Otherwise put: to
explain a cognitive capacity (or a behavioral manifestation thereof) is to identify and describe a set
of organized physical components whose causal interaction constitutes the cognitive capacity in
question (or causes the relevant behavioral manifestation; see Craver 2007; Bechtel 2008).
Crucially, mechanistic explanations are (at least partially) ontic explanations. Their explanantia are
not (only) statements concerning mechanisms, but the act#al mechanisms “in flesh and blood”, so
to speak (cf. Craver 2007, p. 27; Illari 2013).

Now, if the representational, content-based explanations of cognitive (neuro)science are
mechanistic explanations, then it seems that (neural) representations must be real and literal
components of our (neuro)cognitive mechanisms, whose content must literally and really be
causally efficacious within the mechanisms’s inner functional economy. And this entailment is
prima facie highly problematic. For, it is quite natural to think that representational contents are
causally inert. All the heavy causal lifting seems done by the representational vehicles - the physical
structures “doing” the representing by “carrying” the contents around - rather than the contents
themselves (e.g. Egan 2020). So, doesn’t the mechanistic approach to explanation prevent us from
restoring to content-based, representational explanations?

No, it doesn’t - or so the proponents of the cognitive neuroscience revolution claim. For, structural
representations are underpinned by representational vehicles whose physical shape is not just
casually potent, but also semantically relevant. This is because the physical shape of the vehicles,
and the particular way in which they resemble their targets, determines what these vehicles
represent. In the case of NSRs, then, semantic content and vehicular shape are at least largely
overlapping, if not the exact same thing (Williams & Colling 2017; Lee 2019; Piccinini 2022). In

2 Even if Predictive Processing also admits non-representational, “Model free” interpretations (Downey 2018; Facchin
2021a). These interpretations, however, remain fairly unorthodox.
? But see (Silberstein & Chemero 2013; Silberstein 2021) for a diverging opinion.
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this way, semantic contents are able to play an active causal role within our neurocognitive
mechanisms, and are thus able to play a genuine explanatory role in mechanistic explanations (cf.
O’Brien 2015).

But notice how, given that NSRs are bona fide components of neurocognitive mechanisms, they
must be observable and manipulable as any other component of said mechanisms. Proponents of
the neurocognitive revolution agree - either implicitly (see Williams 2017) or explicitly (Piccinini
2020) - that this is the case. This means that, at least when it comes to NSRs, we can circumvent
the seemingly never-ending debate concerning the reality of internal representations (cf. Ramsey
2007; Hutto & Myin 2013; Segundo-Ortin & Hutto 2021; Anderson & Champion 2022). To
determine whether NSRs are real, one just needs to take a peek inside the neurocognitive system
and see whether NSRs - or, more accurately, NSRs-supporting vehicles® - can be found (cf. Bechtel
2008, 2014; Thomson & Piccinini 2018; Piccinini 2020a; Facchin 2021a). For simplicity, let me
refer to NSRs supporting vehicles as NSRVs.

The aim of this paper is to take one such peck. As its title might have revealed, I will argue that no
NSRVs can be observed. My analysis will unfold as follows. (§2) introduces a widely accepted
account of structural representations, focusing on the constraint it places on representational
vehicles. (§3) considers whether neuronal vehicles satisfy these constraints. (§3.1) focuses on
individual neuronal responses. (§3.2) focuses on neuronal maps. (§3.3) focuses on activation
spaces In all these cases, I will argue that the relevant candidate vehicles cannot satisfy the
constraints introduced in (§2). Hence, these vehicles cannot be NSRVs. (§4) anticipates some
objections. (§5) considers the implications of my verdict for cognitive neuroscience, concluding the

paper.

2 - A standard account of (neural) structural representations

Informally described, structural representations are model- or map- like structures which represent
their targets (i.e. what the representation is “aimed at”) by being structurally similar to them.
Cartographic maps are paradigmatic examples of structural representations since they represent a
terrain by replicating the terrain spatial structure with their own spatial structure: if location  is
west of location &, then the map will display the point standing for z left of the point standing for
b. Now, how can this intuitive, but imprecise, idea of a structural representation be made more
rigorous?

Pawet Gladziejewski (2015; 2016) offers a nowadays standardly accepted philosophical analysis of
structural representations:

Within a system S, a vehicle V is the vehicle of a structural representation
of a target T if and only if:

(1) Structural similarity: V is structurally similar to T; &

(2) Action Guidance: The structural similarity in (1) allows V to guide
S’s action in regards to T; &

* This caveat is actually important: NSRs proper are 7elations between neural vehicles and their targets, so they can’t be
observed just by observing neural goings on. At best, then, observing neural goings lets us see one relatum, thatis, the
relevant representational vehicles (the NSRV).
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(3) Decouplability: (2) can obtain even when V is decoupled from T; &
(4) Error Detection: S can detect the representational errors V generates

There is much to say about (1)-(4), both as individually and as a whole. One first important thing
to notice is that they all concern structural representations 7z general - they’re not specific to NSRs.
This is a good thing, as it allows me to explain (1)-(4) in terms of structural representations
everyone is familiar with, such as maps. The step from structural representation in general to NSRs
can then be easily made by placing an appropriate restriction on the physical medium realizing the
vehicles: vehicles must be realized by neurons - or, more precisely, by patterns of neuronal
activities.

Secondly, (1)-(4) all concern the vebicle of a structural representation. Consider, for example, the
physical support underpinning a cartographic map. It is that support - that is, the representational
vehicle - that (1) is structurally similar to the mapped terrain, (2) is used to guide our actions (e.g. in
traversing said terrain), (3) can guide our actions when we’re decoupled from that terrain (e.g.
allowing us to plan the way ahead), and (4) whose usage allows us to detect its eventual
representational errors (e.g. by noticing that it leads us systematically astray). So, (1)-(4) specify the
relevant vehicular features underpinning structural representations. Notice also that, since (1)-(4)
are imposed in conjunction, the vehicles underpinning structural representations must satisfy all of
them. I will now examine each condition in turn, focusing in particular on (1) and (2), as they will
be extremely important throughout the entirety of (§3).

Condition (1) requires the representational vehicle V to be structurally similar to the represented
target T. The relevant structural similarity relation can be unpacked in a number of ways. Like
Gladziejewski, I chose a very liberal unpacking.” Choosing such a liberal unpacking makes (1) easier
to satisfy - and so, NSRVs easier to spot. Thus, this is the relevant charitable interpretation of NSRs
in the present context. In this view:

V is structurally similar to T if and only if:

(a) There is a one-to-one mapping from some vehicle constituents (v,...v,)
of V to some target constituents (t,...t,) of T; &

(b) There is one relation R holding among the vehicle constituents of V
and one relation R* holding among the target constituents of T such that,
for all the vehicle constituents satistying (a): (v,Rv,) — (t,R™t,). (cf.
O’Brien and Opie 2004).

(a) imposes a one-to-one mapping from some relevant physical bits and pieces of the vehicle V (i.e.
vehicle constituents) to some bits and pieces of the target T (i.e. the target constituents). I won’t
pose any restriction on what may count as a vehicle constituent - everything may be vehicle
constituent, provided that it is a material constituent of a vehicle. For the sake of simplicity,
however, I won’t consider here arbitrary, gendermarried or otherwise “unnatural” way of carving
up vehicles: whilst “unnatural” mappings alway allow to find a structural similarity (cf. McLendon
1955), it is very doubtful our neurocognitive systems care about them - they won’t be, as Shea
(2018) usefully puts it, exploitable by our neurocognitive system. Also, again for the sake of

’ For less liberal views, see (Swoyer 1991; Isaac 2013)
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simplicity, I'll always assume that the mapping in (a) is “subscript preserving”: v, maps onto t,, v,
maps onto ty, ... and v, maps onto t,,.

(b) forces V and T to share the same inner relational structure: if a relevant relation R holds
between v, and vy, then a relevant relation R *holds between t, and t,. Notice that (b) mentions one
relation in V and one in T. So, in order for (b) to obtain the relations preserved by the mapping in
(a) needs to be constant on both sides of the mapping. By this I do #zot mean that R and R * must be
the same relation.® I mean something different - namely that the relation at one side of the
similarity cannot “switch”. Thus, if (v,Rv,) — (t,R*t,) but (v.Rv,) — (t.R*ty), then (b) fails to
obtain. Imagine a map representing the distance between some cities in a region in terms of
distances between them, and also the distances between other cities in the same region only in
terms of the colors used to represent the cities (e.g. cities represented in darker colors are further
apart than cities represented in /lighter colors). Such a map would not count as a structural
representation according to Gladziejewski’s analysis (and it would also be re4/ly hard to use).

Crucially, conditions (a) and (b) determine the relevant semantic properties of structural
representations. They determine what a vehicle V represents.” In structural representations, v,
represents t,, and the fact that v,Rvy represents that tR "t (e.g. Shea 2018). Thus (a) and (b) - that is,
(1) - are the reasons why the physical shape of the representational vehicles of structural

representations are imbued with their semantic properties (Williams and Colling 2017).

Notice how (1) entails that structural representations have a specific form of semantic transparency.
Since the mapping in (a) is one-to-one and (b) operates only on oze relation for V and one relation
for T, then it is always possible to interpret all the “v,Rv,” univocally and transparently: v,Rv, can
only represent t,R *t,. Notice that since structural representations are transparent, their content is
neither disjunctive nor indeterminate: v Rv, represents that - and only that - t,R™t,. Were it to
represent something disjunctive or indeterminate - say, something like (t,R *t, 07 t,R™t,) or (t,R *t, 07
t,R**t,) - then either (a) or (b) (and so, (1)) would fail to obtain.

Notice further that the fact that the obtaining of (1) determines the semantic properties of
structural representations does not entail that (1) is the content-grounding relation in virtue of
which V is a representation of T (cf. Von Eckart 1996). The structural similarity in (1) zeed not be
what “makes” a vehicle contentful; it need not be the factor in virtue of which a vehicle comes to
represent a target and thus have a content - even if, according to some, it may (see Cummins 1996;
Lee 2018, 2021). V may come to represent T for different reasons - for example, in virtue of its
informational linkage with T or its proper functions in regard to T (Ramsey 2016; Neander 2017;
Wiese 2017; Piccinini 2020a, b, 2022). The structural similarity in (1) zecessarily determines only
how T is represented. That is, if v,Rv, is part of that similarity, then T is represented as being such
that t,R™, is the case. Compare: whilst the way in which a map represents a territory is set by the
way the two are structurally similar - that it, the relevant structural similarity in (1) - presumably the
map does not represent the territory 7z virtue of that structural similarity, but rather in virtue of

¢ Even if it is possible that R=R *- after all, when cartographic maps are involved, spatial relations are preserved on both
sides of the mapping.

7 Or, minimally, some of the relevant semantic properties of structural representations - other ingredients may be
necessary to account for all the semantic properties of structural representations. To give but one example Shea (2018)
argues a teleological component is needed to.
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certain map-involving social practices. At any rate here I will stay neutral on whether (1) is the
content grounding relation of NSRs, and determining such an issue has no bearing on my
arguments.

Condition (2) is satisfied when the structural similarity in (1) guides the actions of a system S that
are “aimed at” T. When this happens, $’s odds of success are sensitive to the guality of the similarity
holding between V and T (see Shea 2018, p.142). The more V structurally resembles T, the higher
§’s odds of non-accidental success; and, the lower the quality of the resemblance, the lower S’s
odds. Ceteris pczrz'bmg, the better the map resembles the terrain, the more one is able to traverse it.
The worse their resemblance, the more one is likely to get lost.

Notice that satistying (2) entails that content is causally potent. For, intervention on the structural
similarity in (1) just are interventions on what V represents - that is, its conzents. But, as seen above,
these interventions also modify the agent’s odds of success: the better the similarity, the better the
agent’s odds. This is enough to make V’s content causally potent under an interventionist notion
of causality (Gladziejewski & Mitkowski 2017): changes in V’s contents cause an agent to be more
likely to non-accidentally succeed or fail.

Here, I wish to highlight two ways in which the structural similarity between V and T can be
worsened - and so, two ways to non-accidentally decrease an agent’s odds of success. First, the
similarity can be worsened because single vehicle constituents of V map onto many target
constituents of T. This is one way to violate (a). I will call it an (@)-violation. Secondly, the similarity
between V and T may be degraded because two constituents of V display the corresponding
constituent of T as being in a relation that does not in fact hold. This is one way of violating (b) -
and Iwill call it a (b)-violation. Resorting to the map example may help clarify both cases. When an
(a)-violation occurs, one bit of the map “stands for” multiple bits of the terrain - like a dot on a
map representing both Paris and Rome. When a (b)-violation occurs, the map inaccurately displays
the terrain by displaying certain parts of it being in a relation that does not in fact hold between
them - like a map displaying Rome north of Paris. There are of course further ways in which the
structural similarity between V and T may be worsened: (a) and (b) can be violated in many other
ways. But my arguments won’t hinge on these violations, so I won’t discuss them.

Point (3) mentions decouplability. Decouplability is an essential feature of all representations,
which captures the idea that representations represent their target even when their target is not
causally affecting them or the agents relying on them (cf. Orlandi 2020). A map can be used even
when the mapped terrain is not causally interacting with the map or its user: for example, a map of
Tokyo represents Tokyo even if it, and its user, are located in Buenos Aires. Minimally, then,
decouplability can be unpacked as follows: V is decoupled from T when T is not causally
influencing V - for example, by causing its tokening (cf. Gladziejewski 2015; 2016). Notice,
however, that (3) requires something more than decouplability thus spelled: it requires decouplable
representations to still play the action guiding role specified by (2) when decoupled. So, for a map
of Tokyo to fully satisfy (3) it is not enough that it continues to represent Tokyo while located in
Buenos Aires. It must also perform its action guiding duties while in Buenos Aires - for example, by

8 This Ceteris paribus clause is meant to exclude cases in which excessive degrees of similarity stand in the way of
representational usage, as in the case of an hypothetical map in 1:1 scale.
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allowing the map user to plan her trip to Tokyo in a way such that the plan’s odds of
non-accidental success depend on the degree of similarity holding between the map and Tokyo.

Lastly, (4) is entailed by (2): if V guides S’s actions in regards to T as required by (2), then the
degree of similarity between V and T is reflected in S’s odds of success. Hence non-accidental
behavioral successes can act as reliable (through defeasible) indicators of representational accuracy:
pragmatic successes indicate representational successes, and pragmatic failures indicate
representational failures - thereby allowing the detection of representational errors. (cf.
Gtladziejewski 2015; 2016, see also Bielecka and Mitkowski 2020 for further elaboration).

Summing up: structural representations are representational vehicles (1) structurally similar to a
target, (2) whose structural similarity guides an agent’s action aimed at that target, (3) that can do
so even when decoupled from their target and (4) that allow their user to determine their
representational accuracy via the success-rate of the actions they guide. NSRs are just structural
representations realized in the neural medium. Thus, if they are present, we should be able to
observe NSRVs: neural vehicles satisfying (1)-(4).

But, does our neuronal activity really realize such vehicles? I think the existing neuroscientific data
motivate a negative answer.

3 - Are bona fide neural vebicles vebicles of neural structural representations?

To determine whether neural vehicles satisfy (1)-(4), one must first determine what neural vehicles
are. Here, I take neural vehicles to be neuronal responses, which I analyze at three distinct
spatiotemporal levels: the level of individual neuronal responses (§3.1), the level of neural maps
(§3.2), and the level of entire activation spaces (§3.3). In all cases I claim that they do not, and,
indeed, cannot, satisty (1)-(4).

What justifies this focus? Bluntly, the fact that neuronal responses are most often considered the
relevant representational vehicles upon which neurocognitive processes operate (see, for example,
Friston 2005; Mesualm 2008; Backer e al. 2022; Frisby ez al. 2023). They’re the vehicles cognitive
neuroscience focuses on the most - the ones that are most central to its explanatory practices.
However, it should be noted that neuronal responses are not the only representational vehicles
cognitive neuroscience deals with. So, I will briefly consider some other alternative neural vehicles,
claiming that they do not qualify NSRVs either (§3.4). A brief summary of the entire discussion
will then close this whole section (§3.5).

3.1 - Individual neuronal responses are not vebicles of neural structural representations

Individual neurons respond to stimuli selectively: different stimuli elicit different responses.
Typically, neurons have one preferred stimulus, which elicit the strongest response. Preferred
stimuli vary depending from neuron to neuron, reflecting their specialized roles. For example,
neurons in the primary visual cortices respond to simple visual stimuli like oriented bars (cf. Hubel

? At least, in sufficiently complex systems: we surely could design a robot whose central control system allows the
tokening of states satisfying (1)-(3) but not (4). However, since the paper focuses on brains (and brains are arguably
sufficiently complex) I will somewhat critically take (2) to entail (4).
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& Wiesel 1968). Neurons in hierarchically higher layers of the visual cortex respond to more
complex stimuli - for example, neurons in area MT respond to movement directions (cf. De
Angelis & Newsome 1999). Neurons further away from sensory areas respond to even more
complex stimuli (or features thereof): the parietal cortex houses neurons responding to specific
quantities (Nieder az al. 2006), the inferior premotor areas of the frontal cortex house neurons that
respond to specific actions (Kohler ez 4/. 2002) and, apparently, there are even neurons in the
inferior temporal cortex preferring specific individuals (Quiroga ez «/ 2005). Thus, individual
neurons have preferred stimuli of different sorts, which they are often said to represent. But are
these representations NSRs? Are they underpinned by NSRVs?

It is a bit hard to provide a direct answer to these questions. Sure, NSRVs should be observable and
manipulable as any other component of a mechanism - but this time it is a bit unclear what we
should be looking at (or thinking with) exactly. For, “individual neuronal response” can be read in
at least three different ways: (i) as designating individual spikes (i.e. single neuronal discharges), (ii)
as designating spike trains (i.e. sequence of discharges) and (iii) as designating a neuron’s firing rate
compared to a baseline. Options (i)-(iii) all pick up a bona fide representational vehicle supporting a
specific representational scheme (see, for example, Dayan and Abbott 2005; Brette 2015). Thus,
the claim that individual neuronal responses are NSRVs can be read in at least three different ways.
As a consequence, it is not immediately clear what sort of observations and manipulations would
support it."

Now, whilst interpretations (i)-(iii) are all possible, I want to suggest that they all face certain
important challenges, whose collective weight seems enough to reject the idea that individual
neuronal responses may qualify asNSRVs under any interpretation.

First, it is very hard to see how an individual neuronal response could structurally resemble its
target - be it an oriented bar or an individual person. This is because it is very hard to see how the
vehicle (i.e. the individual response, however interpreted) could be non-arbitrarily decomposed into
vehicle constituents as requested by (a). It is not at all clear what could count as a vehicle
constituent of a single neuronal response: a “part” of a spike, an individual spike (or sequence of
spikes) in a spike train, part of the voltage emitted, a fraction of the firing rate, part of the
neurotransmitters emitted, or something else entirely? All these options pick up certain bona fide
parts of a single neuronal response. Yet, there seems to be no privileged way to choose between
them (cf. Maley 2023): the choice of vehicle constituents seems entirely arbitrary. This is a serious
problem when it comes to satisfying (1). Of course, I don’t want to deny that we may discover that
there are functionally relevant, non-arbitrary ways to decompose individual neuronal responses.
But we’ve not discovered them yet. So, even supposing that one such partition exists (which is
something my dialectical adversaries should argue for!) we’ve not yet observed the relevant NSRVs,
for we simply do not know what that partition is. Moreover, even if a privileged, non-arbitrary way
to identify vehicle-constituents in individual neuronal responses were to be found, we still would
have to specify what sort of relevant relation holding amongst the vehicle-constituents as specified
by (b). A task as daunting as the previous one.

% Notice that the claims that neuronal maps and activations spaces are vehicles of NSRs are not similarly ambiguous:
both claims express a form of population coding, which is a special case of rate coding. No interpretation of these
claims in terms of single spike trains (or single spikes) is possible.
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Secondly but not least importantly, such tasks are not just daunting. They are also entirely
unmotivated - at least insofar the explanatory practices of present day cognitive neuroscience go.
For, whilst contemporary cognitive neuroscientists typically assume that individual neuronal
responses represent individual targets, they do #oz claim that specific parts of neuronal responses
represent specific parts of the target, nor do they claim that relations between parts of neuronal
responses represent relations between parts of the target. But that’s exactly the way in which
structural representations represent. Moreover, I suspect that claims such as “The first spike of the
spike train represents the leftmost bit of the oriented bar” or “the fact that spike v, preceded spike
v, represents the fact that a part t, of the oriented bar is left of a part t, of the same bar” would be
considered not just unjustified, but entirely exotic by the majority of cognitive neuroscientists. So
exotic, indeed, to be a bona fide reductio of the idea that individual neuronal responses are NSRVs. M

Summing up: the claim that individual responses are NSRvs is hard to “cash out”, it yields
extremely exotic conclusions and it is entirely unjustified by the current practice of cognitive
neuroscience. Individual neuronal responses are in fact typically described as “indicator” or
“detector” representations (cf. Ramsey 2003; Williams & Colling 2017; Gtladziejewski &
Mitkowski 2017; Backer et al. 2022)."* On this view, the firing of a neuron does not provide an
inner model of a target which replicates the target’s inner structure. Rather, the firing of a neuron
simply signals the presence of the target at the time of firing. So, the actual practice of cognitive
neuroscience - that is, the observations and manipulations that cognitive scientists actually carry
out - does not suggest or motivate the claim that individual neuronal responses are NSRVs. If
anything, individual neuronal responses are said to be the vebicle constituents of individual
structural representations (cf. Williams & Colling 2017; Gladziejewski & Mitkowski 2017) - a view
whose two different popular incarnations will be discussed in (§§ 3.2 and 3.3)

Before doing so, however, I wish to discuss an increasingly popular line of argument that
purportedly demonstrates that individual neuronal responses are NSRs precisely because they are
indicators. To anticipate: I will claim that indicators cannot be structural representations, as
indicators can never satisty (2) and (3) in conjunction. To keep things in good order, I'll do so in a
separate subsection. Readers more interested in hands-down philosophy of neuroscience might
wish to skip to (§3.2). Readers more interested in the “indicators vs structural representations”
debate are instead encouraged to read on.

3.1.1 - Why indicators cannot be structural representations (and individual neuronal
responses can’t be neural structural representations)

According to some, indication is a special case of structural similarity (Nirshberg & Shapiro 2020)
and indicators are a special case of structural representations (Morgan 2014; Facchin 2021b).
Consequently, nenral indicators are a special case of NSRs. Were this line of argument correct, the
fact that we have observed individual neuronal responses (in one of the readings of the term) being

"' One could still argue that individual neuronal responses represent what they represent because they are part of a larger
structural representation. Notice, however, that, in such a case, individual neuronal responses would not be NSRVs,
but only vebicle constituents of a larger NSRV. At any rate, §§ 3.2-3.4 will consider putatively larger vehicles,
concluding that they don’t qualify as NSRVs either.

' Piccinini (2020a) might, under a certain reading, be an exception - but he really seems more concerned with
populations of neurons rather than individual neurons. I will thus deal with his view in (§3.2).
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indicators is sufficient to establish the fact that we have observed individual neuronal responses

being NSRVs.

The argument claiming that indicators are a special case of structural representations goes roughly
as follows. First, notice that there is a one-to-one correspondence between indicator states and
indicated target: for example, each possible height of a thermometer’s mercury ball maps onto one
temperature. Thus, (a) obtains. Notice that there is always a (indicator specific) relation such that
(b) obtains: if the mercury bar height v, is bigher than v, (i.e. v,Rv,) then the temperature t, is hotter
than t, (ie. tR*t,). Minimally - and most essentially, as Facchin (2021b) points out - temporal
relations between corresponding indicator and target states must satisty (b): if v, is present n seconds
after v, (i.e. v,Rvy), then the temperature t, followed v, after n seconds (i.c. t,Rt,); else, the device
would not be indicating the temperature in the first place. Thus, all indicators satisfy (1). They also
satisfy (2): if a system relies on indicators to organize its behavior, then the better its indicators
indicate, the better the system’s odds. But, since indication just is a structural similarity, the better
the structural similarity, the better the odds - exactly as (2) requires. What, then, about (3) and (4)?
Here, there seems to be no common argument. Morgan (2014) does not discuss them, and Facchin
(2021b) only presents certain examples suggesting that some (fairly complex) indicators can satisfy
them. Are individual neuronal responses amongst these indicators?

No, they are not. They fail to satisfy both (3) and (4). Consider (4) first, as it poses the smallest
problem. As noted above (§2), (4) is entailed by (2): if V guides S’s actions about T, then the failure
(or success) of these actions indicates whether V is an accurate representation of T. Yet, many
indicators - especially these in the primary sensory or motor cortices - do not indicate the targets of
our actions. For example we rarely (if ever) act on straight bars and the other stimuli the neurons in
our primary visual cortex indicate (cf. Hubel & Wiesel 1968). So, these neurons - or better, their
responses - fail to satisfy (4). So, it can immediately be concluded that at least some individual
neuronal states are indicators but not NSRs. One, however, could perhaps solve this problem
noticing that whilst what these indicators indicate is not the target of our actions, it is nevertheless
part of the targets of our actions, in a way that coil allow us to assess the semantic status of these
receptors too (thanks to XYZ for having noticed this). So, the problem with (4) is not fatal - or at
least, not fatal as I'd like it to be.

Luckily for me, the problem with (3) has the desired dose of theoretical lethality. Could a neural
indicator state be used offline - in a way that is decoupled from its target? The answer seems
positive: we have compelling evidence that “offline” and “online” cognition rely on the same
neuronal resources (e.g. Albers er al. 2013). If those resources include individual neuronal
responses (and they do) and these responses are due to indicators (and they are), then indicators are
used “offline”, in absence of the causal touch of the represented target. But if so, then (2) actually
fails to obtain. To see why this is the case, recall, as Facchin (2022b) stressed, that the
indicator-target structural similarity is essentially based upon certain zemporal relations holding
amongst indicator states and target states. If v, follows v, after n seconds (i.e. v.Rv,), then t, follows t,
after n seconds (i.e. tRt,) - else, V would simply fail to indicate T. But when V is used offline, in a
decoupled manner, the temporal succession of indicator states and the temporal succession of
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indicated states must diverge - else, V would simply be indicating T online.”” Thus, when an
indicator V is used offline, if (v,Rvy), then not (t,Rt,). But this is just a (b)-violation of the relevant
structural similarity: to use V offline, one represents certain relevant states of T in temporal
relations that in fact do not hold amongst them. If (2) were the case, that (b)-violation would
hinder §’s behavior, making S more likely to non-accidentally fail. But that’s not the case. For, the
ability to re-use one’s neuronal resources to cognize offline has clearly a high adaptive value. It
allows an agent to test behavioral strategies offline, without suffering the consequences of real,
“online” failure (cf. Dennett 1996). It also allows an agent to anticipate various environmental
challenges, so as to take action before the nefarious consequences of such challenges unfold (cf.
Pezzulo 2008). So, the offline usage of indicators leads the agent to more frequently and more
robustly achieve behavioral successes, it 7ncreases the subject’s odds of success. Thus, if (3) obtains,
then (2) fails to obtain. And vice versa: when (for all indicator and target states) v,, follows v, after 7
seconds and t, follows t, after z seconds, (2) obtains, but, as seen above, the indicator is not
decoupled. So, when (2) obtains (3) fails to obtain. In summary: for all neural indicators (2) and (3)
never obtain together - and so neural indicators are not NSRs. Worse still, the argument can be
easily generalized to «// indicators: hence - pace (Morgan 2014; Facchin 2021b) - zo indicator

qualifies as a structural representation.

Whilst the two arguments provided above are already sufficient to conclude that neural indicators
are not NSRs (and, more generally, that indicators are not structural representations), I wish to
point out a further problem in (Morgan 2014; Nirshberg & Shapiro 2020; Facchin 2021b). Thus
far, I've conceded that these arguments are sufficient to show that indicators satisty (1) and (2).
Now, I wish to point out that (at least in this context) they do not actually show that (1) and (2)
obtain. More precisely, I want to claim that these arguments do not show that individual neuronal
responses (under any interpretation (i)-(iii)) are structurally similar to their targets; let alone that
that structural similarity plays a relevant action guiding role. For, the structural similarity these
arguments individuate is built around numerous individual indicator states and certain relations
holding amongst them. So, these arguments do not show that individual indicator states are
structurally similar to the targets they individually indicate. These arguments only show that an
indicator’s entire range of states is structurally similar to the indicator’s 7ange of targets. Applied to
neurons, then, these arguments do 7ot show that individual neuronal responses are structurally
similar to their targets; only that a neuron’s response proﬁle14 is structurally similar to the entire

range of stimuli eliciting an activation of that neuron.

Here’s another way to make the same point: consider how Morgan (2014) Nirshberg & Shapiro
(2020) and Facchin (2021b) claim that the conditional in (b) (i.e. (v,Rv,) — (t,R*t,)) does in fact

" The reason for this is simple: if v, follows v, after 7 seconds and t, follows t, after  seconds, then v, and t, are
co-occurring and so V is actually just indicating the state of T. A toy example to ease the understanding of this point:
Suppose I have a “Jennifer Anyston” neuron (Quiroga ez a/. 2005), that is, a neuron in the task of indicating the
presence of Jenifer Anyston. Suppose I detected Jennifer Anyston at t;, and call the activated state of my detector v,.
Now, let some time pass, and suppose my Jennifer Anyston detector re-activates, entering a detector state vy at time t,.
Let R be the temporal relation between v, and v,; e.g. v, is followed by v, after » minutes. So, v,Rv, holds. Does t,Rt,
hold too? If so Jenifer Anyston was actually present 7 minutes after I first detected her. So, the second detector state v,
is clearly ot decoupled from Jenifer Aniston - I’'m actually detecting her at t, too! So, in order for v, to be used offline,
it must be the case that ’'m not actually detecting Jennifer Anyston, and so t,Rt, must fail to hold.

>«

' Or - to anticipate a theme from (§3.3) - a neuron’s “activation space”
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hold. They claim they hold, for example, because in indicators, if v, follows vy, after n seconds (i.e.
v,Rvy), then t, follows t, after n seconds (i.e. t,Rt,). Now, whilst this claim is true, they are quite
obviously treating individual indicator states as vebicle constituents, rather than vehicles. Applied to
neurons, this means that they are not treating individual neuronal states as vehicles, but only as
vehicle constituents. But what is at stake in this paper is whether individual neuronal responses are
NSRVs, not whether they are vehicle constituents of larger NSRV.

So, whilst the arguments by Morgan (2014) Nirshberg & Shapiro (2020) and Facchin (2021b) do
show that indicators and their targets are structurally similar (in a quite specific sense), using their
arguments to claim that individual neuronal responses are structurally similar to their targets is, if
not an entirely unwarranted move, at least a move that “smuggles in” a significant change in the
focus of the analysis. And, at any rate, the argument they offer prevents individual neural responses
from being NSRVs: they are, at best, vehicle constituents.”

So much so for the idea that individual neuronal responses may qualify as NSRVs. But about other
bona fide neural vehicles?

3.2 - Neural maps

Above, I've argued that individual neuronal responses are not NSRVs. But what about the
responses of multiple neurons?

Piccinini (2020a), argues at length that various types of cortical maps - including the retinotopic
map in the primary visual cortex and the motor and sensory homunculi - qualify as NSRVs. Ramsey
(2016), Shea (2018) and Gtadziejewski & Mitkowski (2017) all claim that certain neurons in the
hippocampus of rats are connected in a map-like way, so as to structurally represent the rat’s
environment.' So, many authors suggest that the real NSRVs are responses of multiple neurons
organized in a map-like way.

These arguments can call upon a wealth of well-known neurophysiological and neuropsychological
data. For example, Piccinini (2020a, p. 271) stresses the retinotopic organization of the primary
visual cortices (V1), nicely displayed in figure 1:

See figure here:
https://encrypted-tbn0.gstatic.com/images?q=tbn: ANd9GcR SkGDrucy_wKrm9Go]6xBUOH1f
ZMrif AYChg&usqp=CAU
Caption - Figure 1: Cortical topography of V1: the spatial structure of the stimulus (left) is
mirrored - in a systematically distorted fashion - by V1 neurons (right). The same topological
structure, however, is instantiated in both. [source: The development of topography in the visual
cortex: a review of models. N. Swindale - PERMISSIONS STILL TO BE ASKED]

" This isn’t however, to deny that the arguments by Morgan, Nirshberg & Shapiro and Facchin show something
important; namely that both indicator and structural representations are 2zalog in an important sense of the term, and
thus that both indicator and structural representations are analog representations in one relevant sense of the term (cf.
Maley 2021a; Lee ez al. 2022 for further discussion).

' See (Thomson and Piccinini 2018; Bechtel 2008; 2014) for a non NSRs-centric representational account of these
neural structures.
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The neurons constituting V1 them are spatially organized so as to replicate (a tweaked version of)
the spatial structure of the original visual stimulus (cf. Tootell ez 4/. 1988). If neuron v, is left of
neuron vy, then t, (i.e. whatever v, is responding to) is left of t,. This is a clear structural similarity
tying together the neural map and its representational target. Further, Piccinini stresses that the
columnar organization of V1 contains many “smaller scale” cortical maps representing significant

properties:

“V1 contains multiple fine-grained topographically organized feature maps
of such properties embedded in the larger-scale retinotopic representation
of space. For instance, those neurons selective for horizontally oriented
bars tend to cluster together in cortical columns in V1, and nearby
columns contain neurons that are tuned to similar orientations” (Piccinini
2020a, p. 272).

So, if column v, is close to column v, then t, is similar to t,. Similar “smaller scale” maps are found
in many neural areas. For example the neurons area MT (a further visual area particularly sensitive
to movement) are arranged so as to compose a “movement map”. Neurons that prefer similar
direction of motion cluster into columns, and columns are spatially organized so that spatially close
columns prefer similar movements (cf. De Angelis & Newsome 1999). The closer two columns (or
two neurons) are, the more similar the velocities they respond: if v, is close to vy, then t, is similar to
tp. More intuitively strikingly still, there are the cortical “homunculi” and “simunculi” drawn by
Penfied and Woolsey (cf. Penfield and Brodley 1937; Woolsey ez al. 1952). It’s hard to look at them
without noticing how nicely the spatial organization of these neurons “recapitulates” the spatial
organization of bodily parts - for one example, see figure 2.
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Caption - Figure 2: The sensory homunculus. Note how the spatial relations between the cortical
areas “mirror” the spatial relations between the represented body parts Source: Wikimedia
Commons (https://commons.wikimedia.org/wiki/File:Sensory_Homunculus-en.svg).

Notice how easily the relevant structural similarity can be seez in figure 1 and figure 2. Isn’it
simply obvious that these structures are structurally similar to their target, in a way that clearly
satisfies (1)?

Whilst these structures obviously seem structurally similar to their targets, it is not at all obvious
that they are - or so I will later argue. But before doing so, I wish to notice that even if such
similarities were present, the fact that their presence is obvious z0 #s does not entail their presence is

at all obvious to our neurocognitive mechanisms - indeed, it seems that our neurocognitive
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mechanisms are blind such similarities in the execution of their tasks. And, for this reason, these
similarities fail to satisfy (2). Consider, for example, the somatotopic organization of the cortical
homunculi - and the structural similarity it underpins. Does the somatotopic spatial arrangement
of these neurons guide our actions as required by (2)? Prima facie, the answer is negative.
Imaginary interventions that modify oz/y the somatotopic organization of the homunculi (i.e. the
relative spatial locations of the neurons constituting it) do not seem to have any effect on our
behavior. After all, if they modify on/y the somatotopic organization of these neurons, they leave
intact their input-output profile and mutual connections, allowing the homunculus they
constitute to contribute to an agent’s behavior i the same way in which a somatotopically
non-modified homunculus would. Changes in the somatotopicity of homunculi - and the
structural similarity they underpin - do neither increase nor decrease the agent's chance of success.
So, (2) fails to obtain.

One could object that similar though experiments are ill-suited to determine whether (2) obtains or
not. Looking at some real experiments, however, yields the same verdict. Consider, for example, the
data collected by Hartmann et al. (2016)."” Simplifying to the extreme, they equipped rats with
prosthesis enabling them to perceive and respond to infrared lights. The prosthesis were “caps” of
infrared sensors (allowing for a 360° panoramic infrared vision) that communicated with the rat’s
“sensory homunculus” (i.e. their primary somatosensory cortices). Crucially, they could do soina
way that either respected or flouted (to various degree) the homunculus’s somatotopic organization
- e.g. the front-facing infrared sensor could be connected with the head of the rat’s homunculus
(respecting somatotopicity) or with its rear or side (flouting somatotopicity). Now, Hartmann and
colleagues report that all rats managed to achieve a high success rate in the experimental task
(infrared light discrimination), regardless of the degree of somatotopicity of their prosthesis. Sure,
the better the somatotopicity, the faster behavioral success came. But, eventually, even rats
equipped with “non-somatotopic” prosthesis were eventually able to perform at the level of rats
equipped with “somatotopic” prosthesis. This clearly violates (2), according to which the degree of
somatotopicity should be reflected in higher or lower odds of behavioral success.

Now, one could object that these data are less clear cut that ’'m making them appear - after all, rats
with “non-somatotopic” prosthesis learned how to face the experimental task more slowly than rats
with “somatotopic” prosthesis, and this might be counted as one way in which degrees of
somatotopicity influence the agent’s odds of non-accidental success during the learning phase. I'm
not persuaded that this is the case (why should the degree of somatotopicity matter only during the
learning phase of a task?) - but even if it were the case, other experimental data on homunculi can be
marshaled to support my conclusion. For example, Chakrabarty & Martin (2000) have found that,
during postnatal development of the primary motor cortex (i.e. the motor homunculus) the
number of sites representing more than one limb zncreases. This suggests that such “multi target”
sites are needed to effectively control movements - something that improves during postnatal
development. And yet, “multi target” neurons clearly degrade the structural similarity in (1), as
they are a case of an (a)-violation (cf §2)." So, a worsening of the structural similarity correlates

" Though it should be noted that the experimental interventions in (Hartmann ez a/. 2016) are not interventions only
on somatotopicity, as they always also change the artificial sensors from which neurons receive inputs. Here, I will
ignore this complication for the sake of simplicity.

'* More on this point below.
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with an increase of performance, blatantly violating (2). Martin ef a/ (2005) present similar data,
suggesting that increases in “multi target” neurons are positively correlated with increases of motor
expertise.”

The evidence above gestures towards a point that can perhaps be less messily expressed (and
generalized beyond homunculi) as follows. The structural similarity of cortical maps is based on
certain spatial relations holding amongst the map’s constituents - that is, spatial relation between
neurons. Now, according to a standard neuroscientific picture, neurons and neural maps
contribute to an agent’s behavior in virtue of their information-signaling properties; roughly, their
input-output behavior. Their input output behavior is determined by a number of features,
including a neuron’s sensitivity to stimuli, their baseline firing rate, the connections they have with
other neurons and the nature of such connections (excitatory or inhibitory) and other features.
Spatial features, however, do not influence their input-output behavior. So, they don’t contribute
to an agent’s behavior. Hence they can be varied ad libitum, creating arbitrarily large (b)-violations,
without influencing an agent’s behavior and its odds of success. And this, of course, means that

they do not play the action guiding role required by (2).

Notice that I'm 7ot claiming that the topographic organization of cortical maps does not play any
relevant functional role. Not all functional roles of neuronal structures must be representational or
cognitive (Haueis 2018). Perhaps the topographic organization of cortical areas minimizes wiring,
speeding up neural signaling (cf. Blauch ez al. 2022).* Maybe it reduces metabolic costs (cf.
Sterling and Laughlin 2015). Or perhaps it is just a side effect of certain relevant evolutionary or
developmental constraints - or maybe it is due to all three, and perhaps even more, factors
simultaneously (Cf. Graziano & Aflalo 2007, p. 239). 'm not denying these (or similar) claims. ’'m
only denying that the topological organization plays the representational role (2) captures. This is
entirely compatible with it playing ozher biological - or even cognitive - roles (cf. Graziano 2011). To
deny a car’s brakes makes it accelerate is not to say brakes are useless!

One could retort that the argument above is not fully general. In the case of the spatial map in the
rat hippocampus, for example, what matters are not the spatial relations amongst neurons, but
rather the relation of inducing activation. If neuron v, tends to induce the activation of v, then t, is
close in space to t, (cf. Moser et /. 2008). But this relation is a functional relation, the changing of
which changes the way in which inputs are turned into outputs. Hence (2) seems to obtain, and
the argument provided above does not apply. And, perhaps, some similar functional relation might
similarly rescue the neural maps discussed above. For example, the motor homunculus might not
underpin a NSR of our body, but rather a NSR of our action (cf. Graziano 2016). If that were the
case, my focus on somatotopicity might just have distracted from some other functionally relevant
structural similarity.

Y One could object that motor homunculus is not a good example, because it is not at all clear how the primary motor
cortex represents our body and its movements (cf. Thomson and Piccinini 2018; Piccinini 2020a). This, however, is
more a problem for the defender of NSRs than for me: how can we claim that the motor homunculus is a NSR if we
do not know what it is structurally similar to?

20 Though others suggest that wiring length minimization does not strongly correlate with topographic organization
(cf Yarrow et al. 2014).
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Even if that were the case, however, there would still be a significant problem. In general, neurons
(including the neurons of cortical maps) do not respond to just one stimulus. Sure, they respond
most strongly to their preferred stimuli, but it makes sense to say that neurons have preferred
stimuli only because they respond to many different stimuli. Moreover, the response profile of
neurons is typically influenced by multiple parameters of a stimulus. For example, MT neurons are
not just sensitive to motion direction, but also the retinal position of the stimulus, its size, the speed
of motion and its binocular disparity (Born and Bradley 2005, P. 164). Hippocampal place cells do
not respond ozly to place, but also to odors, tactile inputs, recognizable chunks of experiences, and
the relative timing of certain events (Wood et al. 1999, 2000; Itskover /. 2011; Kraus et al. 2013;
Sun et al. 2020). Even the neuronal cells constituting the “cortical homunculi”, probably the most
well known and the most intuitively compelling NSRs, do not always code for single bodily parts
(see Penfield and Brodley 1937; Penfield and Rasmussen 1957; Woolsey er al. 1952; Kwan et al.
1978; Wasserman e al. 1992; Schieber 2001; Aflalo & Graziano 2006). Indeed, some neurons of
the “motor homunculus” appear to code (and control) complex whole-body configurations, in a
way that clearly stands in the way of (1) (Gordon et al. 2022): if these neurons are
vehicle-constituents of the NSRV representing our whole body, they can’ be representing our
whole body without violating (1)! All these are significant and systematic (a)-violations of the
relevant structural similarity. So, in general, the neat one-to-one mapping from discrete and
well-identified “bits” of the neural map to discrete and well-identified bits of the world is a huge
idealization of the neurobiological reality.” As far as neuroscience shows us, (a)-violations are the
rule, not the exception, in cortical maps. So it seems that, as a general rule, (a) fails to obtain. 4
fortiori, (1) does not obtain too.”

One could claim that these data pose no threat to (1), as they only show that NSR are much
messier than textbook philosophical examples lead us to suppose (thanks to XYS for this
objection). But these data do not “just” complicate the picture. They complicate the picture in a
way that directly threatens the obtaining of (1) by showing that the relevant vehicle constituents do
not map onto target constituents in the desired manner. They don ¥ show that (1) obtains, butin a
much messier manner than textbook examples indicate. They show that (1) does not obtain.

One could further claim that these data pose no threat to (1) because structural similarities between
vehicles and targets need not be perfectly accurate nor total. Imperfect, partial, distortive
similarities are sufficient to satisty (1) too (cf. Williams and Colling 2017; Shea 2018, pp. 140-142).
And indeed, sometimes distortive similarities might be more functional than non-distortive ones:
think the way in which maps of underground metros are way more readable when they do not
display the actual distance holding between the various metro stations. I think this is an important
claim that gets something importantly right.. However, I still think that, in the present context, it is

insufficient to rescue (1).

2 Penfield was explicit on this point. He considered his homunculus as “a cartoon of representation in which scientific
accuracy is impossible” intended to be used as an “aid to memory” (both quotes from Penfield and Rasmussen 1950,
p.56)

2 As an aside, notice that the same state of affairs prevents us from considering these neurons and neuronal regions
indicators in any straightforward and intuitive way.
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For, appealing to approximate similarities allows (1) to tolerate Jocal (a)-violations and/or
(b)-violations, global (a)- and/or (b)-violations can’t be tolerated. A map can tolerate a (a)-violation
(e.g. representing Rome and Paris with a single point) only if it correctly represents other places
(e.g. because it represents Lyon and Florence as two distinct points, the former north of the latter).
Else, it ceases to be a map in any recognizable sense. And the same goes for (b)-violation. Thus, (a)-
and (b)-violations cannot be global. In the case at hand, however, the (a)-violation seems to be if
not global at least extremely widespread. Neurons responding (and mapping to) single targets, if
they exist, are rare exceptions - so rare, indeed, they’re yet to be found.

But perhaps one could argue that, unlike cartographic maps, cortical maps might tolerate global (a)-
and/or (b)- violations. After all, neural representations have unique properties, and public
representation offers only a limited, and mostly analogical, guidance to the understanding of neural
representations (thanks again to XZY for this objection). Whilst this objection, if successful, would
rescue (1), 'm not entirely sure that it makes sense; and I think that even if it were sensical, it could

n