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A Contested explAnAnduM
Scholars are prone to dispute. However, two words in particular can provoke 
a full- scale brawl across the humanities and various sciences: cultural evo-
lution. For some, the phrase conjures up shadows of an older anthropologi-
cal tradition in which diverse peoples, groups, and societies were fitted— in 
procrustean fashion— onto a template of evolutionary progress with West-
ern categories and social organization presumed as the apotheosis of cultural 
development. For others, it sounds like a route designed to eliminate thick, 
narrative- focused studies of variation in human groups at different times and 
places with abstract modeling from the natural sciences, which reduces cul-
tural heterogeneity to a small set of idealized biological factors. Perhaps the 
most infamous poster child for this latter strategy is the meme, a purport-
edly basic unit of culture claimed to be analogous to the gene. Problems with 
meme- based approaches include their lack of structural detail to account for 
why specific entities might acquire particular memes, how they do so (e.g., 
acquisition order), and how memetic dynamics in aggregate illuminate the 
complex architecture of culture and its changes through time (Wimsatt 2010; 
see also Lewens 2015). However, apart from these particular deficiencies (dis-
cussed further below), there are still genuine concerns about the very idea 
of cultural evolution; it is, at least, a contested explanandum.

Cultural evolution’s status as a contested explanandum has two dimen-
sions. The first is whether it is even a single thing in need of explanation. 
Worries about whether “culture” is being reified in problematic ways in or-
der to be explained might encourage a different strategy altogether: giving 
up trying to explain cultural evolution because there is no such process. Here, 
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the concern about colonial impulses to conceptualize culture or its essential 
traits is palpable. To advance a model of cultural evolution seemingly requires 
smuggling in a host of assumptions about the nature of culture that we should 
be suspicious of based on a checkered history of past attempts. A less stri-
dent version of this dimension simply emphasizes that there is not sufficient 
commonality among items frequently referred to under the rubric of culture 
and therefore little rationale to offer a more unified account of its supposed 
dynamics. One might try to individually explain the origin and prolifera-
tion of gasoline- powered engines, the manual skill involved in crafting stone 
tools, or specific variations in cooking, dialect, or marriage practices, but 
nothing is gained, on this complaint, by shoving them underneath a com-
mon theoretical blanket labeled “cultural evolution.”

The second dimension of cultural evolution’s contested explanandum sta-
tus emerges from a less skeptical posture. Assuming that cultural evolution 
is something in need of explanation, how should we proceed? What kinds 
of disciplinary approaches are needed or should be emphasized in offering 
explanations (Lewens 2015)? Here, what is contested are the criteria of ade-
quacy because the standards for what counts as a genuine explanatory ac-
count differ across disciplines. Is there some reason to privilege a perspective 
that focuses on biological factors rather than social factors? If so, in what con-
texts, and for what kinds of factors? If not, how do we build integrated mod-
els that articulate both biological and social factors? Should we even look to 
biology for analogical inspiration for modes of cultural change? And if so, is 
an evolutionary approach to culture mere analogy, or can it provide some-
thing more? Are there interpretive issues involved in deciphering cultural 
formats that outstrip the analytical capacities found in abstract modeling? 
Does an evolutionary approach to culture necessarily exclude social science 
disciplines, as many investigators have assumed? To some degree, answers 
to these questions of methodological or disciplinary appropriateness and pri-
ority depend on answers to another question: What is culture? Needless to 
say, opinions differ. However, it is instructive to pause for a moment over the 
diversity of answers available.

In their magisterial book, Culture: A Critical Review of Concepts and Def-
initions (1952), A. L. Kroeber and Clyde Kluckhohn documented six the-
matic groupings of definitions of culture: (1) descriptive, (2) historical, 
(3) normative, (4) psychological, (5) structural, and (6) genetic. Descriptive 
definitions emphasize the enumeration of specific content types, such as so-
cial customs, property systems, and artistic expression, including the norms 
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that govern each of these, which comprise the “whole” or “sum” of culture. 
Historical definitions focus on social heritage, such as items, forms, or insti-
tutions inherited from earlier generations, either through explicit teaching or 
implicit exemplars. Normative definitions isolate rules or sanctioned ways of 
living that are typical of different communities and constitute membership 
identity. Psychological definitions revolve around capacities of problem solv-
ing or adjustment to environments of different kinds— how culture is a means 
to different ends. These capacities can be learned through formal or informal 
education, be instilled by habit, or be present in common attitudinal orienta-
tions. Structural definitions concentrate on predominant patterns of organi-
zation in a society that play particular functional roles. Genetic definitions 
conceptualize culture as a created product or artifact of recurrent human ac-
tivities, including central ideas, sacred rituals, or ubiquitous symbols. Treated 
more abstractly, culture (from this vantage point) can be seen as a type of 
 information (for discussion, see Lewens 2015). For each of these definitions, 
change over time will be conceptualized differently, both in terms of the 
 relevant units (e.g., rules, material artifacts, or problem- solving strategies) 
and their dynamics, which will range over their origination, diversification, 
and (sometimes) extinction. At a minimum, talk of the “nature” of culture and 
its evolution is strained in light of this definitional diversity.

A more recent and focused discussion subdivides senses of culture that 
have been relevant to evolutionary analyses (Driscoll 2017; cf. Lewens 2015). 
Driscoll identifies five different groupings: (1) behaviors or artifacts used by 
individuals that are typically acquired by social learning in a particular 
community environment or population; (2) behaviors or artifacts used by 
nonhuman individuals, especially primates, that require trial- and- error 
learning on the part of an individual in emulation of achieving a particular 
goal and shed light on homologous capacities or traits that might underlie 
corresponding or allied human traits; (3) the environmental features that are 
modified to transform selective forces transgenerationally (e.g., in terms of 
niche construction); (4) properties of groups (e.g., traditions) that yield dif-
ferential survival and reproduction of these higher level units over time; 
and, (5) the origin of social learning mechanisms that yield cumulative ef-
fects on particular features in a society, such as a socially learned trait, or 
the processes from which these mechanisms, and hence capacities for cul-
ture, originated. Driscoll then resists two divergent interpretations of these 
groupings. First, she argues that these are not five separate approaches or in-
quiries. In fact, standard theoretical perspectives (e.g., dual inheritance or 
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multilevel selection) overlap in addressing different conceptions of culture 
and deal with various facets of these conceptions in their models and expla-
nations. This is a nuanced reply to the less strident form of the first dimen-
sion of cultural evolution’s contested status. Although there is not a single 
endeavor or project in view, there is sufficient commonality among these 
items to talk of accounting for the dynamics of cultural change: “The cur-
rent single definitions of culture . . . seem to refer to different levels or parts 
of cultural evolutionary phenomena” (36).

The second interpretation Driscoll resists is that sufficient analytic fid-
dling will permit collecting the diversity of cultural phenomena under a sin-
gle definitional umbrella. Through a survey of literature in which culture is 
treated as information and phenotypic traits, it is clear that what counts as 
either of these is variable (e.g., mental representations versus socially learned 
behaviors). We agree: culture is a complex beast. Although its many facets 
evolve, moving beyond the truism (“culture changes”) requires dealing spe-
cifically with the facets of this complexity and their many interconnections. 
In teasing apart the individual level from the group level or environmental 
culture from cultural psychology, we have circled back to the insights of 
Kroeber and Kluckhohn: culture, in virtue of its complexity, admits of many 
characterizations. Although we have found at least one way to address the 
less strident form of the skeptical dimension for cultural evolution being a 
contested explanandum— there are significant, overlapping connections 
within the complexity of items referred to as “culture”— we still must face 
the second dimension of cultural evolution’s contested status: how should 
investigation, modeling, and explanation proceed?

FroM Contested explAnAnduM to  
An interdisCiplinAry reseArCh AgendA
Culture is not unique as a concept in admitting of different characterizations. 
Philosophers of biology have wrestled with a number of concepts that fit this 
description: gene, species, individual, and homology (inter alia). Driscoll 
(2017) explicitly recognizes this relationship: “It seems the absence of a sin-
gle definition of culture . . . is a feature of other important scientific concepts 
and exists because of the increasing understanding of cultural evolutionary 
processes in the cultural evolutionary sciences” (52). For concepts like gene 
or individual, the complexity of processes and entities involved suggests that 
seeking a single “correct” concept is methodologically ill- advised. In fact, a 
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variety of relevant and related conceptions can emerge from scientific suc-
cess (i.e., having learned more about features of the phenomenon), such as 
in the case of genes (Griffiths and Stotz 2013). The epistemic response of pro-
liferating distinct but allied senses of culture (or genes, or individuals) can 
be taken as a positive signal of a different methodology. Researchers use di-
vergent characterizations of a concept that represents a complex phenome-
non because they have different explanatory aims. These characterizations 
are then justified by reasons related to those aims. An account of those rea-
sons starts with the identification and rejection of an implicit premise in the 
search for a single correct concept: that the primary task of a concept is to 
categorize phenomena or provide a classification of objects or processes that 
fall under the concept.

Conceptual Roles: Representing Structured Research Agendas
Debates over gene concepts or species concepts can frustrate many scientists. 
They are often dismissed as “merely semantic.” This frustration arises natu-
rally from the implicit premise of a single- concept methodology. If the pri-
mary task of a concept is to identify a single, correct definition, then multiple 
characterizations are a kind of failure. They do not univocally tell you what 
is in the category and what falls outside of it. However, one way forward is 
to shift from finding the definition of a concept, where the goal is to formu-
late criteria for delineating the set of entities a term classifies or categorizes, 
to characterizing the explanatory agenda associated with a concept (Brigandt 
and Love 2012), where the goal is to map out a space of explanatory expecta-
tions for the study of diverse features of a complex phenomenon. Mapping 
this problem space promotes the construction of theory and an understand-
ing of the processes of change. Different conceptions of culture (or genes, or 
species) involve different commitments to what counts as an adequate ex-
planation for the particular features of a complex entity. For example, con-
sider the emergence of interchangeable parts in what came to be characterized 
as the “American system of manufacture.” A full account would need to ad-
dress: (1) the motivations of the U.S. Bureau of Ordinance interested in the 
benefits of repairing arms in the field; (2) the development of machine tools 
allowing for the adjustability that contributes to different functions and high 
precision in reproducible manufacture; (3) the practice of using sets of 
templates to give precision in assessments of dimensions; (4) the change in 
labor practices from the production of individual muskets by craftsmen to 
the piecemeal production of “lock, stock, and barrel” parts that could be 
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produced and assembled by relatively untrained labor (with consequent labor 
unrest); and (5) the spread of the method of manufacture as “mechanics,” 
who were expert in the use of the new tools and methods, migrated into other 
manufacturing industries.

Different disciplinary approaches are relevant for addressing these dis-
tinct facets of the complex phenomenon, such as sociological aspects of 
changes in labor organization, technological aspects of templates and ma-
chine tools, and historical aspects of the development and spread of manu-
facturing practices (see Smith 1977; Hounshell 1984; Wimsatt 2013). These 
differential commitments structure the investigative and explanatory efforts 
of researchers and provide criteria for how to address distinct scientific ques-
tions associated with the different conceptions. As a consequence, different 
models and theories with distinct causal factors represented in various fash-
ions become more or less germane to different characterizations. These 
models and theories derive from a range of disciplinary approaches and 
therefore not only speak to the fact that interdisciplinary explanations are 
needed but also inform how interdisciplinary contributions should be coor-
dinated to meet the criteria of explanatory adequacy.

Several corollaries follow from adopting this perspective of concepts as 
markers of structured explanatory agendas (Brigandt and Love 2012; Love 
2014). The first is that there are different sources for the structure manifested 
in these explanatory agendas. One of these is historical debate, which has 
carved out dominant theoretical positions in the landscape of questions re-
lated to the complex phenomenon. This debate includes controversy over how 
to characterize culture and the manner in which particular characteriza-
tions, such as group properties or social learning mechanisms, have crystal-
lized over time. Another is epistemic heterogeneity: different kinds of 
questions are being asked about cultural change. Some of these are empiri-
cal. Has the rate of technological change increased with the onset of more rapid 
diffusion of innovations? Does it depend more on the rate of transmission or 
the size of the cultural breeding population? Some research questions are the-
oretical. How can we characterize cultural heredity with multiple parents 
making contributions of different sizes at different stages in the developmen-
tal processes of enculturation? Other questions are conceptual. Can the de-
pendency structure of knowledge and skills acquired in ontogeny provide 
structure analogous to genetic architecture in population genetics?

A further source of structure results from relationships between research 
questions, sometimes as nested, component hierarchies (e.g., research ques-
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tions divided into subproblems) and sometimes as functional, control hier-
archies (e.g., answers to one research question are presupposed in another 
question). Consider again the question of how interchangeable machine parts 
emerged in the early nineteenth century. It subdivides into a question about 
the origin of motivations to do so, a question of what technological innova-
tions were necessary to support the increased precision of manufacture, and 
a question of how the requisite conditions of production were put into place. 
The question about conditions of production can be subdivided further into 
the relevant changes in labor, the organization of parts manufacture and as-
sembly, and the support tools that facilitated this production, such as lathes 
and templates. An example of functional hierarchies in problem structure 
can be seen in the research question of how to create autonomous vehicles 
that operate in standard (and nonstandard) traffic situations. In order to ad-
dress this question, different levels of autonomy need to be distinguished. 
Once this is done, the requirements for creating a control system for a par-
ticular level of autonomy can be specified appropriately, such as the degree 
of reliance on computational analysis of multimodal sensory information 
versus accumulated information about road conditions. Combinations of dif-
ferent disciplinary approaches and methods will be required to address 
these structured sets of research questions in the problem agenda. The fo-
cus of one discipline on some questions rather than others creates a fruitful 
division of labor and organizes different lines of investigation in terms of the 
kinds of questions they tackle, such as different teams working on different 
aspects of the problem of autonomous vehicles in the same company.

Structure that derives from history, heterogeneity, or hierarchy is signifi-
cant because of how criteria of explanatory adequacy are embedded within 
them. For example, heterogeneous questions have distinct standards for what 
counts as an adequate answer. An acceptable explanation of how and when 
the rate of technological change depends more on the rate of transmission 
than on the size of the cultural breeding population will differ from an ac-
ceptable explanation of how the dependency structure of skills acquired 
through a developmental sequence is analogous to genetic architecture in 
population genetics. Relevant criteria of adequacy are localized to different 
types of questions and different hierarchical levels, as well as conditioned 
on  trajectories of historical debates. However, this localization facilitates 
systematic understanding as a consequence of the problem structure. Ex-
planations of what changes in labor were relevant to the conditions of pro-
duction for interchangeable machine parts will differ from explanations of 
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how support tools facilitated this production. However, both explanations 
jointly increase our knowledge of this nineteenth- century episode of cultural 
evolution. At a more theoretical level, criteria of adequacy for the problem 
agenda of cultural evolution will include attention to what transmissible ele-
ments are relevant, what kinds of biological individuals are involved, what 
developmental sequences are germane for the transmission and expression 
of cultural traits, what types of social organizations and societal institutions 
are involved, what kinds of material artifacts are manifested, and what forms 
of scaffolding relationships obtain between these various items (see chapter 1). 
Once these criteria of adequacy are made explicit, they comprise a strong 
rationale for an interdisciplinary approach to cultural evolution. No single 
discipline or approach will be sufficient to fulfill these criteria. As a result, 
tendencies to ignore or selectively eliminate aspects of the complex phenom-
enon not amenable to particular disciplinary approaches are lessened (a pere n-
nial complaint about abstract modeling that reduces cultural heterogeneity to 
a small set of idealized factors). The criteria of adequacy embedded in the 
structured problem agenda not only speak to what disciplines or approaches 
are required but show exactly where they need to make their contributions.

Combining Thick and Thin Descriptions of Cultural Phenomena
An often- discussed locus of controversy related to the selective elimination 
of aspects of complex, heterogeneous cultural phenomena is the methodolog-
ical distinction between “thick” and “thin” descriptions (Geertz 1973). The 
former, exemplified in the practices of disciplines like cultural anthropol-
ogy or natural history, involves descriptions that embody details about in-
tentions, history, context, and related cultural practices or analogous details 
for natural history. Thin description, exemplified in the practices of disci-
plines like population genetics, involves descriptions keyed to traditional 
mathematical modeling that adopt only a few variables in the equations used 
to model the dynamics of phenomena. Those disciplines that value thick de-
scription are most skeptical about evolutionary approaches to culture be-
cause they assume thin description is constitutive of these approaches. They 
argue that thin descriptions treat cultural phenomena too abstractly and 
therefore fail to engage its multilayered character. However, those disciplines 
that value thin description complain that the rich detail of thick descriptions 
sacrifices quantitative prediction, generalizability, and explanation. But the 
methodological distinction between thick and thin description is not a di-
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chotomy. Because of the complexity of cultural change over time, both are 
often necessary at multiple levels of detail and from multiple perspectives. 
Which perspective and what level of detail is needed will depend on the ques-
tion being addressed. Often, thick descriptions will be involved in analyz-
ing how to operationalize the variables of thin models. Moreover, the need 
to combine thick and thin descriptions in various ways for different ques-
tions points us to methods of intermediate or heterogeneous viscosity (Wim-
satt and Griesemer 2007). These methods generate characterizations that 
can provide explanations of intermediate grain and varying textures, which 
help to capture real- world detail while still utilizing general mathematical 
theories and quantitative predictions. Incorporating development and cul-
turally induced population structure to study cultural evolution brings us 
into this domain (see chapter 1).

A lovely example that involves integrating multiple thin models with 
thick descriptions and methods of intermediate viscosity is William Dur-
ham’s complex narrative for the maintenance of sickle cell anemia through 
heterozygote superiority driven by malaria resistance (Durham 1991, 103– 53). 
Although the spread through West Africa of three different HbS muta-
tions, which cause sickle cell anemia when in homozygous genotypes, can 
be modeled abstractly within population genetics, a complete explanation 
of the relevant phenomena must deal with spatially structured migrations, 
different degrees and patterns of rainfall, the cultivation of different crops 
that differentially favor mosquitoes (and exposure to them), and various cul-
tures and language groups that affect interbreeding and cultural practices 
related to mosquito control. Templeton’s (1982) analysis of the interactions 
between the HbA, HbS, and HbC loci, as well as the effects of inbreeding, 
further complements Durham’s analysis by suggesting an explanation for the 
relationships between the distribution of the HbS and HbC alleles. Combin-
ing Templeton’s abstract population genetic model of the temporal evolu-
tion of the phenomena with Durham’s descriptions of environmental 
heterogeneity shows how the complementary application of multiple thin 
models of different types yields a thicker overarching narrative. The param-
eters of abstract mathematical theory are calibrated with the spatially and 
temporally variable patterns of rainfall and the complexities of migration, 
including population flow and linguistic group structure, affecting the de-
gree of interbreeding. This calibration modulates our expectations for how 
close populations should be in relation to predicted equilibrium frequencies. 
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Regularities emerge from the data but curve fits are noisy at best; deviations 
from quantitative expectations are sometimes explained by thick descriptions 
of the characteristics of local, individual populations.

Despite the fact that Durham’s analysis serves as an exemplar of com-
bining thick and thin descriptions in different ways to achieve a rich explan-
atory tapestry that is also generalizable, it is an ongoing effort to address the 
variegated structure of this problem by articulating different approaches. 
Even with a “thin” mathematical model only containing a few explicit vari-
ables, the complexity of cultural phenomena can make it difficult to deter-
mine which specific causes are relevant to a modeling result. Although it may 
be experimentally tractable in principle, the specificity of complex causal re-
lationships might resist generalization. The only reasonable response in 
these situations— common to the study of cultural evolution— is to practice 
multiple approaches simultaneously at different grains of analysis appro-
priate to different questions and then integrate the answers in a piecewise 
fashion to better comprehend such multifaceted and multidimensional 
phenomena.

Beyond Partitioning Theoretical Approaches
Once we have adopted the perspective that there is a structured problem 
agenda with diverse explanatory questions about the evolution of culture 
construed as a complex phenomenon, it becomes clear why partitioning the 
research landscape in terms of broad theoretical approaches alone might be 
less fruitful. For example, Lewens (2015) offers a tripartite division of ap-
proaches to cultural evolution: historical (scrutinizing facets of culture as 
products of historical processes), selectionist (analyzing cultural change in 
terms of selective dynamics operating on individual behaviors or group- level 
units as replicators and interactors), and kinetic (emphasizing the capacity 
for learning to modulate cultural change over time). These different ap-
proaches are not mutually exclusive but tend to have clusters of shared theo-
retical commitments. Selectionist approaches are sometimes motivated by 
the aim of offering a fully general account of selection; kinetic approaches 
are often focused on generating increased understanding of the mechanisms 
of learning. While Lewens is fully aware that this taxonomy does not cap-
ture everything relevant in studies of cultural evolution (e.g., cultural phy-
logenetics), a more important concern from our perspective is that it does 
not offer enough structure for answering the key methodological question: 
How should investigation, modeling, and explanation proceed?
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Kinetic approaches might concentrate on learning models and their ex-
planatory power, but what these models represent and whether they explain 
depends on what research question is being asked. And these research ques-
tions about the dynamics of cultural change require more than one disci-
plinary contribution. Without an explicit account of the problem structure 
(in terms of history, heterogeneity, and hierarchy) and its associated criteria 
of adequacy, the complexity of the contested explanandum of cultural evo-
lution is elided, and the necessary articulation of diverse explanatory 
resources— both thick and thin— is elusive. However, embracing the need to 
flesh out the problem architecture and its evaluative standards yields a broad 
outline of answers to our earlier questions. An evolutionary approach to cul-
ture necessarily includes social science disciplines precisely because there 
are interpretive issues involved in deciphering cultural formats that outstrip 
the analytical capacities found in abstract modeling. Considerations of thick 
and thin description indicate that there are sometimes reasons to privilege 
a perspective that focuses on biological factors (such as the relation between 
number of mosquitoes at a time and the temporal and spatial distribution 
of rainfall) and sometimes reasons to privilege a perspective that focuses on 
social factors (such as cultural practices for rooting out evil spirits that in-
volve waving firebrands at dusk near the roofs inside residences, which hap-
pens to be when mosquitoes tend to congregate there). The problem structure 
and criteria of adequacy govern in what contexts and for what kinds of fac-
tors privileging is warranted, while pointing toward the ongoing need to 
build integrated models that articulate both biological and social factors to-
gether. An evolutionary approach to culture (sensu lato) provides far more 
than mere analogy or inspiration.

The criticisms of how Lewens partitions the research landscape for study-
ing cultural evolution remind us why approaches anchored in memes are 
woefully inadequate. It is not clear that the central role of finding a unit of 
heredity in biology should be paralleled in studies of culture. (In chapter 1, 
Wimsatt suggests not, or at least not directly.) Not only are there concerns 
about a nontrivial characterization of what memes are and how they can be 
transmitted or replicated but memetic approaches do not provide any sig-
nificant structure for coordinating different explanatory resources to account 
for the complex phenomenon of cultural evolution. The structure in the prob-
lem anatomy described above in terms of history, heterogeneity, and hierar-
chy gives scaffolding to theorizing that articulates the necessary diverse 
perspectives. It is not enough to assume people can be infected by memes 
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and that there are different rates of infection for different memes. What ex-
actly are the relevant subpopulations, the cultural histories, their connec-
tions, and the population dynamics? Is cultural evolution best modeled 
epidemiologically? Why do some people “catch” the meme in question and 
others do not? Adequate answers reliant on memetics alone seem unlikely; 
one disciplinary approach will not be adequate even if it could determine a 
population dynamics for memes. Instead, we need strategies for articulat-
ing diverse perspectives in order to comprehend cultural evolution.

Beyond the MeMe: ArtiCulAting the explAnAns
Although memetic approaches suffer from a variety of irremediable prob-
lems, one motivation for their introduction was venerable: start simple. It is 
a time- honored modeling practice to begin with simple models that involve 
relatively strong idealizations and appear disconnected from the phenom-
ena of interest. (Recall the humorous jab at theoretical physicists modeling 
biological phenomena: “Assume a spherical cow in a vacuum . . .”) The vir-
tue of starting simple is visible in early population genetics, as well as in dual- 
inheritance theories of cultural evolution (e.g., Boyd and Richerson 1985). 
Consider the former. The assumption of panmixia, or random mating, played 
an important role in developments of neo- Darwinian evolutionary theory. 
This is marked by its prime location near the beginning of textbooks and 
alongside accompanying discussions of the Hardy- Weinberg principle in 
population genetics. Its use as a simplifying assumption nurtured the elab-
oration of several aspects of the mathematical theory. However, as is true of 
other simplifying assumptions, there also were drawbacks. For example, we 
have learned subsequently that population structures that violate the as-
sumptions central to Hardy- Weinberg equilibrium are critical for engen-
dering biological evolution. Population structure like groups, which arise 
either through selective breeding or localized interaction, can facilitate and 
elaborate adaptations that could not be supported at the individual level (re-
viewed in Wade 2016; for culture, see Sterelny 2012). The denial of any pop-
ulation structure in mating at the group level was equivalent to assuming 
an extremely strong form of blending inheritance, which rendered group se-
lection and local population differentiation difficult or impossible (Wade 
1978; Wimsatt 1980, 1981, 2002).

Although population structure was initially ignored in evolutionary the-
ory, there were other systematic sources of structure within population ge-
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netics that derive from the architecture of the genome. They can be recognized 
by the fact that these features of genomic structure retard the rate of approach 
to Hardy- Weinberg equilibrium, causing deviations from random assort-
ment or a maximally mixed distribution of elements. Representations of 
these sources of genomic structure have played crucial roles in the elabora-
tion of evolutionary genetic theory and contributed new complexities in 
modeling the dynamics. First among these are linkage relations arising from 
the location of genes at different distances along the same chromosome. 
Other aspects of structure that originate in genetic architecture and were in-
corporated into population genetic models include diploidy (chromosomes 
in pairs, as in whole genotypes), in contrast with haploidy (single chromo-
some sets, as found in sperm and egg), haplodiploid mating systems as found 
in some of the social insects (with diploid queens and haploid sterile castes), 
and the role of diploid gametic organization in life cycles alternating between 
haploid gametes and diploid zygotes in sexual reproduction, which imposes 
a seldom recognized correlation in linkage models (Wimsatt 2007, 287– 93). 
The effects of sex- linkage and age structure act as segregation analogs by re-
tarding the rate of mixing and therefore attenuate the approach to a (maxi-
mally mixed) Hardy- Weinberg equilibrium of gene frequencies. Any element 
of population structure can act as a segregation analog with similar effects 
(Wimsatt 1981, 152– 64; 2002, S9).

Evolution is substantially affected by both internal and external sources 
of structure. To emphasize this, Michael Wade coined the terms endogenet-
ics (for what we call genetics) and exogenetics (for what we call population 
structure; Wimsatt 2002). We tend to treat genetics as crucial and popula-
tion structure as a subsidiary complication, but they are equally important 
in determining evolutionary outcomes. This is nicely illustrated in the pop-
ulation genetics of the system of alleles affecting sickle cell anemia and ma-
laria resistance (HbA, HbS, and HbC; Templeton 1982). The HbS allele causes 
sickle cell anemia in the homozygote (HbS/HbS) and confers malaria resis-
tance in the heterozygote (HbS/HbA). The HbS allele arose four separate 
times and increased in frequency in regions of Africa where the incidence 
of malaria was high (Durham 1991). However, one also finds pockets of the 
apparently more recent HbC allele. When homozygous (i.e., HbC/HbC), this 
genotype confers malaria resistance without the ravages of sickle cell disease 
and is thus higher in fitness than any alternative. In this case, inbreeding (as 
would occur within small, relatively isolated groups) allows the HbC allele 
to grow in frequency because it occurs more frequently in the homozygote. 
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But under conditions of random mating (panmixia), this is not possible 
(Templeton 1982). In a population at equilibrium with HbA and HbS, HbC 
cannot invade, even with unusually high fitness, because at low frequencies 
it would occur primarily in heterozygotes of much lower fitness. Thus, HbC 
alleles would be eliminated before they could achieve the higher frequencies 
of homozygotes necessary to become established.

Michael Wade’s distinction between endogenetic and exogenetic struc-
ture for population genetics and evolutionary biology is paralleled for cul-
tural evolution by sources of internal and external structure. This volume 
explores the nature, variety, and impact of features that add structural ele-
ments that amplify evolutionary potential, as well as other characteristic fea-
tures that must be accounted for in formulating an adequate theory of 
cultural evolution. These elements include the impact of sequential depen-
dencies in the acquisition during development of cultural traits— a prime ex-
ample of internal structure— and the roles of external structure, such as 
social institutions, organizations, and technological infrastructure, which 
scaffold segregation, learning, and cumulative culture in individuals and 
groups. Including these structures provides resources to deal with cultural 
traits that satisfy the diverse definitions surveyed by Krober and Kluckhohn 
(1952) or Driscoll (2017). As a consequence, this allows for more unified and 
compelling accounts of cultural evolution. The diversity of the kinds of struc-
tural elements yields both a more abundant range of phenomena and an 
increased number of evolutionary possibilities for cultural evolution than for 
biological evolution. However, many current models of cultural evolution 
are, for the most part, stuck at the earlier stages of theoretical development 
where the modeling assumptions do not include or recognize these diverse 
kinds of structure. One reason for this situation may be that researchers have 
not yet found good ways of incorporating this structure into their models. 
Another is that their assumptions hide the relevance of these factors (as with 
ignoring the role of technology). Regardless, the potential of these structural 
elements for mediating far more complex forms of adaptive evolution is 
therefore not usually taken into account.

A crucial structural element for cultural evolution is the fact that differ-
ent aspects of culture are acquired sequentially throughout the life cycle. As 
a result, earlier acquisitions can act as necessary precursors that facilitate, 
inhibit, or transform the reception of later ones. This corresponds to the en-
dogenetic structure provided in biology by the architecture of the genome. 
For instance, the language an individual learns channels all subsequent cul-
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tural additions. Humans acquire many complex skills that show strong se-
quential dependencies of this kind, especially in societies with robust social 
institutions. Consider the inculcation of mathematical skills, where arith-
metic precedes algebra, which precedes geometry, which precedes calculus. 
A closer inspection of this standard sequence would reveal multiple inter-
mediate dependencies, such as the pathway from elementary algebra, through 
intermediate algebra, and on to advanced algebra. Each of these introduces 
new tools, procedures, and concepts used at later stages. Similar patterns of 
dependencies are true for most of the sciences and for reading, as well as the 
modes of thought mediated by them. This is no less true for manual skills 
and for our social modes of interaction.

Much of culture can be seen as the construction of external structures, 
like our schools and learning curricula, to support the sequential acquisi-
tion of these competencies. Our culturally induced group structures— things 
like universities, business firms, and religious communities— interact with 
us and with these institutions, mediating knowledge acquisition and modes 
of collective action that we could not do individually. Furthermore, our tech-
nologies, while often credited with increased powers of production, have 
also become ubiquitous elements of scaffolding for our cognitive and cul-
tural development. These operate both individually and collectively through 
an infrastructural generative reconstruction and extension of our cognitive 
and social niches. The interactive character of this scaffolding makes the ar-
ticulation of endogenetic and exogenetic factors far more interpenetrating 
for culture than for biology.

The essays contained herein explore the impact of these structuring ele-
ments and their interactions in various elements of culture. These include 
spoken and written language, the institutional structure and interest groups 
of science, the evolution and descent relations of technology as reflected in 
patents, the role of prior theory in scaffolding the development of new the-
ory, the cumulative effects of lithic technology, religion, irrigation practice, 
and the costs and adaptations required when adopting new technologies that 
challenge our entrenched practices. These cases begin to illustrate the inter-
disciplinary combinations required to address the problem agenda of cultural 
evolution. They document and account for interactive dynamics dependent 
on multiple structural dimensions and thereby encourage new directions for 
elaborating theory to explain the diverse possibilities for cultural evolution-
ary processes. Although the contributions do not always mention cultural 
evolution per se, they focus on relevant factors from theories in the social 
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sciences. This is as it should be; social structures are of central import for 
cultural evolution and, from our perspective, should be incorporated into 
theoretical approaches to adequately account for the complex phenomenon. 
The evaluative standards for the problem agenda demand an evolutionary 
approach that genuinely integrates existing social, cultural, and technologi-
cal theory, not one that trades social science approaches for simplistic 
genetic models of social structures and practices (cf. Wilson 1975). An 
evolutionary approach to culture necessarily includes social science disci-
plines. There is far too much of value in existing social science theory and 
allied analyses of phenomena. Existing attempts at theories of cultural evo-
lution typically lack the intellectual resources to generate stable explanatory 
combinations incorporating the riches these accounts provide. The contri-
butions to this volume jointly accent what is needed and point us, sometimes 
forcefully, in the direction of how to accomplish it.

reseArCh AgendA exeMplArs
In chapter 1, Wimsatt reviews the conceptual geography of cultural evolu-
tion and the kinds of elements required for an adequate explanatory account. 
This involves several additions to those factors typically considered in ex-
tant theoretical formulations. In particular, development plays a central role 
and includes two main interacting components: the developmental depen-
dencies of individuals in acquiring complex skills and the social and insti-
tutional structures that scaffold this development. Interactions among these 
components involve an intercalation of both endogenetic and exogenetic el-
ements. In turn, these elements interact with the development of groups 
(like business firms or professions) and the institutions they construct to me-
diate their interactions. All of these interactions are significantly scaffolded 
by evolving artifact structures. Some of these are general infrastructure, such 
as written language, exchange markets, or power and communication net-
works, whereas others are specialized to particular tasks and roles, such as 
mathematics curricula, machine tools, computer hardware and software, sci-
entific theories, or medical training.

Wimsatt argues that an adequate theory of cultural evolution must be 
capable of incorporating, describing, and explaining these complex interac-
tions. In order to do so, the roles of transmissible elements, developing bio-
logical individuals, organizations, institutions, and artifact structures must 
be delineated individually and articulated jointly, with special attention to 
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understanding the scaffolding relations between them. The conceptual ge-
ography proposed is intended to provide a landscape in which the different 
forms of structure and scaffolding relations found in the other contributed 
papers can be situated in appropriate contexts of interpretation. This land-
scape then offers a template to guide the process of articulating the Babel 
of different approaches, perspectives, and subjects that are necessary to 
comprehend the polyphony of culture and its change through time. The in-
clusion of additional considerations of structure amplifies the range of 
phenomena that can be accounted for by theories of cultural evolution. It also 
encourages the synthesizing of theories for the evolution of culture, cogni-
tion, and technology. Furthermore, the use of these elements to make the cri-
teria of adequacy within the problem agenda explicit encourages the use of 
categories and processes drawn from traditional social sciences, which then 
makes it possible to increase the explanatory power of an interdisciplinary 
theory of cultural evolution.

The next three articles (chapters 2– 4) explore dimensions of scientific and 
technological change that operate at three different scales. Sabina Leonelli 
discusses the formation of two organizations for managing biological data 
and research that have become central to tens of thousands of researchers. 
The first involves an organization that acts to standardize ontologies in 
genomic and proteomics research. This standardization is an institutional 
creation that is crucial to communication across different databases and 
facilitates the conjoint utilization of the data contained therein. Although 
incommensurability was never a problem for communication between sci-
entists across revolutions in the way some philosophers imagined in the 
1970s, these fixed and institutionalized artifact structures turn out to be a 
crucial element for communication between modern computerized data-
bases whose syntax is less tolerant of variation than the negotiated mean-
ings of conversing scientists. Leonelli’s second case involves the emergence 
of steering committees for model organism research in the United Kingdom, 
which play a central role in determining priorities, funding, and coordinat-
ing research. In both cases, these organizations emerged “spontaneously” 
(i.e., without central planning), and Leonelli documents the different factors 
and features of how they came into existence. These organizations have de-
veloped and maintain institutions that mediate communication and orga-
nize research, as well as scaffold activities, on national and international 
scales. Leonelli employs research from sociology on the formation of social 
movements to further understand the processes relevant to the origination 
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of these organizations. Her analysis provides a paradigm for how work on 
cultural evolution can articulate with existing theory in sociology.

Nancy Nersessian employs her deep and multifaceted ethnographic re-
search on the development of interdisciplinary investigations in bioengineer-
ing to look at knowledge production in the laboratory and the creation of new 
multidisciplinary communities. Her study illuminates how researchers from 
biology and bioengineering learn to build bridges between their disciplinary 
perspectives. This “bridge- building” activity includes the construction of 
laboratory systems, the integration of modeling and “soft” bioengineered ex-
perimental systems, and the training of both graduate and undergraduate 
students. Nersessian becomes a participant– observer in this activity through 
her involvement in the design of curricula to systematize such interdisciplin-
ary training. All of this was possible because of her detailed tracking of labo-
ratory life, the dynamics of research, and the inter calation of training and 
research practices in unparalleled breadth and depth. The resulting account 
of the coevolution of practices, experimental systems, research, training of 
individuals, and curricula simultaneously deals with multiple dimensions of 
experimental practice and culture, the interactive evolution of models and 
knowledge, and the role of all these factors in the generation of scientific 
 careers. This is a remarkable exemplar for science studies generally, as well 
as for cultural evolution in particular, and a penetrating reflection of the nec-
essary articulation of multiple analytical perspectives.

In an intricate and technically demanding narrative, Michel Janssen 
offers a groundbreaking analysis of how prior theory and mathematical 
methods can scaffold and structure the development of new theory. In do-
ing so, he details how different elements facilitate this process in a produc-
tive manner. He considers five historical cases involving the transformation 
of classical mechanics and electromagnetic theory into quantum mechan-
ics and relativity theory. Janssen exploits the nature of scaffolding explicitly 
to argue against a Kuhnian picture of scientific revolutions as destructive re-
placement and new reconstruction on different foundations. He paints a pic-
ture of subtle transformation and extension of theoretical structures. These 
often leave crucial elements of the older structure informing or supporting 
the newer edifice, which yields a continuity that makes the transformation 
intelligible and the progressive evolution of science plausible. The elements 
that are preserved in the transformation and the roles they play suggest 
problem- solving heuristics with broader import in cognitive psychology 
and elsewhere in science. Janssen’s account is applicable to theoretical change 
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in other domains and is an important contribution to the literature on 
scientific change more generally.

Chapters 5– 7 provide different models of cultural processes and point 
toward more systematic perspectives in the study of cultural change. Jacob 
Foster and James Evans offer a theoretical structure that has been largely 
missing from theories of cultural evolution: an account of heredity in cul-
tural and technological systems based on a general treatment of reticulate 
phylogenies. Although this allows for traditional tree- like phylogenies as a 
special case, their analysis makes it possible to treat cultural heredity in all 
of its complexities, including not only multiple parentage with contribu-
tions of different degrees but also skipped generations. Examples include the 
recovery of a buried artifact, inspiring subsequent invention, recombination 
of elements from different lineages, and the black boxing of sets of features 
that are subsequently inherited as a unit. The absence of such an account has 
been especially vexing because of the central role that heredity played in the 
development of neo- Darwinian evolutionary theory. This important theo-
retical contribution regarding formal characteristics of the reticulate aspects 
of cultural inheritance involves new concepts (e.g., transmission isolating and 
accelerating mechanisms) and new inferential tools that are particularly ap-
propriate to the more plentiful “fossil” records we often find with technology 
in comparison to paleontology. In a striking parallel, most aspects of this 
structure also apply to the acquisition of information and skills in individ-
ual development, giving a further tool for the analysis of generative entrench-
ment throughout ontogeny.

Mark Bedau gives us a superb case study in his analysis of descent re-
lations within the patent system. This is an unusually tractable and rich 
example that relates directly to technology but just as adequately represents 
the characteristics of descent and the modification of theories in the sciences. 
The patent record contains tremendous detail about inventions and their var-
ied ancestors. Well- developed software tools are available for mining this 
detail. This combination of detail and methods to explore it establish a par-
allel with biological model systems, making the patent system an excellent 
model for cultural evolution (“the right organism for the job”). (These fea-
tures also suggest it is an unusually appropriate case to apply Foster and 
Evans’ analysis of cultural inheritance.) One of Bedau’s striking findings is 
just how promiscuous technological inventions are (in the sense of the mul-
tiplicity of their parentage). The patent system model makes it possible to ask 
and answer new questions: Has the multiplicity of parentage increased since 
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WWII with increasing cross- disciplinary communication? This analysis 
nicely documents “door- opening” inventions where one technological inven-
tion stimulates other inventions in diverse areas.

Marshall Abrams uses agent- based modeling (ABM) to study the evolu-
tion of coordinated irrigation practices by different communities to manage 
limited water resources and pests in Bali (a paradigm case for anthropolo-
gists). ABM has the advantage of modeling a population of individual agents 
that may have different and modifiable characteristics and has become a 
common tool in modeling cultural evolution. These diverse characteristics 
could be the product of different programs for behavior, different experience 
(if their behavior is modifiable through learning), or both. In such popula-
tions, both individual characteristics and the spatial distribution (or popu-
lation structure) of the agents they interact with matter and can be used to 
model the formation of complex task groups (see, e.g., chapter 12). (This kind 
of structural diversity was inaccessible to modeling before the advent of ABM 
and is an important move toward “thick description.”) These interactions are 
studied with a large number of Monte Carlo simulations that have random-
ized values of variables other than those being scrutinized to get averaged 
effects of the experimental treatments. Although ABM dramatically increases 
the degrees of freedom one can model (parameters must be specified for each 
agent), it is also fraught with problems of how to interpret the results. 
Abrams’s model succeeds in explaining the phenomena robustly, though it 
is relatively complex. However, he considers a simpler model that bundles 
interactions into a single parameter and shows that it does not work except 
under very limited circumstances. This demonstrates that under some cir-
cumstances model complexity is necessary to get empirically adequate re-
sults. It also corroborates earlier social science claims that the spread of 
religious practices favoring cultural coherence, which are also correlated with 
local success in crop yields, could have mediated the coordination of irriga-
tion practices.

The next six chapters (8– 13) explore diverse methodological problems 
and structural factors relating to the reproduction of skills and the trans-
mission of knowledge. Flintknapping was a skill critical to the emergence of 
culturally abundant societies because of the role that cutting tools played in 
the production of many other artifacts that made diverse new practices pos-
sible. It required extended manual practice and tutelage from an accom-
plished master and is therefore a plausible prototype for the acquisition of 
specialized skills and knowledge. Gilbert Tostevin is a Paleolithic archae-
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ologist who has both practiced and taught flintknapping. His chapter ad-
dresses the question of what the appropriate unit of analysis for the cultural 
replication process should be given that nothing is materially transmitted. 
Earlier generations of archaeologists focused on the finished product of the 
toolmaking process, but these can be produced in many different ways. 
Moreover, what is taught and learned is how to make it; the final product is 
the wrong target of analysis. (This is often true for the questions we want to 
answer for artifacts.) Tostevin applies the distinction between the intimate 
knowledge a member of the culture possesses (- emic or savoir faire) and an-
thropological nonnative knowledge (-etic or connaisance) to the teacher 
and the learner within the culture, respectively. This sensible observation 
broadens the application of the emic- etic distinction from one of method-
ological precaution in the interpretation of anthropological results to a wide-
spread and important process in the transmission of culture. Here, the study 
of cultural evolution suggests an ampliative reinterpretation of anthropolo-
gical theory. It also illuminates how the learning process is conceptualized. 
Different theories presume different processes for scaffolding the learning: 
simple reverse engineering, observation of the teacher making the product, 
gesturally and tactually assisted manipulation of the learner’s hands, and 
language- assisted teaching. These can also be understood as one or more 
stages in a longer procedure. By carefully dissecting which details of the mak-
ing process are visible to the learner who views it from a different perspec-
tive than the teacher, deeper insights into the complicated learning process 
and conditions for cultural reproduction emerge.

Linguist Salikoko Mufwene argues that spoken languages should be seen 
as communicative technologies that are hybrid biological– cultural products. 
These exist in and are conditioned by a variegated social ecology and con-
straints engendered by their mode of expression. According to Mufwene, the 
Chomskyian picture of an “innate language module” is inadequate on both 
biological and cultural grounds, whether in terms of the supposition of a 
single macromutation generating the language capacity or the independence 
of that capacity from a host of other cultural capacities that travel with it. In 
contrast, Mufwene uses evidence from phonology, morphology, and syntax 
to show that language displays the combination of constraints and variation 
one would expect for the evolution of any adaptation that is directed toward 
the solution of a common set of problems. For example, one cannot make 
multiple diverse sounds in parallel, and the resulting linear stream of lan-
guage is unavoidable for spoken discourse. However, modality matters; sign 
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language escapes this constraint because gestures can take place in three di-
mensions. Other technologies manifest similar patterns— how something is 
produced constrains the product. For language, Mufwene claims that nam-
ing comes first, followed by predication and an increase of vocabulary. Re-
cursion increases economy and facilitates greater complexity of expression. 
In this sequence, there is a significant role for generative entrenchment and 
scaffolding. Spoken language made possible more effective cooperation and 
diffusion of skills and may have been required for the sophistication of many 
complex skills. Written language emerged slowly from numerical tallies. Ad-
vances in representing sounds increased the power and economy of lan-
guage, which made cumulative culture possible. These together comprise the 
most general of infrastructural scaffolds in a society and essentially midwife 
all other skills.

Massimo Maiocchi reviews the origins of writing, which appears to have 
occurred independently four times (Mesopotamia, Egypt, China, and Meso-
america), and then elaborates the case of Mesopotamia, which is better 
documented and researched than the other three. Written signs or counters 
first appeared in the eighth millennium b.c.e., but these became more elabo-
rate between 4500 and 3500 b.c.e. with the appearance of inscribed counters 
and then bullae (hollow, sealed clay pockets containing counters) in Uruk. 
Large numbers of diverse clay tablets with cuneiform records from a slightly 
later time were also found there, some with an emerging syntax for the repre-
sentation of numbers. Flat tablets made storage and indexing simpler and 
may have become more common for those reasons. Inscriptions originally 
served accounting purposes, and bullae probably validated legal contracts. 
This need and the use of clay left an entrenched legacy for subsequent written 
forms. Cuneiform writing grew out of signs that depicted the kinds of items 
represented. Lexical lists of diverse kinds proliferated, categorizing both ob-
jects and professions, accompanied by a system of weights and measures. 
However, it was hundreds of years before writing expanded to serve other 
functions, such as state administration, religious practice, and narrative his-
tory. Throughout this period writing was known and used only by a restricted 
class of scribes. Subsequently, phonetic languages permitted the representa-
tion of phonemes, making up words from other languages with a reduction 
of signs; alphabetic languages went further in reducing the number of signs 
required. Written language came to structure both social practices and indi-
vidual cognition generally after moving beyond its more circumscribed role 
in governance, interpersonal interaction, and information storage.
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Chapters 12 and 13 return us to more general issues. Joseph Martin fo-
cuses on the role that scaffolding plays in changes that accompany the adop-
tion of new technologies. Scaffolding is relevant to support existing practices 
and those associated with new technologies, as well as the transitions between 
them. Martin distinguishes three ways in which newer technologies may re-
late to older ones: (1) displacement, such as when the internal combustion 
engine as a power source replaced the horse in propelling cars and trucks; 
(2) combination, in which a newer technology interacts with and comple-
ments an older one (e.g., the Internet can be scaffolded by cable networks); 
and (3) catalysis, in which a new technology interacts with an older one to 
generate new capabilities (e.g., how the Internet, with the computer, catalyzes 
a host of new activities, from electronic payment to the streaming of mov-
ies). Although new technologies can spread due to advantages manifested in 
any of these three ways, we must also consider trade- offs— what they may 
prevent or inhibit. Frozen dinners contributed to the downfall of family din-
ners and the interactions they facilitated; the advent of automobile- based 
suburbs made popular the construction of houses surrounding cul- de- sacs 
that protected children from through traffic, but their topology made bus or 
tram- based public transport impractical. What is lost in adopting new tech-
nologies leads us to focus on what changes to scaffolding are required to 
make the transition and what sources of resistance might be present. As Mar-
tin discusses, this can lead to better policy decisions when developing and 
introducing technology.

Paul Smaldino analyzes the function of social identity in facilitating 
cooperative group formation. Social identity is a particularly important tool 
in navigating affiliations in complex societies, which have large numbers of 
different social roles and many individuals who do not know each other per-
sonally but must interact with multiple groups in different contexts for dif-
ferent ends. How do such individuals assort into appropriate groups to serve 
their interests, develop competencies needed for professions, and find mates 
(inter alia)? For this we need a multidimensional social identity in which dif-
ferent aspects can be expressed in different contexts. (The phenomenon of 
register switching in language is one sign of changing behavior for these dif-
fering contexts.) As a consequence, we can participate in religions, con-
dominium associations, professions, departments, neighborhoods, sports 
preferences, and team affiliations, plus have ethnicities, sexual identities, and 
age groups, each of which may compel us to act within that group in differ-
ent ways to serve our needs and interests. As Smaldino notes, the needs of 
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affiliation involve not only who to cooperate with for common interests but 
who best to cooperate with to serve those interests. Decisions of this kind 
may demand further differentiating information. In larger societies with 
more roles, stereotypes associated with identities may serve cognitive func-
tions in conveying relevant information for coordination decisions, such as 
by signaling a high probability of common knowledge. Smaldino discusses 
different interactions that could be involved in group formation and how 
these play specific roles in societies of different size and structure. This chap-
ter provides a crucial theoretical plank in understanding the emergence of 
complex societies and articulates naturally with Wimsatt’s discussion of the 
need to deal with career trajectories that involve multiple, coordinated cul-
tural breeding populations.

It is implicit in Wimsatt’s “Articulating Babel” that an account of cultural 
evolution requires an unprecedented marshaling of diverse perspectives with 
local theories. Practitioners often have overestimated the generality, power, 
and completeness of their particular perspective. Combining these perspec-
tives requires two things. First, practitioners must recognize how and where 
their perspectives are relevant to generate an adequate explanatory account 
while accepting that, as perspectives, each of their vantage points is individ-
ually incomplete in addressing the complex phenomenon of cultural evolu-
tion. The endeavor of making the problem agenda structure explicit and 
detailing the associated criteria of adequacy provides a rationale for both the 
relevance and incompleteness of individual theoretical perspectives.

Second, the structure and criteria of adequacy for the problem agenda 
of cultural evolution demand that the relevant but incomplete theoretical and 
methodological perspectives articulate with one another in a coordinated 
fashion to answer different research questions. This is the topic of chapter 
13 by Claes Andersson, Anton Törnberg, and Petter Törnberg. They describe 
wicked systems generally, which have characteristics common to the com-
plexity we have observed for cultural evolution. How do such systems arise? 
Ecological and societal systems combine bottom- up features of complex sys-
tems (e.g., path dependence, nonlinearity, chaotic dynamics, and multiple 
relevant overlapping boundaries) with the top- down organization of com-
plicated systems (e.g., many components, different relaxation times of their 
interactions, and irregular connectedness). The fact that these diverse facets 
comprise wicked systems and are studied in different disciplines, which re-
veal different aspects of the phenomenon of interest, increases the urgency 
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of heeding the organizational structure and criteria of adequacy inherent in 
the problem agenda. Only this provides an antidote to claims that one theo-
retical perspective derived from a particular discipline offers a uniquely sys-
tematic viewpoint on cultural evolution. The essay by Andersson et al., 
along with the other contributions to this volume, substantially augment the 
number and kind of handles available for managing the complex domain of 
cultural evolution and determining the biases inherent in our modeling sim-
plifications. This will encourage us not only to go beyond the meme but also 
to better marshal our collective investigative efforts to interdisciplinarily ex-
plain the evolutionary dynamics of different facets of culture.
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After the initial construction of the mathematical theory 
of population genetics in the first third of the twentieth century, its amplifi-
cation and application took place largely through an elaboration of a mostly 
simplified theory based on panmixia, or random mating. This assumption 
was equivalent to ignoring any significant form of population structure. 
Much richer theories that explore dimensions of population structure 
and evolution in metapopulations have only taken off within the last 
generation— despite the foresight and theoretical directions provided by 
Sewall Wright. A corresponding uptake within theories of cultural evolu-
tion has not yet occurred despite the multiplicity of developmentally and 
culturally mediated sources of population structure. In an effort to facilitate 
an increasing incorporation of these factors, allowing a richer set of theo-
ries, I describe the many ways that developmental and population structure 
can enter into processes of cultural evolution, with special attention to the 
kinds of results they can produce. Corresponding to the architecture of 
the genome as an important source of structure in genetics (e.g., for linkage 
mapping), cultural evolution has as a source of structure the developmental 
dependencies (or what I have termed generative entrenchment) among cul-
tural elements acquired over time in the learning of complex abilities. This 
structure is not as simply specifiable as the genetic structure of linkage rela-
tions (being more akin to the causal network structure of gene action), but 
it is well defined and, for culture, relatively accessible for reasons I discuss 
below. Corresponding to the external population structure of biology, cul-
tural evolution has structured environments of learning and production 
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that are scaffolded by social organizations, institutions, technological infra-
structure, and specialized material artifacts and practices. The technologi-
cal infrastructure and its articulation with our practices are particularly 
important since they are formative elements in our cognitive constructed 
niche (e.g., Wolf 2008) and not merely a kind of transmitted cultural 
content.

I begin with a survey of the multifarious disciplinary approaches to cul-
tural evolution. Next, I characterize the structures that guide and amplify 
cultural change processes, as well as examine how they articulate with di-
verse disciplinary approaches, and then discuss their implications for what 
counts as relevant cultural units required for an adequate theory. Just as evo-
lutionary theory can be seen as an organized series of heterogeneous mod-
els in relation to several general principles, so also theories of the evolution 
of culture should exhibit a similar structural heterogeneity, given the large 
diversity of hereditary and production systems that interact in rich and var-
ied ways.

the sCope oF the proBleM
The field of evolutionary developmental biology (evo- devo) has emerged as 
a rich and multifaceted paradigm over the past three decades (Love 2003, 
2013, 2015). It includes cross talk between developmental genetics, genom-
ics, evolutionary genetics, cell biology, morphology, embryology, paleontol-
ogy, systematics, and even, increasingly, behavioral biology and ecology. Each 
of these areas has provided important perspectives on the evolutionary role 
of development and, through substantial interactions, changed both the 
problem space and what count as acceptable solutions across these disci-
plines. Evo- devo is a natural paradigm for the interdisciplinary linkages 
one should expect to appear in the study of cultural evolution. Although it 
is tempting to think of “culture” simply as a complex adaptation of one spe-
cies, this ignores the internal structural and dynamic detail of human cul-
tures. Cultures are complex beasts, in many ways more analogous to evolving 
ecosystems, in part because of the richness and diversity of modes of hori-
zontal transmission. This tends to break down what might otherwise be seen 
as species boundaries. But there are other complexities. The multiple evolving 
and interdependent lineages acting on different time and size scales within 
cultures and the recursive embedding of cultural elements and processes 
operate similarly to richly interacting species in an ecology that contains 
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everything from primary producers to keystone predators, bacteria-  
mediating digestion, and, ultimately, the recycling of its constituents into 
the biosphere.1

Evolutionary theory is interdisciplinary; it spans the whole of biology 
and draws insights, concepts, and tools from many diverse disciplines. 
For the study of cultural evolution, almost all of these insights, concepts, and 
tools are relevant. However, the emerging interdisciplinarity surrounding the 
study of cultural evolution is in its early stages— the range of relevant theories 
substantially exceeds (and, in many cases, complements) those of the biologi-
cal theory. Pertinent dimensions include an elaboration of the ecology of hu-
man evolution and the characterization of new hereditary channels, many of 
which are transmission pathways for information not present in most bio-
logical cases, such as spoken language,2 written language, the telegraph, the 
telephone, and the Internet. Each of these provided new channels for infor-
mation transmission that were independent of and yet complementary to 
the others. Although written language was probably the greatest facilitator 
of cumulative culture, the relative contributions of different transmission 
pathways in different contexts demand further study.

Inquiry into the evolution of different cultural forms requires combina-
tions of approaches within recognized disciplines (e.g., combinations from 
cultural anthropology, paleoanthropology, and archaeology within anthro-
pology, broadly construed), as well as combinations from across disciplines 
(e.g., from genetics, epidemiology, history of technology, and linguistics). For 
example, to understand a particular exemplar of culture, say, a primitive 
wheel, researchers might require an array of diverse techniques that includes 
a search for related artifacts; radioisotope dating for archaeological artifacts; 
phylogenetic methods, modified to handle reticulation resulting from hori-
zontal transfer, to analyze data from comparative linguistics; and agent- based 
modeling to ascertain likely patterns of spatial movements for and between 
groups.

Our growing technologies have midwifed elaboration of our constructed 
niches, scaffolding differentiated roles and communities of language and 
practice. These in turn yield new complex ecosystems of production. As a 
consequence, an interdisciplinary approach to cultural evolution is neces-
sary. This applies in discussions where the focus is the intersection of cul-
tural evolution and biological evolution because gene– culture coevolution 
perspectives must articulate with various dimensions of biological theory as 
expanded to include evo- devo. It also applies when dimensions of culture 
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have become sufficiently autonomous, and their rates of change have esca-
lated to the point that standard genetic variation is largely irrelevant, though 
even there, in some cases, epigenetic variation may still be important. Even 
in these circumstances, when we consider culture as an evolutionary system 
in its own right, we need new techniques and new conceptual frameworks— 
not simply new massive data sets— to develop an adequate theoretical view-
point from which to investigate and explain cultural evolution.

Currently, there is no consensus paradigm for how to approach cultural 
evolution, not even along the lines of the synthetic theory of evolution or the 
neo- Darwinian paradigm, which itself is being openly scrutinized (Laland 
et al. 2015). However, there are signs that different theoretical accounts from 
relevant disciplines could be on trajectories that lead to increased coordina-
tion in the near future. Take, for instance, the dual- inheritance approach 
spawned by Cavalli- Sforza and Feldman (1981) and subsequently elaborated 
by many others (Boyd and Richerson 1985; Richerson and Boyd 2005; Dur-
ham 1992). Rich developments of these ideas have appeared in economics 
(e.g., Nelson and Winter 1982; Mokyr 2002; Murmann 2003), linguistics (e.g., 
Mufwene 2008; Pagel 2009), and archaeology (e.g., O’Brien and Shennan 
2010; Andersson 2011, 2013; Tostevin 2013). These and other expanding re-
search programs are often governed by a specific paradigm that is manifested 
in graduate students, programs, conferences, and jobs. Of these, the work of 
Boyd and Richerson has had the broadest influence. Other areas, such as the 
history of technology (e.g., Basalla 1988; Arthur 2009) or history of scien-
tific change (Griesemer and Wimsatt 1989; Wimsatt and Griesemer 2007; 
Wimsatt 2012; see chapter 4 of this book) have practitioners with an evolu-
tionary perspective, and there is a large literature on innovation studies (e.g., 
in management and business) relevant to but mostly not integrated with work 
on cultural evolution (e.g., Lane and Maxfield 2005; Lane et al. 2009).

Given this diversity, it is not surprising that no common unifying focus 
has emerged for studies of cultural evolution.3 Indeed, besides difficulties 
arising from trying to cover such a complex problem space, some researchers 
resist these kinds of studies altogether. For example, symbolic anthropolo-
gists tend to deny the relevance of any evolutionary or biological perspec-
tive on culture and sometimes ignore or dismiss the cultural changes that 
do occur.4 This type of view is more widely distributed among social scien-
tists and some biologists (e.g., Fracchia and Lewontin 1999; Gerson 2013b). 
In cognitive psychology from the mid- 1960s up into the 1990s, psychologists 
cultivated a perspective that was both anti- evolutionary and asocial.5 
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Language competency was a paradigm case that spearheaded Chomsky’s 
attack on Skinner’s behaviorism. But the internalism of psychology that 
emerged in response to behaviorism (complete with methodological justifica-
tions; e.g., Fodor 1980) was a swing too far and especially paradoxical as ap-
plied to language because Chomsky’s claims about the unity of a “language 
module” and his assumed account of innateness were both biologically 
problematic (Wimsatt 1986; Dove 2012; see chapter 9 of this book) and be-
cause language is such a richly social and cultural phenomenon.

Although we must reject some of the attitudes of the critics of an evolu-
tionary approach to culture, that does not mean we can afford to ignore their 
chosen phenomena and subject matter. The realm of intention, meaning, and 
symbolic thought is crucial to understanding the nature of culture. Connec-
tions between thought, culture, and language are very deep. However, in-
tentionality and the symbolic character of thought are not isolated logically 
from evolutionary processes. A perception of this isolation may derive from 
how critics of evolutionary approaches represent these aspects of human cul-
ture. Language is profoundly developmental and social; the formation of 
dialects (Mufwene 2008) and the differential stability of words for commonly 
used concepts across languages (Pagel 2009) exhibit some of the clearest evi-
dence and crispest data for cultural evolution. The origins of language (see 
chapter 9) and the coevolution of linguistic capacities with human sociality, 
cognition (Sperber 1996, 2001), and tool use pose one of the most challeng-
ing and rewarding areas of study for archaeology (Sterelny 2012; see chap-
ters 7 and 8 of this book). More recently, the explosive acceleration and 
expansion of cultures with the invention, adaptive radiation, and divergence 
of written language is a prime area of study for the evolution of technology 
(see chapter 9 of this book; Woods 2010) Moreover, there is a correlative 
coevolution of cognitive skills and reading that reflect the impact of our 
technology on our own evolution (Wolf 2008).

Subsequent chapters in this volume explore some of the new interdisci-
plinary linkages that might move us toward a more productive articulation 
of existing disciplines bearing on cultural evolution, including new kinds of 
cases to act as model organisms (see chapter 6) and new concepts to aid in 
their analysis (e.g., the temporally structured characterization of differenti-
ated cultural breeding populations). One strategy allied with these approaches 
is the use of more general themes, principles, structures, and causal pro-
cesses to midwife new linkages among relevant disciplines. For example, are 
there core problems or techniques that can provide foci for organization, as 
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well as residua not captured by existing theoretical frameworks or methods 
that expose revealing exceptions and point to other relevant perspectives? 
Biologists have taught us that we must be opportunistic in seeking cases that 
are tractable and generate meaningful data. We must “seek the right organ-
ism for the job,” and this volume brings together promising approaches to 
finding and leveraging suitable models to comprehend the evolutionary 
dynamics of different aspects of culture.

Commonly, the first theories to be formulated in a domain focus on dom-
inant causal factors in a maximally simplified context to illuminate the op-
eration of major mechanisms. Later theoretical developments amplify the 
explanatory power of earlier theories by adding layers of context that char-
acterize real systems. In this the likely most productive strategy will be to 
place special emphasis on localizing the failures of these simpler models and 
on the estimated effects of including what is left out (Wimsatt 1987, 2002a).
The chapters herein emphasize the roles of diverse types of structure in guid-
ing and scaffolding cultural change in acting agents engaged in diverse rela-
tionships of interaction, which manifest more broadly as organizations and 
institutions that themselves facilitate and channel cultural change. The re-
sults point to much more powerful, versatile, and realistic theoretical 
resources.

eleMents oF A prototheory For  
CulturAl evolution
The different disciplinary approaches to culture demonstrate that it has an 
impact on an observer at multiple levels and from multiple perspectives. An 
account of culture must show how these act and how they articulate. Thus, 
we can track different ideas, practices, habits, conventions, skills, individu-
als, artifacts, technologies, art forms, disciplines, religions, social structures, 
institutions, organizations, theories, and more. The list goes on almost in-
definitely. These are not different species, however, for the multiplicity of their 
interactions— symbiotic, parasitic, and competitive— make them too inter-
dependent, so the relevant unit for most cultural evolution is more like a 
richly interacting ecosystem or subsystem.

It may be too soon to construct a full- blown dynamic account of cultural 
evolution, but I wish to lay out here the conceptual geography of the neces-
sary factors and elements of such an account, and why they are necessary. A 
fuller theory can then result by constructing different submodels of the in-
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teraction of these elements and studying their behavior. Two additions are 
necessary elaborations of the present population- based dual- inheritance the-
ory as it stands, one emphasizing a perspective on developmental depen-
dencies and another elaborating a notion of breeding populations relevant 
to cultural evolution. In conjunction with these additions, I delineate five 
crucial elements that comprise the components whose interactions produce 
cultural maintenance and change and a crucial relationship articulating 
them.

One cannot have an adequate account of cultural evolution without rec-
ognizing a central role for cognitive and social development. Different di-
mensions of culture are cumulatively acquired by individuals through a life 
cycle in which there is a rich structure of sequential and parallel dependen-
cies mediating the sequential acquisition of skills (Wolf 2008; Hiscock 2014) 
and the parallel development of different facets of the individual. A rich and 
variegated array of social and cultural organizations and institutions sup-
port and structure these developmental processes (Wimsatt and Griesemer 
2007; Sterelny 2012; Andersson 2011, 2013; Caporael, Griesemer, and Wimsatt 
2013; Anderson, Tornberg, and Tornberg 2014). In light of this, what form 
should an evolutionary theory of culture take? Part of this task lies in charac-
terizing the kinds of units that must be used in theories of cultural evolu-
tion, as well as what units must be accounted for since they are themselves 
cultural products. Then we have to look at the kinds of things that are evolv-
ing through interactions among these kinds of units and determine what 
heuristics are available for coming to understand their dynamics.

The Roles of Development and Population Structure for Culture
Two things seem central to account for the reticulate complexity of culture 
from an evolutionary point of view. The first is an insight from evo- devo ap-
plied to culture: development is even more important to the dynamics and 
structure of cultural transmission and change than it is to biological evolu-
tion. The second is a transformed notion of “breeding population” derived 
originally from population genetics but modified to reflect the nature and 
modes of cultural inheritance in individuals.

Aspects of Culture Are Acquired Sequentially by Individuals throughout a Life Cycle
I would argue that the primary target of analyses of cultural evolution should 
be skills. Some must be acquired before others can be. This sequential ac-
quisition means that dependency relations within and among complex, 
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sequentially acquired skills should play a central role in characterizing as-
pects of culture and their evolution. All skills are honed through practice, 
and complex skills are taught and assembled through a succession of stages 
where performance at later stages requires mastering and assimilating ear-
lier ones (Greenfield, Maynard, and Childs 2000; Stout 2005; Thornton and 
Raihani 2008). Wolf (2008) documents this extensively for the coevolution 
and development of written language, reading, and cognition, both in his-
tory and in the developing child, and Hart and Risley (1999, 2003) show 
how different exposures to spoken language in deprived versus enriched 
language environments have multiple downstream impacts on cognition and 
socialization in young children. Many cultural elements cannot be under-
stood or used unless appropriately prepared by prior experience and train-
ing. This provides a rationale for ordered teaching curricula that are 
organized and structured to facilitate the seamless assimilation of both in-
tellectual content and practical skills (Warwick 2003). And one generally 
requires a deeper mastery of an element to teach it or to demonstrate its use 
than merely to use it.

A particularly striking case is the interweaving of mathematics and quan-
titative sciences through mutually supporting skills that are first acquired 
during primary and secondary school and further developed in college and 
graduate school. However, sequential dependencies are found as formative 
structures throughout most complex skills, including reading and reading- 
dependent cognition as well as argumentative skills (Wolf 2008). Thus, we 
must understand cognitive development, both in general and in particular 
kinds of cases. It is inadequate to scrutinize only the acquisition of general 
skills, like language use in speaking, along with the socialization processes 
studied by cognitive psychologists (many of which are acquired “spontane-
ously” in normal interaction). One must also investigate more particular 
forms of cognitive development, especially those that demand explicit train-
ing or the design of curricula, such as reading, writing, mathematics, and 
more specialized and professional skills such as car repair, animal husbandry, 
medical diagnosis, engineering drawing, chemistry, the solution of ordinary 
differential equations, programming in Java, and genetics. Humans have 
many such skills, which are deployed in different combinations. The notion 
of scaffolding is crucial in understanding and facilitating their acquisition 
(see below, section 4). These skills and their codeployment, such as the role 
they play in constructing group identities (see chapter 12) and configuring 
the status of such groups in a society, are the source of most differentiated 



 A rticu l ati ng Ba bel 9

complexity observed in culture. The work on the generation and nature of 
subcultures in the professions, or even within individual corporations, doc-
ument what makes an “IBM man” or a photovoltaic engineer (Bucciarelli 
1996). A major problem for memetic and most dual- inheritance theories is 
their inability to recognize the organizing structure provided by these de-
pendency relations.

Although the curricula of the natural sciences and other academic dis-
ciplines reflect this kind of sequential dependency for complex skills, it is no 
less characteristic of complex manual skills in prehistory or in contempo-
rary life (Hiscock 2014). Tostevin (2013, chapter 8 of this book) argues that 
the products of lithic technology can be produced in multiple ways and there-
fore do not reveal (by themselves) the culture transmitted to produce them. 
As a consequence, he formulates an observational and experimental meth-
odology to uncover the sequences developed to make stone tools and lithic- 
dependent technologies in order to track their evolution. Mathematical 
development requires developing the subject sequentially (Warwick 2003), 
as does the experimental methodology of classical genetics. More advanced 
techniques require the mastery and practice of more basic ones.

We have attempted to treat the subject . . . as a logical development in which 
each step depends upon the preceding ones. This book should be read from 
the beginning, like a textbook of mathematics or physics, rather than in an 
arbitrarily chosen order. (Sturtevant and Beadle 1939, 11)

Yet to learn a skill is not enough for the elements to be presented in the right 
order. The earlier elements and techniques must be mastered through prac-
tice so that their execution becomes habitual, quasi- automatic, and standard-
ized. This is what makes assimilating these skills possible.

Genetics also resembles other mathematically developed subjects, in that fa-
cility in the use and understanding of its principles comes only from using 
them. The problems at the end of each chapter are designed to give this prac-
tice. It is important that they actually be solved. (Sturtevant and Beadle 
1939, 11)

The mastery of earlier skills, including the modulation of different steps, al-
lows their chunking (or articulation) and deployment as components in still 
more complex skills in a semiautomatic manner. These, in turn, are mastered 
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similarly, thereby creating a hierarchy of increasingly complex skills. The 
skills and competencies acquired in one discipline affect the possible reach 
of individuals into other disciplines without substantial supplementary train-
ing or close collaboration. They also attune individuals to the relevance of 
other disciplines for their research problems. This dependency structure of 
skills and knowledge thus modulates likely directions for forming interdis-
ciplinary linkages.6 Dependencies recapitulate the order of instruction and 
the design of curricula. Biochemistry presupposes organic chemistry, which 
presupposes general chemistry. And the dependencies continue: biochem-
istry is presupposed by cell biology, as cell biology is for developmental biol-
ogy. And correlative skills are required as well: none of it can be taught 
without mathematics— often, increasingly sophisticated mathematics to 
master the details of some kinds of interactions. In instruction within a dis-
cipline, the same topic is often revisited multiple times as more sophisti-
cated and powerful methods enable a more detailed and deeper analysis of 
the subject matter. Janssen (see chapter 4) demonstrates how earlier theory 
guides and scaffolds the creation of later theories in the transition from clas-
sical mechanics and electromagnetic theory to relativity theory and quan-
tum mechanics, which suggests how this dependency structure plays a role 
not only in learning but also in complex theory development. So this struc-
ture of dependencies is reflected both in the evolution of experimental meth-
odologies and in the construction of successor theories.

Such dependencies exist everywhere in culture, and there are broader 
consequences of this generative entrenchment for culture and technology. 
They affect what we can learn, what we must learn first, and where we can 
go from what we have learned so far. But these dependencies affect more than 
learning. They condition what changes can be made in our technologies and 
institutions, and in what order. A deeply entrenched trait in biology or cul-
ture is one that is difficult or impossible to change because so many other 
things depend upon it, and virtually any other change wreaks havoc else-
where in the system (Wimsatt and Griesemer 2007). Thus, the dimensions 
of English and metric threaded fasteners are deeply entrenched, fixed within 
their respective mechanical technologies, and mutually incompatible (Wim-
satt 2013).

Such changes are relatively rare, but analyzing them has methodological 
consequences. A successful change in a functional element of an adaptively 
integrated system requires that the main functions of the existing element 
and compatibilities with other parts be maintained. The more downstream 
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dependencies that exist, the more demanding are the standards for a suc-
cessful replacement.7

This process of replacement can span years or generations and is nicely 
illustrated with the development of the IBM 704, 709, and 7090 computers. 
In 1958, IBM released its vacuum- tube 709 scientific computer, the first to 
emulate an older computer, the IBM 704 of 1954. The move from the 704 to 
the 709 took four years. The emulation was so the 709 could continue to run 
older software, particularly FORTRAN, which ran for the first time on the 
704 and rapidly become crucial for scientific computing. (This backward 
compatibility became a virtual requirement for newer computers and soft-
ware packages from then on and illustrates my point.) IBM then put the 709 
team to work producing the 709T, (or 7090), a logically identical computer 
substituting transistors for tubes. This is conservation of function in spades! 
Released only a year later, the 7090 was smaller, more reliable, and half the 
cost, with much lower (five volt) power requirements (no high- voltage fila-
ment transformers for vacuum tubes) and a much reduced need for air con-
ditioning. It also ran six times faster. With higher reliability, it had much less 
downtime, and its higher speed allowed real- time control of processes that 
the 709 could not manage. But for all of these massive (and advantageous) 
changes in support structures, the 7090 was logically identical as far as run-
ning programs was concerned. This conserved function made it quick to 
develop, since it immediately had functioning software, and its other 
characteristics gave it much wider distribution and use. It fomented a revo-
lution and guaranteed the role of the transistor and, in later descendants, the 
integrated circuit, as the basic construction element in future computers. The 
broader use of integrated circuits spawned an information technology revo-
lution that has penetrated all aspects of our other technologies and has deeply 
modified our behavior, connectivity, and culture.

A successful change in a deeply entrenched element can play a major gen-
erative role in the elaboration of downstream elements, effectively producing 
in science or technology an adaptive radiation or a scientific or technological 
revolution, as exemplified above in the development of computers and also 
by the development of the internal combustion engine as a power source. It 
is now used in applications ranging all the way from chain saws and lawn 
mowers, through automotive engines, to truck and marine diesels. In each 
case it provided a lighter, more tractable, and more powerful substitute for 
steam power or, at the smaller end, a power source where steam would have 
been impracticable. (This proliferation was noted extremely early: Page 
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[1918] lists a three- page classification of types of internal combustion en-
gines only thirty years after their invention.) And it reaches far beyond the 
target element. Thus, the Chicago yellow pages for 2001 had ninety- five pages, 
at five columns per page, listing thousands of businesses falling under doz-
ens of different categories relating to “automotive,” and the integrated chip 
spawned an information technology revolution that has penetrated all as-
pects of our other technologies and deeply modified our behavior.

The probability of a successful change declines with the acquisition of 
further dependencies. Elements with different degrees of entrenchment can 
be expected to evolve at different rates. Working from different evolution-
ary rates to degrees of entrenchment, together with looking at which things 
change or are conserved together, is a fundamental tool of inference in un-
tangling developmental programs and in constructing phylogenies in bio-
logical evolution (Wimsatt 2015, see below). Similar design principles are 
integral to biological organisms, which can be seen as complex variations on 
the theme of cellular organization and conserve the entrenched features nec-
essary to cellular function and reproduction. Our technologies are even 
more obviously organized; dependencies that recapitulate their histories ex-
ist in the design of our computer software and hardware, as well as in other 
technological systems, where sequential acquisition and hierarchical mod-
ularity is endemic (Arthur 2009; Wimsatt 2013), and early contingent com-
mitments can leave a long shadow as they become increasingly entrenched. 
Such things are difficult and expensive to change, as was illustrated in the 
massive readjustments involving reprogramming software and the purchase 
of new computer hardware to address the Y2K threat posed by the two- digit 
representation of years widely embedded in software. The two- digit repre-
sentation would in 2000 AD have become ambiguous between that date and 
1900 AD and wreak havoc on financial and other time- sensitive data (Webster 
1999). The necessary changes to a four- digit representation were extremely 
far reaching and costly, including massive reprogramming (contracting out 
work to programmers in India, thus creating an industry to compete with 
our own) and a substantial peak in the purchase of new computers with the 
appropriate hardware.

Individuals Participate in Multiple Sequential and Parallel Cultural  
Breeding Populations
Biological evolution (in sexual species) has a single breeding population in 
which diploid mating mediates heredity in a systematic fashion. The genetic 
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bases for all traits are inherited together at the same time. Cultural evolu-
tion, by contrast, takes each individual through learning trajectories that 
traverse multiple successive and simultaneous parallel cultural breeding 
populations. The acquisition and transmission of diverse skills acquired over 
time include multiple “parents” in proportions that can vary from person to 
person and generation to generation (Wimsatt 1999, 2010; chapter 5 of this 
book). We inhabit and pass through a number of culturally defined peer 
groups (or reference groups) in our life cycle that delineate our identities and 
inform our skills, sometimes sequentially and sometimes contemporane-
ously (see chapter 12). The structure of such groups, membership criteria, 
migration patterns between groups, and the factors mediating these move-
ments are proper objects of study for sociology. The identities we acquire in 
the process of participating in and across different breeding populations 
(Smaldino) inform us and provide values that shape future choices and tra-
jectories.

Depending on the mobility and degree of role differentiation within a 
society, these trajectories may differ substantially from individual to indi-
vidual. However, they can still exhibit strong similarities from “common edu-
cation” or within “trades” and “professions” with standardized content and 
modes of training, often with certification exams or procedures to increase 
the heritability of skills and standardize knowledge and competence, gener-
ating subcultures within the society. Medical doctors display diplomas on the 
walls of their office but so do many auto mechanics! It is crucial to under-
stand the production, maintenance, and articulation of these groups through 
individuals that participate first as students in successively more advanced 
training and subsequently as teachers to those earlier in the learning se-
quence for groups they comprise (Wimsatt 2001). Some of this knowledge 
and competence is transmitted to other groups that will use it but only re-
quire training up to a less advanced level; secondary math teachers, physi-
cists, and engineers are typically less advanced users of mathematics than 
mathematicians. This is the analog of age- structure models in biology, though 
they must be elaborated further to capture cultural phenomena.8 Such pro-
fessions are in many respects organism- like and self- reproducing within 
the context of a broader supportive society. How groups articulate with one 
another is also crucial; societies in which reading and writing are promul-
gated only through a priestly class or in monasteries are very different from 
those in which these skills are acquired in a universal public education sys-
tem. The groups themselves have an identity and characteristic content.
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The sustained interruption of a profession that teaches and practices a 
complex of sequentially acquired skills can lead to the cultural equivalent of 
species extinction, or even the disappearance of a whole ecosystem. The de-
struction of the giant Chinese wooden junks— far more advanced than Eu-
ropean vessels of the same period— by the Ming dynasty in the fifteenth 
century and the halting of their production for three generations led to the 
irreversible loss of the associated skill complex (Diamond 1997). U.S. leader-
ship in public education in the nineteenth and twentieth centuries gener-
ated a workforce capable of mastering new machine technologies. This 
education, in combination with the GI Bill that fostered college education 
after World War II, midwifed our technological and economic ascendancy. 
Our current shortfall in elementary and secondary school education with 
respect to mathematics and the sciences is crippling our technological soci-
ety. Our universities increasingly instruct able and enthusiastic foreign stu-
dents who will return home after their education, thereby changing the 
geography of international economic competition.

A variety of training curricula have established trajectories through our 
complex culture where individuals experience differential exposure to parts 
of it and isolation from other parts.9 The distribution and interrelation of so-
cial roles in society help to link these population groups, their distribution, 
the support that society provides them, and the migration of individuals 
through them. A prominent example is the concentration of innovation, edu-
cation, jobs, marriage patterns, other institutions and organizations, and 
financial well- being in city hubs at the national level (Moretti 2012). Moretti 
uses well- structured economic and sociological information to reveal insights 
into what fosters creativity and innovation and builds the institutions that 
scaffold them. His account articulates naturally with economics, psychology, 
and education, as well as with how developing technologies radiate invention 
and expansion across fields. It is a paradigm of the kind of cross- disciplinary 
study required to comprehend the various strands of evolving cultural 
lineages.

These two elements— sequential acquisition through a life cycle and 
multiple cultural breeding populations— serve to indicate the central role 
that development and population structure play in the maintenance, trans-
mission, and elaboration of culture. Population structure is a central fea-
ture of modern evolutionary theory, but its importance is far greater for 
culture than for biology due to the role of development in the acquisition of 
knowledge or skills and the elaboration of social structure.10 The critical 
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role of sequential acquisition indicates that we need to actively combine 
evolution and development. To account for cultural change over time, we 
must adopt an evo- devo perspective. Cultural population structure, medi-
ated by social institutions, organizations, and technological scaffolding must 
be integrated with this and incorporate new dimensions of theorizing about 
cultural transmission and evolution. Few of the extant perspectives on cul-
tural evolution have considered either (but see Wimsatt and Griesemer 2007; 
Wimsatt 2010; Sterelny 2012; Caporael, Griesemer, and Wimsatt 2013). An 
expanded ontology is needed for an integrated account of cultural evolution 
that accommodates these complexities (see below, section 4).

A Curious Theoretical Inversion in Biological versus Cultural Evolution
An intriguing and important difference between biological and cultural evo-
lution is that the study of biological heredity has become more tractable 
with technological progress in classical transmission genetics, population ge-
netics, and (subsequently) molecular genetics.11 By comparison, the study 
of development or developmental genetics in biology, though getting easier, 
is a much more difficult topic. As a consequence, it is tempting to see genet-
ics at the center of the theoretical structure of biological evolutionary the-
ory, with development and even ecology being derivatively informed by the 
same source. For culture, by contrast, heredity is a mess. The possibility of 
multiparental inheritance of varying degrees, latencies of transmission (e.g., 
cultural influences can skip generations; Temkin and Eldredge 2007), and 
diverse modes of transfer that can vary irregularly makes the study of cul-
tural transmission enormously complex (Wimsatt 1999; chapter 5 of this 
book). However, the developmental acquisition of a cultural element has to 
be possible for learners in the relevant audience so that it can be transmitted 
and employed. If the appropriate subjects can learn it, then it should be easier 
for us to study and untangle.12

Specialization reduces the technological overhead that must be mas-
tered by any one individual, vastly expanding the complexity that can be 
managed by a culture. But there is another crucial element. Learning the 
technology becomes manageable in part through the fact that past tech-
nologies can be chunked or “black boxed” and used without understanding 
or transmitting all of the knowledge necessary to generate them (Wimsatt 
2013); any generation need only study the outermost layer of an accreting 
onion. Thus, in the teaching of science, it is not necessary to engage in a 
complete recapitulation of theory development; a designed representation 
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of theoretical accounts resembling earlier simpler stages suffices, as it cap-
tures simpler phenomena or acts as a scaffolding for more complex cases 
(see chapter 4). Technology represents an even more extreme case. Since 
massive amounts of detail often can be collapsed into a portable result, 
highly complex nested sets of technological dependencies can be transmit-
ted.13 Although it would take an enormous team of specialists to dissect, 
understand, and be capable of reproducing any piece of modern technology 
from scratch, we only need to master its outer “user interface” or in design, 
the chunked components that are assembled and articulated at that level.

Therefore, heredity and development in some respects interchange roles 
in the study of biology and culture. For cultural evolution, a study of devel-
opmental, learning, and teaching processes could provide essential levers in 
understanding cultural heredity and supply the core for understanding cul-
tural evolutionary processes, just as for biology the study of heredity has pro-
vided a crucial tool in understanding development. Indeed, I believe this 
will prove to be the case and yield theoretical perspectives for cultural evo-
lution that will look quite different in spite of many recognizable similari-
ties with what is found in biological evolutionary theory. Will development 
emerge as providing the core architectural elements for cultural evolution 
in a way similar to the role played by genetics in biological evolution? It will 
be interesting to see how this develops.

Additional factors common to both are the layered complexity and 
generative entrenchment of elements, both in biological evolution and tech-
nological development, leading to the evolutionary conservation and 
 cumulative architecture that makes the study of their histories an essential 
source of insight in both areas. Thus, I have found that my study of original 
sources in the history of genetics rendered intelligible otherwise mysterious 
aspects of modern theory, or its choice of certain problems, as crucial, and 
often with new handles on modern disputes.14 So developmental generative 
entrenchment has had a systematic effect on evolving systems from biology 
and culture.

relevAnt units oF the CulturAl systeM  
For A theory oF CulturAl evolution
The roles of development and population structure for culture suggest five 
kinds of units that must be included in any adequate theory of cultural evo-
lution to properly capture the dynamics of cultural change. In discussing 
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them, I will attempt to suggest how they articulate with relevant capabilities 
and disciplines, sketching the causal linkages pertinent to cultural evolution 
that are scaffolded by culture itself and characterize the scaffolding relation. 
Second, I argue that cultural evolution can be seen as interrelations of evo-
lutionary change in several different kinds of processes, which are driven or 
modulated by a number of correlative changes in other evolving lineages.15 
Finally, I comment on the relevance of time scale in the analysis of these pro-
cesses and their interactions.

The five kinds of elements necessary for an adequate theory of cultural 
evolution that account for the role of scaffolding in articulating these ele-
ments can be divided into two main categories.

Category 1
1. Transmissible or replicable elements (TREs). Examples of TREs include 
artifacts, practices, and ideas that are taught, learned, constructed, or 
imitated. These include ideational, behavioral, and material items, which 
are capable of being modularly decomposed or chunked and black boxed 
hierarchically.16 Thus, they can engender multiple levels of organization that 
may not all be accessible to inspection at a given time. Their modular 
structure can be circumscribed either within an individual’s cognition, 
capabilities, and interactions with an environment or by an organization or 
profession that assembles a team of individuals that collectively have the 
necessary capabilities. There will be populations of TREs at different levels 
of organization that show variation and therefore can be targets of differen-
tial selection.

Conceptualizing TREs as memes has been criticized heavily. The loose 
characterization of memes allows almost anything to count as one. As a 
result, it is not possible to explicate how the resulting heterogeneity of items 
can be reproduced or transmitted in any unitary way. This is especially 
problematic for an account that focuses so strongly on heredity. This 
heterogeneity becomes more manageable when one sees that particular 
kinds of TREs are part of a complex array of elements that interact to 
produce cultural change and that many of these causal structures facilitate 
or constrain their reproduction (Griesemer 2013b). Unlike memes (Dawkins 
1976), TREs are not autonomous, self- replicating elements. Their spread is 
conditioned by developing individuals through a life cycle, an aspect not 
utilized in standard dual- inheritance accounts, and their reproduction is 
mediated by scaffolding elements from category 2 (Wimsatt 2010, see 
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below). We must not make the mistake of memeticists and fail to see the 
contextual forest for the TREs.
2. Developing biological individuals (DBIs). DBIs develop, are socialized, and 
are trained over time in multiple cultural breeding populations. The earlier 
training of DBIs affects their capabilities, exposure, and receptivity to 
subsequent TREs or to participation in or interaction with elements from 
category 2 (below). A developmental process of sequential acquisition and 
assimilation is crucial because the developmental state of an individual 
determines whether they are “infectible” by a TRE, as well as how they 
will interpret and use it. The culturally induced population structure of 
individuals that mediates the exchange and development of TREs is the 
main driver of cultural evolution and is also a major element of social 
structure, especially for generating identities, and this has an impact on 
power structure. This population structure is generated as a consequence 
of various lower- level units that compose the population (Wimsatt 2010, 
2013). Thus, the cognitive and social characteristics of DBIs matter, and the 
study of cognitive heuristics is pertinent to elucidating the architecture of 
culturally induced population structure (Sperber 1996; Gigerenzer et al. 
1999; Heintz 2013). Individuals may differ in their success or competence at 
specific skills and therefore be preferred targets for imitation or association 
(see chapter 12); they may use other heuristics, such as conformity bias, in 
deciding who to imitate (Richerson and Boyd 2005).17

DBIs are socialized through their developmental life histories and 
make culture through social and enculturated interactions, especially in 
the acquisition, application, and extension of complex skills. These include 
both common skills (e.g., language use or socialization, largely in family 
dyads and family or small peer groups) and specialized skills, such as those 
acquired and practiced in differentiated roles attached to institutionalized 
task groups. A distinctive array of specialized skills can be grouped together 
as a repertoire (Leonelli and Ankeny 2015), which gives unity to scientific 
specialties and helps to organize their research efforts institutionally 
(Gerson 2013a, 2017). The structure and texture of repertoires characterize 
much of the complexity we find in culture. DBIs also have psychological 
tendencies that affect who they interact with and how and what they draw 
from others.

Gene– culture coevolution (e.g., Richerson and Boyd 2005) and memetic- 
inspired theories incorporate only some of the structure of TREs and DBIs. 
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Development and the order- dependent sequential acquisition of complex 
skills is ignored in extant theories. Population structure is not a significant 
element in most gene– culture coevolution accounts except for the recogni-
tion of biological kin and group selection, along with the fitness possibili-
ties of trait- group effects. The most significant omission is culturally induced 
population structure and its scaffolding effect on training for complex skills, 
including coordinated tasks with role differentiation and group identity for-
mation (see chapter 12).

Structures of this kind emerge naturally from interactions of DBIs with 
elements of category 2, providing further reason for their inclusion in any 
adequate theory of cultural change.18 These culturally created structures are 
constructed parts of the human cognitive, normative, and affective environ-
ment that scaffold the acquisition and the performance of knowledge and 
skills and coordinate their acquisition. Thus, the choice of a profession (an 
organization with richly structured curricula and institutional norms) scaf-
folds subsequent learning and commits one to a trajectory of exposure to rel-
evant knowledge and procedures, institutions, and population structures 
that condition their life course (B. Wimsatt 2013; Warwick 2003). These 
trajectories structure the sequence of the peer groups we move through and 
the dependency relations among skills utilized during this migration. This 
substantially reduces the complexity of social and cultural structure that an 
individual must face, making the cognitive tasks more manageable. Whether 
it is promotion to middle management (which may change friends and neigh-
borhood as well as job tasks) or a group identity change associated with 
age- structured roles (like becoming parents or grandparents), this cultur-
ally induced population structure brings order— both in navigating and in 
theorizing— to an otherwise forbidding complexity of overlapping peer 
groups.

Category 2
1. Institutions. Institutions are ideational structures at a social or group 
level that constitute or contain explicit or implicit (and commonly internal-
ized) normative rules or frameworks that guide the behavior of individuals: 
“A collective enterprise carried on in a somewhat established and expected 
way” (Gerson 2013b). These rules or frameworks apply to individuals either 
universally or as classified by society for a certain role, class, or profession 
(e.g., social norms of behavior, legal codes, and transition rituals like bar/
bat mitzvahs and graduations). They are diverse and can be quite complex.
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The complicated expectations for individuals participating simultane-
ously in diverse institutions indicate an important role for habit in the 
formation and explanation of behavior (Duhigg 2012). More broadly, larger 
swaths of culture can be seen as systems of institutions that are made up 
of conventions where each institution mediates a collective capacity to 
carry out a task (Gerson 2013a). Institutions also evolve under changing 
conditions and demands from social groups. The promulgation and 
elaboration of engineering standards for different kinds of interchangeable 
parts in manufacturing was a critical element in the explosion of technol-
ogy beginning in the nineteenth century and serves an important coordi-
nating function for the design and manufacturing of parts that must meet 
many constraints to function properly in diverse complex mechanisms 
(Wimsatt 2013).
2. Organizations. Self- maintaining groups of individuals that have self- 
organized for some purpose or set of shared purposes are organizations. 
These are like DBIs, but at a social/group level, and include interest groups, 
such as unions and political parties, firms, nations, and professions.19 
Departments at universities are an excellent example. They recruit stu-
dents and faculty, produce academic products (papers, books, technology, 
students), teach classes, and inculcate professional values. They may 
undergo development as a function of their size, demography, and histo-
ries. Sometimes, they reproduce, either with characteristic members that 
propagate to constitute similar groups or by spinning off new organizations 
that reflect some of their values, aims, and structure. Although I focus here 
on their role in transmitting elements of culture, such groups are also 
commonly foci of political action and the expression of power through 
their common purposes.

Complex group interactions in organizations allow the production of 
entities, artifacts, and practices that individuals could not generate on their 
own (Theiner, Allen, and Goldstone 2010). Organizations develop the 
capability for cooperative and coordinative interaction and socialization 
and may also interact competitively. Group structure manifests on different 
size and time scales, sometimes as a hierarchical organization and some-
times in a stable manner that cuts across hierarchical relations. Organiza-
tions mediate much of the specialized role differentiation and training that 
make our society and others so reticulate.

Organizations can be seen as socially or culturally determined core 
configurations that are widely found in different human populations; they 
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are naturally configured groups of individuals of different characteristic 
sizes adapted to different functions (Caporael 1997; 2013; Sterelny 2012). 
These act as cultural breeding populations to define, maintain, elaborate, 
and teach knowledge, procedures, and values and are central elements in 
identity formation. Organizations and their interactions play a formative 
role in generating institutions that provide further structure to their identity 
and interactions (Murmann 2013). Individuals follow trajectories through 
organizations, pursuing their ends while at the same time having them 
shaped by the groups they inhabit or pass through, with the institutions 
appropriate to those organizations coming to bear in relevant contexts 
along the way.
3. Artifact structures. Artifacts or physical structures mediate short- term 
activities or processes (like those found or used in a work environment, 
including physical tools, and reading and writing or utilizing or producing 
specialized language, serving multiple functions) or provide physical 
infrastructure that is maintained on transgenerational time scales to yield 
“public goods.” These may be produced, interacted with, and maintained by 
organizations like manufacturing firms or by institutions in society at 
large. Both units can facilitate a range of activities or, in other circum-
stances, provide specific infrastructure for a delimited subgroup, such as 
practitioners of a specialty or users of a specialized technology. Markets 
mediate the development and distribution of new or transformed artifacts 
or procedures involved in using them. Complex technologies require and 
generate complex distribution networks and a host of standardized 
practices (Wimsatt 2013; Arthur 2009).

Many regard artifacts only as products of culture rather than as elements or 
producers of culture, especially if artifacts are treated as external tools for 
accomplishing tasks instead of integral parts of thought processes (e.g., Richer-
son and Boyd 2005).20 However, embodied theories of cognition and of 
distributed cognition reveal that artifacts and the structured interactions and 
motor activities they induce play an essential part of the cognition of indi-
viduals and groups; they must be recognized as components of thought pro-
cesses (Wilson and Clark 2009; Theiner, Allen, and Goldstone 2010). Artifacts 
not only extend and change our cognitive skills (Wolf 2008) but also facili-
tate the formation of new kinds of groups as cognitive units and help segment 
us into new skill groups and cultural population structures (see chapter 3). 
Although this can be seen as a friendly extension of niche construction 
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theory (Odling- Smee, Laland, and Feldman 2003), the conceptual tools re-
quired for the “cultural niche” must encompass much more than niche 
theory has currently embraced (see Wimsatt and Griesemer 2007). These 
components of distributed cognition make possible particular cultural inter-
actions (e.g., Internet communication for the collective solution of complex 
problems in data analysis) and products (e.g., open source software; Nielsen 
2012). Scientific research, practice, and institutions are important examples 
of this collective activity that is a technological and cognitive expansion of 
our niche (see chapters 2 and 3).

Institutions, organizations, and artifact structures are components of a 
society and of many things we find in culture. Government bodies are hy-
brids of all three of these entities, as are most other complex cultural con-
structions. Organizations at one level are the primary source of formal 
institutions at another level; networking interest groups are the source of 
informal institutions.21 An important contrast between biological and cul-
tural evolution enters here: the single breeding population for biology is re-
placed by multiple overlapping reference groups of culture, each being a 
possible source of interaction and learning or the transmission of knowl-
edge and practices (e.g., professional associations, places of employment, 
political and governmental affiliations, and religious congregations, inter 
alia). Each has characteristic norms of behavior and modes of interaction— 
a  subculture— and their structure is modulated by core configurations of 
people of various sizes that we find natural (Caporael 1997).

Scaffolding
Scaffolding refers to structures or structure- like dynamic interactions among 
performing individuals that are the means through which other structures 
or competencies are constructed or acquired by individuals or organizations 
(Wimsatt and Griesemer 2007; Caporael, Griesemer, and Wimsatt 2013). 
Scaffolding serves a function and is thus a many- termed relation (Wimsatt 
2002b); something scaffolds an action or class of actions for an individual or 
group of individuals, often in a larger system of interactions, in a character-
istic environment or set of environments relative to a goal. Material or ide-
ational entities that contribute to achieving this goal are scaffolds.

How does scaffolding emerge? Common patterns become habitual, 
and if widespread through conformity bias, coordination games generated 
by common advantage, or other means, can become standardized. This 
generates normal modes of behavior for all sorts of regular behavior and 
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activities. Many cultural elements emerge in conjunction with this standard-
ization and are specifically designed to aid in constructing or developing 
competencies among individuals and organizations. Thus, chaperone mole-
cules scaffold the correct configuration for folding proteins, and the cell 
scaffolds gene replication and expression so profoundly that the cell is argu-
ably the relevant reproductive unit, rather than the gene or genome.22 A 
similar perspective points to the insufficiency of methodological individual-
ism, which is the view that higher levels of social organization can be char-
acterized exhaustively in terms of component individuals, including their 
internalized thoughts and actions (e.g., “Homo economicus” of rational deci-
sion theory and economics). For the enculturated and socialized human, 
whose agency is richly scaffolded in multiple dimensions, this perspective is 
empirically and conceptually inadequate.

It is critical to distinguish agent scaffolding, artifact scaffolding, and in-
frastructural scaffolding (Wimsatt and Griesemer 2007) because they cross- 
classify the foregoing units of and for theories of cultural evolution. 
Scaffolding is not necessarily introduced intentionally, but its presence is part 
of a means- end chain of action directed toward one or more goals. Scaffold-
ing for individuals includes family structure, schools, curricula, disciplines, 
professional societies, church, work organizations, interest groups, govern-
mental units, and laws. Some of this scaffolding is imposed by organizations 
or institutions, though individuals also pursue it actively, such as embark-
ing on a normal training trajectory to achieve competence and certification 
in a profession. Scaffolding for organizations include (for businesses) articles 
of incorporation, corporate law, codes of ethics, manufacturers’ organiza-
tions, dealerships, chambers of commerce, and distribution networks for 
manufactured parts. Infrastructural scaffolding is so broadly applicable that 
it is sometimes difficult to specify the pertinent individuals and organiza-
tions or what competencies it facilitates. Language, both spoken and writ-
ten, is so obvious as to be easily overlooked. Mathematics and computer 
languages are natural technological extensions. Janssen (chapter 4) docu-
ments how earlier theoretical structures in physical science provided crucial 
scaffolding for the development of newer theories; specialized experimental 
technologies— from microscopes to statistical techniques— can do the same. 
Our technological civilization has many systems of infrastructural scaffold-
ing: highway, sea, rail, and air networks; shopping centers; containerized 
shipping; distribution networks for gas, water, power, telephone, and sewage; 
warehouses and reservoirs; public transport; Internet; and waste removal. 
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The census offers an especially poignant example. Its diverse uses by gov-
ernments for the distribution of resources or structuring and the distribu-
tion of political power means it is a deeply entrenched feature of our society. 
Markets, as institutions, are also infrastructural scaffolds that elaborate 
and coordinate a host of businesses, products and practices, and the choices 
and activities of agents.

TREs, DBIs, institutions, organizations, and artifact structures are the 
requisite kinds of units to formulate minimally adequate accounts of cultural 
evolution in its current complexity. However, what we still lack are substan-
tive analyses that show how these units articulate in more elaborate regula-
tive and production structures, and this should be a topic of continued and 
elaborative research. These structural configurations would presumably dif-
fer for different levels of organization in society, for its differently articu-
lated microcultures, and for different cultures as a whole. This would be akin 
to different phyla in the biological world that are elaborations of different ma-
jor body plans, each of which have diversified within different ecosystems. 
Thus, mathematics through calculus and statistics provide a common back-
bone for all the mathematical sciences, which add further differentiated 
skills, and programming is rapidly becoming equally essential. Structural 
configurations of these units generate and mediate power relations and reg-
ulate the distribution of information and resources. They also indicate what 
kinds of disciplinary approaches, in various combinations, are required to 
understand the dynamics of cultural change, which is likely most fruitfully 
tackled by examining how the different units are articulated in a given do-
main of culture. This, in addition, would tend to highlight the fact that many 
cultural processes require inputs from more disciplinary perspectives than 
they now receive and point to new interdisciplinary projects. The notion of 
scaffolding is crucial throughout; it creates and assists processes of varying 
degrees of entrenchment that extend or facilitate the exercise of our capaci-
ties (Caporael, Griesemer, and Wimsatt 2013).

Are other eleMents required?

I have introduced and articulated five kinds of units and the relations be-
tween them (especially scaffolding) that provide a more structured account 
of cultural evolution and begin to coordinate the joint contributions of many 
diverse disciplines and approaches. Are these sufficient? At least two other 
perspectives have claimed universality (both applicability and sufficiency) 
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over the range of human behavior: intentionality and markets. How are they 
relevant, and what relations do they bear to the above discussion?

The Role of Intentionality
 Means- end reasoning, planning, and the construction and use of complex 
tools are crucial to human intentional actions. Lane et al. (2009) see scaf-
folding and action as so integrally linked that they advocate a conjoint agent– 
artifact space to delineate the basic entities of culture. Many of the intentions 
implicit in cultural entities that are not features of explicit conscious plans 
will be scaffolding relations, such as products of intentional actions by 
others. These intentions are realized in a complex cognitive niche that is 
a  product of multiple institutions, organizations, artifact structures, and 
standardized modes of individual behavior. They are woven deeply in the fab-
ric of artifact design and construction, patterns of convention, standards, 
norms, institutions, and the acquisition of skills. That scaffolding is so cen-
tral to the analysis proposed here is a reflection of the importance of inten-
tions. Intentions manifest as emergent meanings in spoken and written 
language through combinatorial generative systems of communication 
(Wimsatt 2013). Thus, we must recognize the intentionality of complex dif-
ferentiated groups that cooperate to produce technological and intellectual 
products (Kidder 2001; Theiner, Allen, and Goldstone 2010). Meanings and 
intentions both derive and emerge from heterogeneous relationships among 
ideational and material structures and processes.23 Adding an explicit treat-
ment of them is desirable and will be necessary to comprehend how they ar-
ticulate with and emerge from the other five elements of culture, but this is 
a task for another time.

Markets
Many economists behave as if the market (or markets), together with the 
Homo economicus of rational decision theory (or its satisficing successor 
agent from behavioral decision theory), is an adequate framework for un-
derstanding all cultural activity. Human social and behavioral practices that 
facilitated institutions of exchange have been a crucial element in the evolu-
tion of culture and in coordinating behavior across distant places (Seabright 
2004). In many respects, it has operated as an integrating force. Why is it 
absent from the primary catalog of elements required for an evolutionary 
theory of culture? It plays such a central role in Western economies and their 
colonial activities throughout the world. Perhaps it is an institution that 
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requires special attention, though I confess to some uncertainty about how 
to introduce it. Although it is clearly infrastructural, does it play a special or 
distinctive role as an institution that is more important than others? Spoken 
and written language are two other infrastructural elements that act in 
related but disparate ways with similar breadth and import (see chapters 9 
and 10). What about governance and power relations, ethnic identities, and 
other elements that achieve a coordination of societies as a whole? Perhaps 
each of these demands special treatment.

The perspective of the market does capture some features that are diffi-
cult to isolate as localizable effects of the other five elements of culture. For 
example, Moretti (2012) returns again and again to the “spillover effects” that 
arise from the concentration of individuals with technological skills in com-
panies that make a city or region an “innovation center,” improving the 
number of jobs, salaries, the quality of education, and the standard of living 
for unskilled laborers in the same area. He demonstrates how these effects 
emerge out of an interaction of market conditions and other relationships 
in a way that is not exhausted by the consideration of specific organizations 
and institutions. Thus, there is clearly more work to do in analyzing the 
unique contributions of markets to our understanding of cultural evolution.

tiMe sCAles And entrenChMent
I have already discussed (section 3.1) how widespread generative entrench-
ment is in the organization of complex systems in biology, culture, and tech-
nology (Wimsatt 2013). Differential entrenchment and consequent differences 
in evolutionary rates have been powerful inferential tools for analyzing the 
structure of developmental dependencies and the structure of phylogenetic 
relations in biology (Wimsatt 2015). They should be also for technology 
and for culture. The more stable elements play an important role as archi-
tectural foundations for the construction and elaboration of adaptive struc-
tures of increasing complexity and are recognizable in biology (e.g., body 
plans), in culture (through the roles of language and socialization processes), 
and in technology (through the roles of mathematics, science, and the meth-
ods of mass production). These are all important handles for the analysis of 
complex systems. But the existence of processes acting at different rates has 
other important consequences for the structure of evolving systems.

The rate at which processes happen and the rates at which they can af-
fect change are crucial elements for understanding the dynamics of evolu-
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tionary change in biological systems. The same is true for culture. It is 
commonly claimed that cultural evolution operates much more quickly than 
biological evolution. However, it would be more accurate to say that evolu-
tionary processes in both domains operate on a wide range of time scales, 
some of them overlapping to a significant degree. Bacteria can evolve signifi-
cantly in weeks, with the measles virus becoming more virulent as it moves 
from host to host within a family while adapting to their common genetic 
architectures (Wills 1997), and insect pesticide resistance emerges in a few 
years. In contrast, in cultural evolution, some things evolve very slowly: 
Acheulean lithic point technology persisted and evolved gradually for over 
a million years.

The issue of time scale is important in part to sort the relative signifi-
cance of different transmission processes. It is usually assumed that processes 
acting faster in time tend to dominate those acting more slowly and (inten-
tionally or unintentionally) evolve to act as control structures for slower pro-
cesses. In this context of cultural evolution, it seems clear that the maximum 
and average rates of change have increased substantially. We can document 
an interesting transformation from societies that valued stability and resisted 
change (perhaps culturally adapted to oral transmission) to those that val-
ued innovation and change (often dated to the Renaissance and the concom-
itant rise of capitalism). In addition to time scale, the magnitude of the 
effects of cultural evolution has also increased, primarily through our de-
velopment of methods of mass production (Wimsatt 2013) and the conse-
quent increasing mobilization of energy and reticulate complexity of our 
technology. Indeed, anthropogenic global warming shows how these effects 
can threaten our very existence.

How can we bring order into the study of such a multifaceted entity as 
cultural evolution? Our characterization of the five kinds of entities, plus 
scaffolding, that are required for any adequate account gives more room 
and resources to classify phenomena and comprehend diverse mecha-
nisms of change that can relate productively to the approaches of existing 
social sciences, and this should be an aim for future development of the 
theory. Since our cultural activities take place in a much richer and more 
structured context than is typically adumbrated, our analyses must be ad-
justed accordingly. Despite its obvious power and adaptability, the absence 
of a detailed developmental component is a major lacuna in the Boyd and 
Richerson account; without it, all sorts of dependency relations cannot be 



28 William C.  Wimsat t

explained or utilized in the explanation of other features of culture, and we 
have no structure on which to hang the different breeding populations we 
experience through our life trajectories. Accounts of sequential acquisition 
are necessary to understand who is able or likely to acquire specific cultural 
skills and traits or be influenced by certain ideas and forces. Additionally, 
the absence of diverse forms of culturally induced population structure 
hamstrings theoretical frameworks from capturing the reticulate and inter-
woven character of cultural evolution. We need to recognize that orga-
nizations and institutions develop and that relations of scaffolding and 
entrenchment offer tools for understanding the interlocking means- end 
structure of social action— organizations and individuals interact with 
and through artifact structures as guided by institutions. Even niche con-
struction, which includes a developmental component, lacks the necessary 
theoretical perspectives on diverse forms of scaffolding (Wimsatt and Gries-
emer 2007), and the role of technology in facilitating our cognitive capabilities 
lies unelaborated.

The fact that TREs, DBIs, institutions, organizations, and artifact struc-
tures relate naturally to work in sociology, history, ethnography, the history 
of technology, and the history of science shows both the need for implement-
ing interdisciplinary approaches to cultural evolution and finding specific 
resources that can enrich the connections among elements in our theoreti-
cal framework. This is a welcome change from prior approaches, such as that 
of the reductive sociobiology of the 1970s. Then, the suggestion was that 
social theory should give way to a sociobiological framework through 
displacement— like “urban renewing” a neighborhood with a bulldozer. In 
this approach, our cultural evolutionary perspective should articulate with 
developments in the traditional social sciences in a negotiation between 
equals— how can the new perspective enrich traditional insights? But this 
suggests a new danger: Do we need to study everything in order to under-
stand anything? How can we avoid making the investigation of cultural 
change an impossibly complex task? There are reasons why the dual- 
inheritance theory of Boyd and Richerson has been so successful in terms 
of the elements they chose to model and reasons why we should be careful 
in arguing that the further complexities discussed here must be considered.

First, I want to note that the aim of this chapter is not to develop a com-
plete adequate theory of cultural evolution. It is, rather, to sketch and to ar-
gue for a conceptual geography of the major elements required and how 
they articulate. Presumably, progress will be made by developing parts of this 
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framework. We should not aim to capture all details of cultural phenomena 
but rather ask what aspects of culture might be usefully systematized. Then, 
efforts can be directed at including the major features and aspects of culture 
relevant to its evolutionary change. Progress was made in studies of hered-
ity with Mendel’s systematic work on pea plants and the Morgan school’s 
mapping of Drosophila chromosomes. Crucial in both cases was the right 
methodology, which included significant simplifications in the experimen-
tal system (Kohler 1994) and “the right organism for the job.” But Droso-
phila proved intractable for questions of development until the discovery of the 
Hox gene complex and its use as both a subject and as a tool in developmen-
tal genetics. This articulates naturally with the “problem- centered” approach 
argued for by Brigandt and Love (2012) since “the job” is always an identi-
fied problem with its own history and structure. Such problems are elabo-
rated and restructured through a productive research program, but their 
identification and operationalization is crucial. In this we must remember 
that some problems are tractable with the resources at hand and others are 
not. And this reinforces that finding the “right organisms”— the peas of cul-
tural heredity— is equally critical; patents and scientific diagrams are just two 
of many promising candidates (see chapter 6 of this book; Griesemer and 
Wimsatt 1989; Wimsatt 2012). But we also need to expect that different meth-
odologies will be appropriate to different problems— for example, due to 
limitations of data, relevant theory, or computational complexity. No one 
would propose a population genetics analysis of the terrestrial origin of the 
vertebrates (even though it surely applies in principle), but we would look for 
handles within developmental genetics and within functional morphology 
that could give insight into particular aspects or stages of the emergence. We 
should expect similar disciplinary handles to give leverage on different as-
pects of cultural evolution.

We should expect cultural change to provide these kinds of paradigmatic 
examples of evolutionary change while investigation can steer away from in-
tractable complexities that would make any such account exceedingly diffi-
cult. It will often be possible to study and confirm the operation of some of 
the elements producing cultural change by abstracting away from or ideal-
izing others and through the comparative analyses of cases with selective 
similarities. However, an adequate evolutionary account that emerges from 
paradigmatic examples should offer reasonable explanations for why such 
complex cases are so refractory to an evolutionary analysis. For example, the 
characterization of the properties of “evolutionary meta- ontogenies” as a 
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complex of interacting and embedded entrenchment processes acting on dif-
ferent time scales (Wimsatt 2013, 91) provides an evolutionary account that 
explains why some cultural elements seem to resist precise characterization 
as either “developing” or “evolving.” Thus, habits develop through repetition, 
and skills develop through the accumulation and coarticulation of habits. 
Both of these develop through the maturing capabilities of a growing and 
developing individual, who develops the capabilities for a given career track. 
That individual may then go to work for IBM back when it was known for 
punch- card readers and mechanical adding machines. IBM developed to be-
come the prime provider of computing machinery, which developed from 
mechanical relays through vacuum tubes to transistors and integrated cir-
cuits. In the early stages, IBM also wrote software and provided integrated 
business solutions, but the development of minicomputers gave other firms 
like DEC and Data General room to grow, particularly for scientific applica-
tions. The DEC- 20 provided a new paradigm of multiuser computing and 
the emerging “mainframe,” and the emergence of the microcomputer and 
Microsoft as an independent software producer spawned an efflorescence of 
third- party hardware and software accessories. AT&T, originally a telecom-
munications company, produced UNIX, and the government spawned AR-
PANET, which became the Internet, and the evolution and development 
continues. So here we have articulated developing habits, skills, individuals, 
firms, industries, and technologies, all on different time and size scales, with 
a host of emergent properties at all scales. This is clearly both development 
and evolution, in multiple places on different scales, depending upon the 
problem and the question regarding it. Given the crucial differences between 
evolution and development in biological theories of evolution, this has sug-
gested to some a dangerous sloppiness that seriously compromises theories 
of cultural evolution (Fracchia and Lewontin 1999; Gerson 2013b), but we 
have the tools to address this in the dissection of cases like the preceding.

Second, following up on using abstraction and idealization, I suggest we 
take seriously the exploratory use of “false models” in which we construct 
accounts incorporating some, but not all, of the elements of which we are 
aware (Wimsatt 1987, 2002b), sometimes with additional false simplifying 
assumptions. This was characteristic of the panmixia assumption discussed 
in the introduction to this volume (Wimsatt 2002a). These partial accounts 
of the structures relevant to cultural change can be mobilized to see both 
what else we can relate to them and also what we cannot account for. The 
latter (especially) can suggest other structural elements or perspectives to in-



 A rticu l ati ng Ba bel 31

clude in a more robust theoretical framework. Agent- based models would 
be a particularly salient tool for this task, although here (where it is relatively 
easy to add a great amount of detail) it is particularly important to start with 
a simple orientation, to which various complexities are added, to better as-
sess their effects (e.g., Andersson 2011, 2013). Given the diversity of cultural 
systems, this endeavor will surely yield a branching tree of multiple models 
rather than a linear sequence of increasingly “better fits” of a single model. 
(Schank and Koehnle [2007] consider an example of such a branching model 
tree.) The necessity to make central both the role of dependency in the ac-
quisition of complex, sequentially acquired skills and the culturally induced 
population structures through which we proceed in acquiring and practic-
ing them, as well as to explicitly utilize all five elements (TREs, DBIs, orga-
nizations, institutions, and artifact structures) in rich relationships of 
scaffolded interactions, reaches across the necessary variety of disciplines to 
apply in any contexts where culture or cultural change are studied. The ques-
tion of whether and how structures of intentionality, economics, and power 
relations are integrated into this conceptual architecture remains to be an-
swered, and other perspectives not covered here will need to be recognized. 
Our work is just beginning.

notes
I thank two anonymous reviewers for their suggestions on an earlier version 
of this chapter; Marshall Abrams for his commentary on a talk given at the 
Pacific American Philosophical Association drawing on some of these ideas; 
Alan Love, as always, for his multifarious and detailed insightful suggestions; 
and Barbara Wimsatt for her suggestions to improve intelligibility. More 
broadly, I thank Penny Winton and the support of the Winton Professor-
ship since 2010, which has made possible my stay at Minnesota, my research, 
and the conference at Minnesota in the fall of 2014 that midwifed this book.
 1. Actually, if we incorporate the complexities introduced by our micro-
biota, the biological and cultural ecosystems are closer (the microbiota 
are richly horizontally and vertically transmitted, for one), but traditional 
neo- Darwinism has only begun to address this and is far from incorporat-
ing its complexities.
 2. It is tempting to think that these are alternative channels that merely 
duplicate one another, with later channels just faster, but this would be a se-
rious mistake. Thus, the telephone not only is faster than the telegraph but 
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captures vocal emotive information that the telegraph does not. And writ-
ten language stimulated a massive increase of a more sophisticated and de-
tailed vocabulary in addition to leaving a persisting and potentially 
cumulative record (Wolf 2008).
 3. Even among those who accept a “blind variation and selective reten-
tion” paradigm (Campbell 1965) or “heritable variance in fitness” (Lewon-
tin 1970), schematic requirements for an evolutionary process leave the 
relevant details frustratingly underspecified, with no tools for further guid-
ance. The diversity of possible units, complexity of hereditary processes 
(Jablonka and Lamb 2005), and fusion of heredity, selection, and develop-
mental processes for various aspects of culture (Wimsatt 1999) pose chal-
lenges unique in comparison to biological evolution.
 4. Part of this is due to a rejection of both earlier (largely nineteenth- 
century) progressivist evolutionary views in anthropology and imperialis-
tic (and simplistic) approaches to human behavior from sociobiology in the 
1970s.
 5. Is evolutionary psychology, with its focus on heuristics and the search 
for “Machiavellian intelligence,” correcting this? No, because the theoreti-
cal resources in this area are too narrow for what is required of an adequate 
account of cultural evolution (see below, section 3).
 6. This is a double- edged sword: differences in the characteristic 
methodology of two different disciplines may be misleading when trying to 
understand how they use a common resource or tool. For example, the 
relative certainty characterizing mathematical inferences may lead empiri-
cal scientists to misunderstand how mathematics is used as a tentative and 
exploratory tool in constructing possible templates for patterns of phe-
nomena. These templates do not give certainty to the results of the models, 
which often deliberately use false assumptions. Instead, these models are 
more instructive for the ways they fail than for how they succeed (Wim-
satt 1987, 2007). Scientists who are not modelers may be improperly skep-
tical of the usefulness of “unrealistic” or “simplistic” mathematical modeling 
in their empirical area. This makes it crucial to be aware of these method-
ological differences.
 7. Strategies for facilitating a change in a deeply entrenched element can 
include constructing a supportive environment to meet some of the func-
tional requirements in other ways (common in major organ surgery), such 
as duplication (as in dipoidy or gene duplication) and encapsulation (so that 
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the bad consequences of not meeting some of the requirements are not al-
lowed to propagate into the broader system).
 8. Biological age- structure models focus on viability (what proportion 
of individuals survive to the next stage) and fertility (how many new organ-
isms are produced per individual at that stage). This has cultural analogs in 
professional training, where administrators of programs must worry about 
how many students survive through a given level of training and whether 
enough of them begin teaching the relevant skills to maintain the profes-
sion in the numbers required. Cultural models using detail of this kind can 
yield useful information (e.g., Andersson, Törnberg, and Törnberg 2014), 
though further elaboration is necessary to answer other questions.
 9. Selective isolation is no less important than selective exposure. There 
are limited resources for learning, and exposure to multiple diverse things 
may dilute and frustrate those efforts.
 10. The elaboration of social structure has led some to argue that we must 
abandon the population structure characteristic of evolutionary biology in 
favor of an organizational and institutional structure to account for cultural 
evolution (e.g., Lane et al. 2009). I think we need both perspectives.
 11. Although epigenetic processes and their interactions with develop-
mental and ecological factors are demonstrating a greater complexity than 
originally thought (Jablonka and Lamb 2005).
 12. Here, acquired elements (reading, writing, arithmetic, and other 
taught skills) are easier to investigate because we have teaching methods for 
them, unlike “innate” skills such as spoken language, whose scaffolding for 
acquisition has become internalized and must be studied experimentally and 
through the study of cognitive anomalies.
 13. This phenomenon is visible in the evolution of automobile owners’ 
manuals. The owner’s manual for the Ford Model T (made from 1908 to 1926) 
dealt with topics that were quite complex. It gave detailed instructions for 
all but the most demanding repair operations (e.g., a paragraph lists the 
eleven steps necessary to remove the engine). The owner’s manual for my 
1962 Volvo 122S was still quite detailed, though much less so. The gory de-
tails had been moved to the “shop” manual (which I purchased)— the owner 
was no longer expected to play a role in the repairs, although doing so was 
still possible for simple to moderately complex tasks. By the time I bought 
my 2013 Audi A4, the diagnosis of repairs had become fully computerized, 
in part because integrated circuit chips had taken over multiple regulatory 
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and sensory roles. Diagnosis and repair have become only possible at the ser-
vice department of a dealer. Repairs involve multiple specialized tools and 
often involve computerized notification that a module is defective, rather 
than needing to understand what is wrong with it. The suitably longer “shop 
manual” is available only on CDs, for which you need the correct computer 
and software in order to read it. More generally, the complexity of automo-
biles has grown exponentially, necessitating this increasing specialization 
and knowledge segregation of roles, as well as technology for scaffolding the 
diagnosis, maintenance, and repair.
 14. For example, the importance of blending inheritance and its role in 
the history of population genetics (and its further application in understand-
ing the units of selection controversy in modern times) was particularly 
illuminating (Wimsatt 1980, 2002a).
 15. The focus here is on mature culture, not the emergence of culture in 
the course of evolution. An account of this, which interdigitates naturally 
with Wimsatt and Griesemer (2007), is Sterelny (2012). See also Tostevin 
(2013), Hiscock (2014), Morgan et al. (2015), and Stout et al. (2015) on the 
importance of the evolution of lithic technology).
 16. Iterative modular decomposition, or chunking and black boxing, is 
a crucial feature of both the mechanical and the cognitive assembly of larger 
complexes of machinery and practice, going back to Miller (1956) and ap-
plied to more complex perceptual tasks by Chase and Simon (1973). For tech-
nology, see Latour 1987 (who introduced the term black box in this context), 
as well as Arthur (2009) and Wimsatt (2013) for further development. Black 
boxing is a crucial feature of most complex sequential skill acquisition.
 17. Richerson and Boyd elaborate these heuristics of social learning but 
ignore the sequential dependencies in the development and practice of skills. 
Skills also have a structure, which is realized as individuals acquire them 
from experts and apprentices, with those of greater skill playing a role in the 
instruction of those earlier in a trajectory. This yields a hierarchy of train-
ing where top- level experts are not responsible for training early neophytes 
(Wimsatt 2001).
 18. Boyd and Richerson (2008) analyze the properties and evolution of 
social institutions, but they do not address how institutions structure learn-
ing in development. These effects and the norms associated with such insti-
tutions should, for example, increase the heritability of the affected cultural 
traits. If changing environments are reflected in institutions, these can mo-
bilize systematic changes in transmitted characters, such as rapidly updat-
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ing the content taught in a class by requiring continuing education among 
teachers.
 19. These similarities are not identities, and some have overextended the 
analogy in the U.S. legal system.
 20. Richerson and Boyd (2005) characterize culture as transmissible in-
formation, which they further characterize as a mental state (conscious or 
not) that affects behavior (5). This rules out material artifacts, an important 
and problematic move. They discuss technology primarily to make the point 
that it evolves through piecemeal incremental improvement (51– 53).
 21. Informal institutions require their own treatment and should be tar-
gets for social psychology. The processes through which they are formed, as 
well as how and when they are formalized, are key elements in the elabora-
tion of culture.
 22. Selfish genes and selfish memes are conceptual mistakes for parallel 
reasons. Memetics ignores the role of organized context, internal and exter-
nal, which enables or facilitates memetic transmission (Wimsatt 2010).
 23. Wittgenstein’s (2009) notion of a “language game” that articulates 
language and interactions with material artifacts is pertinent here, but the 
simplicity of his examples may be misleading.
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Philosophers of science are starting to pay attention to the im-
pact of communication technologies, particularly those functioning as 
means to share results and resources, such as data or materials, on scientific 
methods and epistemology (Callebaut 2012; Leonelli 2012; O’Malley and 
Soyer 2012; Ratti 2015). This is especially salient in so- called big data initia-
tives, where high- throughput means of data production (such as sequenc-
ing machines, particle colliders, and space telescopes) are coupled with new 
technologies for the dissemination, integration, and visualization of the re-
sulting masses of data (such as online databases and software for data 
analysis). Several commentators have described this phenomenon as an “in-
formation turn” in the practices of knowledge production (Castells 1996; 
Gibbons et al. 1996; Hey, Tansley, and Tolle 2009; Floridi 2013). What phi-
losophers tend to overlook, however, is the significant role of social scaffolds 
in the development and implementation of these technologies toward gener-
ating new research. Social scaffolds include project teams, research net-
works, scientific institutions, policy bodies, learned societies, governmental 
committees, and other relevant forms of social engagement and governance. 
Here, I explore the circumstances under which specific types of social scaf-
folding facilitate advances in research and the reasons why some forms of 
sociality are effective in promoting certain kinds of scientific work. I con-
centrate on cases in which scientists coordinate their efforts with the goal of 
creating groups responsible for articulating common concerns, making 
these concerns visible to peers as well as funders and publishers, and devel-
oping ways to address them in everyday research practice. As I will show, 
these groups need to acquire resilience to endure the ever- shifting land-
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scape of short- term funding agreements, fast- moving technologies, and 
multiple clusters of expertise that support research in any given field. This 
resilience is necessary, given the challenges and time involved in gaining 
enough visibility to command the attention of well- established regulatory 
institutions, such as governmental funders and learned societies. At the 
same time, these groups of scientists also need to be flexible and responsive 
enough to retain their usefulness vis- à- vis the shifting needs of relevant 
scientific communities. I argue that in their attempts to straddle these re-
quirements, scientists tend to rely on well- entrenched social configurations 
and coordination strategies, some of which political theorists looking at the 
emergence and establishment of social movements have singled out and ex-
amined. Borrowing key ideas from social movement theory, I show how 
they can help us to understand the evolution of regulatory structures aimed 
at facilitating scientists’ engagement with new technologies to enhance re-
search outputs.

My discussion will be grounded in the examination of two types of or-
ganizations that have been heavily involved in developing practices of data 
dissemination through digital means within the life sciences over the last de-
cade. These are (1) ontology consortia, which were created by biologists to 
promote online tools to classify and disseminate data and have evolved into 
de facto regulatory bodies in bioinformatics and data curation in the United 
States and Europe, and (2) steering committees for model organism commu-
nities, whose success in enhancing the cohesion, visibility, and reputation 
of biological research resulted in their playing significant roles in the gover-
nance of research. These are cases in which individual researchers success-
fully joined forces to build representation and political agency for their 
scientific concerns that resulted in the creation of organizations with regu-
latory power over research activities at the national and sometimes even the 
international level. They are also instances of two broader types of social 
structures that play a crucial role in the management of virtually every field: 
consortia and steering committees. Yet these have received little attention 
from science studies scholars, especially in comparison to “networks” and 
“laboratories,” which have been central units of analysis for social scientific 
work in this area over the last twenty years.1

The chapter is structured as follows. In the first section, I briefly docu-
ment the emergence of these groups and their successful transformation 
into scientific institutions with political and epistemic visibility and agency. 
Next, drawing on ideas from political theory, I argue that viewing these 
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organizations as social movements is a fruitful strategy to make sense of 
their development from informal groups into well- recognized regulatory 
bodies. In the third section, I discuss how this process of institutionaliza-
tion builds on highly entrenched forms of group socialization (core configu-
rations) while also fitting the modular and highly dynamic nature of current 
research networks (Caporael 1997), which typically involve short- term 
collaborations around individual projects. In conclusion, I reflect on how 
my analysis could inform studies of the interrelation between institutional and 
infrastructural scaffolding involved in the evolution of scientific knowledge-
making activities.

regulAting dAtA disseMinAtion in  
ConteMporAry Biology
Over the last three decades, scientific societies, governmental bodies, and in-
dustry have devoted increasing attention to the opportunities offered by the 
implementation of new technologies for the production and dissemination 
of biological research data (Leonelli 2016).2 The sheer amount of organiza-
tion, standardization, and infrastructure required to store and disseminate 
biological data— as well as the bureaucracy, institutional accountabilities, and 
red tape developed to that end— arguably exceeds anything previously ex-
perienced within the life sciences. In the words of prominent scientific 
commentators: “The introduction in 2005 of so- called next generation se-
quencing instruments that are capable of producing millions of DNA se-
quences has not only led to a huge increase in genetic information but has 
also placed bioinformatics, and life science research in general, at the lead-
ing edge of infrastructure development for the storage, movement, analysis, 
interpretation and visualisation of petabyte- scale datasets” (Southan and 
Cameron 2009, 119).3

The development of efficient data- sharing practices requires insights from 
the producers and users of data, whose understanding of their quality and 
significance as research materials is unparalleled. At the same time, individ-
ual scientists are not typically in a position to control the considerable re-
sources and man power required to build relevant infrastructures, policies, 
and standards nor does scientific expertise constitute the only source of in-
sight with regard to the value of research data. Indeed, data management on 
such a large scale requires a variety of skills, expertise, and insight, which 
include not only scientific assessment but also social, political, legal, and eco-
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nomic understanding of the circumstances under which data can be stored, 
maintained, and reused. Biologists interested in data dissemination have long 
struggled with the complex cluster of expertise and political visibility needed 
to debate— let alone decide upon— data- management and data- sharing strat-
egies, as demonstrated by the history of data- sharing agreements like the 
Bermuda Rules (Harvey and McMeekin 2007; Jones, Ankeny, and Cook-
Deegan 2018). Two initiatives that groups of biologists have taken in order to 
organize the public dissemination of research data produced within their 
field— the Gene Ontology and the Genomic Arabidopsis Resource Network— 
illustrate how scientists can and do join forces to influence the governance of 
their research in ways that favor their professional interests and intellectual 
commitments. Both types of collective action required the development of 
common standards and practices geared toward the resolution of scientific 
problems emerging in specific research contexts. At the same time, estab-
lishing such standards was intertwined with developing and implementing 
a regulatory system for scientific research targeted toward addressing the 
needs and characteristics of the groups involved.

Consortia and the Case of the Gene Ontology
The term consortium has recently acquired popularity within the life sciences 
as a way to refer to scientific collectives brought together by a common set 
of concerns. These span from an interest in specific phenomena (e.g., the Beta 
Cell Biology Consortium, devoted to pancreatic islet development and 
function, http://www.betacell.org/) to solving a common technical problem 
(e.g., the Flowers Consortium in the United Kingdom, aimed at creating a 
common infrastructure for synthetic biology, http://www.synbiuk.org/) or 
promoting a specific standard or technique (e.g., the Molecular Biology Con-
sortium [MBC], founded to further high- throughput analysis of biomolec-
ular and subcellular structures via a superbend X- ray beamline at the 
advanced light source, http://www.mbc-als.org/). The members of a consor-
tium, which can be individuals as well as groups, labs, and institutes, do not 
need to be located in the same geographic site or belong to the same disci-
pline. Indeed, the term is typically used to designate groups of scientists based 
in different institutions around the world and from a variety of disciplinary 
backgrounds. Consortia are sometimes fueled by dedicated funding, most 
often provided by governmental bodies interested in supporting a specific 
area of scientific work. In other cases, financial support is achieved by bring-
ing together a variety of public and private resources. One example is the 
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Gene Ontology Consortium, which was created to develop and promote a 
particular tool for online data dissemination: the Gene Ontology (GO).

GO was created in 1999 as an alternative to the classification systems for 
genomic data proposed within medical informatics. The group of curators 
involved in the GO Consortium started their involvement as scientists dis-
contented with how data were organized in databases at that time. They set 
out to create a resource that would do a better job of representing biologists’ 
needs. In 1998, the group consisted of only five representatives from the yeast, 
mice, and fly communities, who saw themselves as fighting for a biology- 
driven bioinformatics. Their involvement with GO stemmed from their dis-
satisfaction with the ways in which medical informatics, as a field, was 
handling the setup of data- sharing tools in biomedicine, particularly model 
organism biology. They felt that the voices of biologists actually producing 
and working with these data were not being heard and endeavored to pro-
duce a set of tools grounded in biological know- how and geared toward the 
expectations and needs of biology users (for more historical detail, see Leo-
nelli 2009, 2010). In 2000, funding for their efforts started to trickle in, and 
they found themselves in a position to recruit more like- minded research-
ers from other model organism communities. Following the explosion of 
data- intensive methods and related data infrastructures, these efforts came 
to be more widely recognized as crucial to the future development of bio-
logical research as a whole. The GO group expanded to include a head office 
based at the European Bioinformatics Institute (EBI) in the United Kingdom, 
counting up to ten researchers at any one time and at least twenty affiliated 
data curators spread around the world. These curators come together as a 
collective in regular meetings, online discussions, and funding applications. 
While many of the curators shift periodically, depending on project fund-
ing and local institutional arrangements, some have persisted as a long- term 
core group of affiliated scholars since the start of the project. GO has been 
increasingly institutionalized, both as part of the EBI and through strong 
links with the National Centre for Biomedical Ontology in the United States. 
Still, it continues to rely on voluntary contributions of participants, both 
financially and in terms of man power and data donation. For example, rep-
resentatives from FlyBase, the database devoted to the dissemination of data 
on the fruit fly Drosophila melanogaster, contribute as much as they can jus-
tify under the remit of their project funding. Many others involved with 
organism databases do the same (e.g., the Arabidopsis Information Resource 
and WormBase, for the nematode Caenorhabditis elegans).
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In previous work (Leonelli 2009, 2010), I have discussed the function of 
the GO Consortium as a powerful force within biology and beyond. The con-
sortium has successfully developed procedures and technologies through 
which users can interact and upload, retrieve, and analyze data. It has also 
strongly influenced what counts as professional training for data curators in 
model organism databases— most notably, by helping to establish the Inter-
national Society for Biocuration, which largely defined best practices for this 
field and strengthened its professional standing. Moreover, it has contributed 
to promoting values such as open access to data, intercommunity coopera-
tion, and diversity in epistemic practices across biology, as well as fostering 
the pursuit of common goals, including specific kinds of cross- species inte-
grative biology. All these activities involve networking with both the biologi-
cal communities interested in the data being disseminated and the funding 
bodies and learned societies involved in supporting the relevant biological 
fields. The successes of GO signal the impressive increase in regulatory power, 
international visibility, and political resonance that this group has enjoyed 
since its origin. The GO Consortium has played an important role as an agent 
of change within the biological community.

Steering Committees and the Case of GARNet
A similar case study demonstrates the ways in which model organism com-
munities have organized and coordinated themselves, resulting in an affir-
mation of their identity as key actors within the scientific landscape. Such 
organization is provided largely by steering committees: groups of represen-
tatives from the community who meet regularly to discuss future directions 
for the community as a whole (typically, some of the most active principal 
investigators [PIs], either elected by the community or sometimes self- 
appointed). One of these steering committees is GARNet, the Genomic 
Arabidopsis Resource Network. GARNet consists of plant scientists work-
ing on the model organism Arabidopsis thaliana. Most committee members 
are elected for a three- year term by UK researchers who self- identify as hav-
ing an interest in Arabidopsis research, with efforts made at every election 
to ensure a fair representation in terms of research interests, gender, and geo-
graphical spread. Coordination and long- term memory is provided by two 
GARNet coordinator posts, one that has been in place since the committee’s 
birth and another consisting of different individuals over the years; the com-
mittee chairs and PIs of the GARNet grant, who have shifted over the years 
but continue to maintain a close affiliation with the group even after the end 
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of their mandates; and two ex officio committee members (the director of 
the European Arabidopsis Stock Centre, who has been part of the commit-
tee since its birth, and myself as an Arabidopsis historian and plant data ex-
pert since 2009). GARNet was created in 2000 as part of the gene function 
initiative funded by the Biotechnology and Biological Sciences Research 
Council (BBSRC) in the United Kingdom. While its initial remit was to en-
sure the availability of functional genomic technologies across UK plant sci-
ence labs (Beale et al. 2002), GARNet has succeeded in obtaining two 
further rounds of funding from the BBSRC and has established itself as one 
of the most important organizations for the coordination, steering, and rep-
resentation of basic plant research in the United Kingdom and internation-
ally. This has happened through several initiatives, including (1) establishing 
a website and regular newsletter, which constitute unique information 
sources for new resources and initiatives in the field (principally concern-
ing data but also embracing experimental techniques and instruments, as 
well as new funding opportunities); (2) organizing annual meetings attract-
ing Arabidopsis scientists but also, increasingly, other plant scientists in-
terested in updates on opportunities, techniques, and technologies for 
cross- species research; (3) coordinating dialogue among key stakeholders in 
the field, including learned societies like the Society of Biology, key funders 
such as the BBSRC, and the publishing industry responsible for the leading 
journals in plant science; (4) setting up surveys across the plant community, 
with the objective of articulating scientists’ perception of what constitutes 
interesting new research directions and communicating it to funders (e.g., a 
survey commissioned by the BBSRC on the status of system biology in plant 
research); and (5) monitoring the number of resources funding bodies al-
locate to plant science vis- à- vis other parts of biology and lobbying for more 
resources and attention to be allocated to plant scientists.

As a result of these activities, GARNet now plays a central role in medi-
ating the transition of the UK plant science community from a focus on 
functional genomics to system/synthetic plant science and translational re-
search. Indeed, GARNet played a key role in integrating research con-
ducted on Arabidopsis (traditionally funded by the BBSRC and viewed as 
fundamental research with no immediate applicability) with research car-
ried out on crops such as barley, maize, and wheat (traditionally funded by 
the Department for Environment, Food and Rural Affairs and viewed as ap-
plied biotechnology). The rapprochement of these two communities was 
needed and overdue: Arabidopsis research has advanced to yield precious in-
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sights for agriculture (e.g., how to increase plant yield) and emerging biofu-
els (e.g., how to increase cell metabolism to make plants produce more 
butanol). Additionally, crop science is realizing that Arabidopsis research 
provides excellent comparative tools for research across plant species. 
GARNet has taken the lead in coordinating meetings among investigators 
in both communities, resulting in the founding of the UK Plant Science Fed-
eration (Leonelli et al. 2012). GARNet has also strongly affected the provi-
sion of bioinformatic services to plant scientists and biologists interested in 
Arabidopsis data. In 2009, the National Science Foundation decided to dra-
matically cut funding to a key database, the Arabidopsis Information Re-
source (TAIR), due largely to a lack of long- term sustainability for such an 
infrastructure. GARNet organized two international workshops that gath-
ered powerful PIs, information technology (IT) experts, and funders to dis-
cuss models for the long- term maintenance and development of databases 
in plant science, helped find an agreement for how TAIR was to survive and 
develop in the future, and provided guidance on how similar databases could 
be made more resilient and useful to researchers.

selF- regulAtory eFForts As soCiAl MoveMents
Consortia and steering committees, exemplified in the previous cases, share 
a number of features. They are self- organized collectives, whose joint activi-
ties begin without a great deal of support from well- established institutions 
or even from the communities in which they operate. Individuals propose 
themselves as representative champions for their communities, with the duty 
to voice scientists’ existing concerns and facilitate solutions to those prob-
lems. These collectives support a wider spectrum of values and ideals than 
the specific issues they emerged to tackle, such as fostering initiatives requir-
ing broad changes in the governance of the social system within which they 
are working. Initially, these organized efforts were devised as provisional re-
sponses to a localized issue in data management and dissemination. They 
persist with minimal dedicated funding thanks to the voluntary support and 
contributions of members of the communities they represent. Despite a pre-
carious status in the early stages of their operation, these self- organized col-
lectives have garnered visibility and political power, building their credibility 
by strongly connecting to their communities and attempting to articulate 
scientists’ concerns in a way that bridges communication gaps with relevant 
peers and other stakeholders. It is not a coincidence that the biological 
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communities that managed to organize themselves in this way are among 
the largest and most successful today. As a consequence, the model organ-
isms these groups have championed are currently recognized as the most 
important in experimental biology (Ankeny and Leonelli 2011), indeed ex-
emplifying a specific mode of doing research that has come to define much 
of the field (Ankeny and Leonelli 2016). All this has happened within a rela-
tively short period of time: both the GO Consortium and the GARNet 
steering committee have gone from outsider status to participating in the 
primary regulation of biological research within the space of ten years.

The scientists engaged in these efforts demonstrate an acute awareness 
of the deep ties between power and standardization and of the ways these 
ties affect day- to- day research practices. They have effectively created sys-
tems of governance via a complex web of activities (including sophisticated 
marketing strategies and enrollment techniques) within which the standards 
and norms they propose may help to address issues emerging from scien-
tific work. How should we characterize these groups of scientists and their 
activities? What kind of collective agency is in operation, and how does it 
achieve both power and impact? One way to consider these questions is in 
light of discussions about the emergence and status of so- called new social 
and scientific/intellectual movements. Drawing from this literature is not a 
new idea, and I will refer to authors who have advanced similar views with 
respect to scientific agency. However, I believe this to be a powerful lens with 
which to analyze the development of contemporary biological knowledge, 
particularly the creation and implementation of standards and infrastruc-
tures to disseminate data. From this corpus of literature, I have extracted four 
characteristic features of social movements that can be readily observed in 
both case studies. I propose that we view these scientific consortia and steer-
ing committees as social movements because they exhibit these four char-
acteristic features:

1. They emerge in response to changing research needs and landscapes.
2. They establish new practices.
3. They create a vision for how research should be conducted in the future.
4.  They become political actors with the power to engender social, scien-

tific, legal, and political shifts (e.g., data- sharing policies, rules for 
database access, publication strategies, or shifts to the credit system in 
science).
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Movements as Reactions
Della Porta and Diani (1999, 6) define new social movements as

1. informal networks, based on
2. shared beliefs and solidarity, which mobilize about
3. conflictual issues, through
4. the frequent use of various forms of protest.

The emphasis within this definition is on the role of movements as reactions 
to the existing status quo. This is an important and suggestive intuition; the 
collective action characterizing consortia and steering committees is driven 
by the desire to resolve existing problems. For GO and GARNet, these 
problems emerge from scientific practice. To this end, a high level of epi-
stemic and political agreement is required and must be targeted to specific 
issues. Consortia and steering committees are committed to using a ratio-
nal, knowledge- based approach to reach such consensus; these are expert 
movements for an expert community and usage. This often means antago-
nizing the establishment, as in the case of many nonscientific social move-
ments.

A movement is a social/intellectual movement by our definition only if, at 
the time of its emergence, it significantly challenges received wisdom or dom-
inant ways of approaching some problem or issue and thus encounters resis-
tance. (Frickel and Gross 2005, 207)

For Frickel and Gross, the notion of “resistance,” interpreted as opposition 
to a discriminating majority, is central. I agree that for cases of consortia and 
steering committees a degree of resistance and challenge to previous prac-
tices and normative demands that characterize a field or domain is involved. 
But although this provides a key motivation for collective action, there is an-
other noteworthy goal central to the collective agency that initiates consor-
tia. This is to draw attention to issues that have not been the focus of funding 
agencies or of the scientific community and yet have caused trouble for re-
search (or are likely to do so in the future). In these cases a regulatory need 
is going unrecognized by regulatory bodies; thus, there is an opportunity to 
delegate decision- making power (and annexed responsibility) to a new form 
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of agency or actor. If successful, some people or institutions are willing (or 
forced) to absorb the regulatory need, either because they are identified as 
likely candidates or because they are created for that purpose. Additionally, 
other scientists are happy to delegate responsibility to these new movements; 
they willingly give up their decisional power over the issues. A similar dy-
namic is currently seen in the rise of organizations such as the Research Data 
Alliance (2016), which started as a group of open science advocates and lob-
byists in 2010 and within five years became a reference point for governments 
and funding agencies looking for guidance on how to collect and mobilize 
research data across all areas of society.

Movements as Collective Creation
Another significant feature of social movements is that they aim to create 
something new: “Temporary public spaces, movements of collective creation 
that provide societies with ideas, identities, and even ideals” (Eyerman and 
Jamison 1991, 4). GO is a good example of this kind of consortium, which is 
primarily geared toward the development of new tools and knowledge. GO 
managed to channel the creative energies of a number of prominent biolo-
gists and bioinformaticians into the development of a unique and highly pop-
ular database. At the same time, building the momentum and opportunity 
for such an endeavor is itself an imaginative and laborious act. Social move-
ments have been defined as “luxury goods” because they need support in or-
der to take off on the scale required for collective action to be effective. 
Thus, they are typically organized around “hot issues” most likely to attract 
the attention of funders and peers. (This is the case with both data infrastruc-
ture and synthetic and translational plant biology.) It is also critical to note 
the importance of the collective experience of unity through action as a 
means to form a social identity. The formation of a social nucleus with a dis-
tinct identity and sense of membership happens simultaneously with the 
focus on a common set of issues. Notably, the social unity or cohesion of 
the group is more important than agreement or consensus on the specifics of 
the issue itself; what matters is the individuals in the group’s sense of agree-
ment and belonging and their willingness to invest resources toward the same 
normative vision. Indeed, both GO and GARNet have contributed greatly 
to forming a well- defined research community bound together by similar 
worries and obligations.4 Unavoidably, this has also involved conflicts over 
boundaries, the exclusion of individuals or groups for financial, geographi-
cal, or personal reasons (no matter how inclusive both the GO and the 
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GARNet groups strive to be), and the formation of other communities 
striving to counter or emulate their increasing visibility and resources.

Movements as Signs of Change
Melucci (1996, 1) proposes yet another definition of social movements:

Movements are a sign; they are not merely an outcome of the crisis, the last 
throes of a passing society. They signal a deep transformation in the logic and 
processes that guide complex societies. Like the prophets, movements “speak 
before”: they announce what is taking shape even before its direction and con-
tent has become clear.

Thus, according to Melucci, social movements have the key function of voic-
ing a normative vision— in this sense they are “signs of change.” This func-
tion is visible in both case studies in which the collectives in question have 
developed specific visions of what counts as good science (e.g., norms regu-
lating standardization and data curation in databases; a commitment to en-
hancing research efficiency through collaboration and coordination in plant 
science). These visions play a key role in forming social identities (see sec-
tion 2.2), but they also contribute to wider debates about the appropriate-
ness of specific goals, norms, and methods in research at large and the 
changes that new technological and social developments foster. Another ex-
ample can be seen in the ideas of Science 2.0 and Open Science, which the 
European Commission has used over the last decade to capture a perceived 
ongoing shift in the practice and results of science. This feature parallels the 
study of the formation of communities of promise with a common imagina-
tion, such as can be observed in the case of epistemic networks formed 
around stem cell research (Martin, Brown, and Kraft 2008), and, more gen-
erally, the study of the development and function of scientific imaginaries 
(Jasanoff and Kim 2015).

Notably, elaborating such a vision does not necessarily involve an explicit 
contrast between it and preexisting views. Making visions identifiable as new 
entities (i.e., as signs of change) is as important as building some continuity 
with the intellectual traditions characterizing the epistemic communities to 
which the vision is directed. A vision needs to be anchored somewhere in 
order to be understood. The language used to express the vision, the practices 
it involves, and the problems it is supposed to solve all need to be situated in 
specific contexts that coevolve with the vision itself. If spokespersons for a 
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new vision cannot latch on to (and influence) one or more preexisting intel-
lectual traditions, they will find it difficult, if not impossible, to enroll new 
participants in their movements (Frickel and Gross 2005, 221). This is on 
display in both GARNet and the GO Consortium because participants stress 
that these organizations championed existing understandings of good prac-
tice and reliable data sharing within model organism biology, particularly 
in the face of other ways of handling data preferred by other communities.

Movements as Rising Power
One final characteristic of social movements concerns the role of power dy-
namics in the emergence and operation of consortia and steering commit-
tees, including the importance of long- term influences on the environment.

When backed by dense social networks and galvanised by culturally resonant, 
action- oriented symbols, contentious politics leads to sustained interaction 
with opponents. The result is a social movement. (Tarrow 1998, 2)

The actions of GO and GARNet (as well as other types of scientific organi-
zations) result in the acquisition of political representation and agency on 
national and global agendas, even though their immediate target is primar-
ily needs arising from day- to- day research practice. This large- scale politi-
cal representation and agency often goes well beyond the resolution of the 
initial problems and can be referred to as these movements’ rising power. Al-
though often mentioned in sociological and anthropological studies of 
emerging fields, the ways in which such power is developed in and through 
scientific practice deserves much more research. For example, by what di-
verse paths does a movement quickly develop an internal hierarchy and ad-
ministration in order to function, which in some cases transform into a 
semiofficial agency? The National Institute for Health and Care Excellence 
in the United Kingdom, which started as a grassroots movement of doctors 
trying to monitor the safety of guidelines provided by the National Health 
Service, is now a major evaluation agency with tremendous clout over gov-
ernment and patient organizations. A key element in this type of develop-
ment is “access to key resources” (Frickel and Gross 2005, 214). These 
resources include (1) organizational structures, such as channels for infor-
mation flow (e.g., conference venues and publications), frequently linked to 
epistemic cultures; (2) intellectual power, grown in parallel with the reputa-
tion and personal credibility of the movement’s leaders and with the assess-
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ment of their vision and actions developed by peers over time; and (3) 
long- term employment within academia for at least some of the movement’s 
leaders, which provides the stability and continuity necessary to the blos-
soming of collective agency on a large scale. Another important element is 
the ability to raise bottom- up support or micromobilization (Frickel and 
Gross 2005, 220). All of these display parallels to the situation outlined by 
Kaushik Sunder Rajan (2006, 52) in relation to what he calls “new corporate 
activism”: corporations’ political strategies for influencing the outcome of is-
sues affecting their organizations.

entrenChed ConfigurAtions As sourCes  
oF soCiAl roBustness
I have described four characteristics that social movements seem to have in 
common with scientists’ attempts to regulate their own activities. Both on-
tology consortia and steering committees are instances of collective self- 
regulation stemming from perceived needs in a scientific field (e.g., conflict 
or lack of resources). They formulate creative solutions to such problems, 
which are developed and implemented by groups of individuals with the ex-
pertise to recognize the problems and to present them so that others within 
their field will recognize them as well. Additionally, these groups exhibit an 
entrepreneurial ability to devise ways in which risky, collective efforts can 
contribute to solving those problems. Focusing on these characteristics thus 
helps to explain how groups such as the GO Consortium and GARNet man-
aged to evolve into well- recognized regulatory bodies.

The process of institutionalization at work in these groups relies heavily 
on widely entrenched forms of group socialization, which these organiza-
tions exploit in order to achieve two crucial and yet potentially contrasting 
goals. First, they maintain an enduring identity and some stability, which 
enables them to keep growing in scale, ambition, and visibility. Second, they 
retain the flexibility needed to fit the highly mutable and volatile nature of 
current research networks. The capacity to adapt to changes is crucial in the 
contemporary landscape of scientific funding, where intense competition for 
relatively small pots of money makes the majority of biological research de-
pendent on collaborations around short- term projects. Collaborators, as 
well as the topics of interest, can and often do change radically from project 
to project. Scientists need to manage this environment in order to make 
interesting new links to people, fields, and topics, as well as maintain and 
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develop existing interests and collaborations. Stability arises out of constant 
renewal; the necessity to enhance the robustness of social scaffolds in the 
face of environmental perturbations is one of the most fascinating aspects of 
these scientific initiatives.

A prime example showing how these groups depend on these forms of 
socialization is their reliance on charismatic individuals as group leaders who 
carry authority as well as recognition within the main communities of inter-
est. In the case of GO, for instance, it is notable that the initial impetus toward 
the development of bio- ontologies was provided by key figures in model 
organism biology, such as Michael Ashburner, Suzanne Lewis, and Judith 
Blake, whose scientific authority among their peers was already established 
and well recognized. Building on existing credibility and reputation, these 
figures were able to attract the attention of their peers and the trust of funders, 
thereby creating a tidal wave of interest that culminated in the formation of 
a thriving community of developers and users of bio- ontologies. In the case 
of steering committees such as GARNet, we find similar dynamics; highly 
visible scientific figures in plant science and systems biology, such as Andrew 
Millar, loaned their credibility to the committee as it was being formed.

Given the responsibilities already weighing on the shoulders of these 
leading figures, individuals not well known for their scientific contributions, 
who nevertheless possessed the right set of competencies and skills, per-
formed much of the actual legwork and coordination work. These individu-
als were willing to sacrifice time and resources toward making the enterprise 
successful at a time when resources allocated to the group were very scarce. 
In the case of both GO and GARNet, these turned out to be junior academ-
ics with broad- ranging scientific interests who were intrigued by the social 
organization of their communities. They had a strong drive toward promot-
ing cooperative behaviors in science and often talked about the importance 
of “serving” the community of researchers by setting up useful data infra-
structures. In some cases, family commitments made it difficult for these in-
dividuals to pursue a full- time career in research. Perhaps unsurprisingly, 
the majority of these individuals were women. Thus, to some extent, this em-
bodied the well- established social configuration of womanhood as nurtur-
ing and service- oriented, providing colleagues and peers with trustworthy 
resources and highly skilled labor that did not fit the formal structures for 
scientific credit and measures of excellence.

Another form of socialization that features heavily in the history of these 
organizations (and also in the history of many social movements) is that of 



 Scien tific Agency a n d Soci a l Sca ffoldi ng 57

personal friendship. In both cases, the regulatory power of collective action 
was reinforced through informal networking, including late- night discus-
sions, joint trips, and workshops involving a regular set of core attendees and 
the formation of strong personal bonds among some of them. This included 
a willingness to bring other friends and collaborators on board. These in-
formal bonds became particularly important during times of trouble, when 
problems with the organization forced its members to regroup and rethink 
their strategies and general approach. GARNet faced such a moment at the 
end of its first ten years of funding, when it became apparent that its con-
tinuation would depend on its ability to (1) demonstrate the levels of sup-
port and appreciation for GARnet’s work to the BBSRC and (2) formulate a 
vision for future work that embraced the whole of plant science, rather than 
only the Arabidopsis community, which tracked recent trends toward cross- 
species research (of the type that GARNet itself fostered, for instance, through 
helping to set up the UK Plant Science Federation). GARNet members ap-
pealed to prominent individuals in plant science with whom they had col-
laborated in the past and who were happy to testify to the usefulness of the 
organization and help articulate its vision for the next funding cycle.

These forms of socialization play the role of core configurations, which 
Linnda Caporael and colleagues (2014) have characterized as “subgroups of 
face- to- face interactions that are posited to recur in daily life, ontogeny, his-
tory, and plausibly, as part of human evolutionary history” (58). They can be 
identified and singled out on the basis of the specific functions they accom-
plish; indeed, their success in achieving a given purpose is what “explains 
their continued replication” (Caporael 1997, 282). Caporeal has focused on 
the size of groupings— the number of individuals involved— as a funda-
mental feature of core configurations, and my analysis of specific cases of 
collective agency in biology confirms her emphasis on groupings of a rela-
tively small size, which enables strong personal relations and the ability to 
quickly reorganize in response to external challenges. Additionally, I have 
highlighted the distribution of the social roles required to spur a social 
movement to grow and become established, especially a scientific organiza-
tion with these characteristics. Core configurations like personal friend-
ship, by virtue of their proven track record in bringing and keeping individuals 
together, have become entrenched forms of socialization, which individuals 
fall back upon when attempting to achieve conceptual and institutional 
changes.5 As such, these configurations provide stability and visibility to 
fledgling organizations, such as consortia and steering committees, while 
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also enhancing their flexibility to changes in the environment. The result is 
robust social entities.

tHe dissemination of scientific data relies on a great variety of material and 
social scaffolds, ranging from well- established institutions that determine 
data- sharing policies and related credit systems (funding agencies, policy 
bodies, academies, learned societies) to venues through which data can travel 
(annual conferences, data journals, repositories) and other types of organi-
zations involved in the production and reuse of data (universities, networks). 
In this chapter I have considered two ways in which scientists have coordi-
nated their actions and agendas to shape science governance and policy re-
lated to the means of data dissemination in biology. Both consortia and 
steering committees have played— and continue to play— crucial roles in sup-
porting and structuring data curation practices, as well as making them 
visible and recognized by longstanding scientific institutions. In so doing, 
they have themselves acquired an institutional role and acted as key social 
scaffolds for the development and implementation of data- intensive biology. 
Looking at these organizations as social movements helps to identify some 
of the core strategies or configurations that helped to develop the ideas, val-
ues, and priorities of a few individual scientists on a large scale, thus shap-
ing knowledge- making practices at the international level.

This analysis resonates with Wiebe Bijker’s invitation to recognize that 
specific patterns of agency by groups of scientists play an important role in 
large technological systems (Bijker, Hughes, and Pinch 1987). It also shows 
why attention to social and institutional dynamics is critical to understand-
ing scientific practices. Activities such as data sharing, data interpretation, 
publication patterns, the choice of topics for future research, and scientists’ 
commitment to specific norms need to be analyzed with reference to their 
broad institutional and social contexts, especially in cases where scientists 
themselves play a key part in developing and shaping those contexts. In turn, 
social structures such as formal and informal committees and groups, often 
brought together by a common concern or goal, function as scaffolds for the 
development of new institutions (Gerson 2013; Wimsatt 2013; Caporeal et 
al. 2014). As illustrated by the speed with which both GARNet and GO have 
developed from a small group of scientists into large, influential organiza-
tions, an evaluation of the cultural role and impact of specific groups and 
associated norms and behaviors should take into account the highly dynamic 
context in which they operate. Different characteristics of social scaffolding 
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help at different moments in the development of such institutions. For ex-
ample, while imposing strong leadership may prove fatal when a feeling of 
community participation and engagement is required for social cohesion, it 
may well help when dynamics change, and social coordination is more ef-
fectively centered on the activities of a charismatic individual or subgroup. 
The same can be said for the extent to which norms of engagement are codi-
fied (e.g., participation in GARNet networks was voluntary but subject to 
specific rules of engagement— dictated by the broader funding structure 
through which it was supported— from the start), the choice to rely on given 
technologies versus attempting to develop new ones (GARNet drew its vis-
ibility from the former, while GO acquired social and political influence by 
virtue of the latter), and the choice to highlight existing “gaps” in governance 
versus trying to build new areas of influence (GO, notably, started with the 
former and ended up pursuing the latter).

In closing, it is critical to stress again that social scaffolds affect the pro-
duction and transmission of knowledge through their tight interrelation with 
the development of material and infrastructural scaffolds. Indeed, the exis-
tence of organizations such as GARNet and GO has been strongly correlated 
with the development of computing facilities and data- extraction methods 
in molecular biology. The effective alignment of these material and social 
structures has made a significant difference to the methods and strategies 
for data production and interpretation currently in use within biology.6 Philo-
sophical research focused on the status of data in contemporary science, as 
well as the ways in which inferences are drawn and corroborated, needs to 
look beyond specific instances of data use and examine why certain config-
urations of norms, instruments, and methods become established and their 
implications for the development of knowledge- making practices.7 The anal-
ysis herein points to an important direction for future work in the phi-
losophy of science: the need to challenge the minimalist and asocial 
conceptualizations of scientific agency pervading much of contemporary 
philosophy. This type of work will help philosophers understand the mate-
rial, social, conceptual, and institutional conditions for knowledge produc-
tion as a necessarily interconnected and historically situated whole.

notes
Warm thanks to colleagues in GARNet and GO, Rachel Ankeny, Barry 
Barnes, Dario Castiglione, Elihu Gerson, James Griesemer, Alan Love, Bice 
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Maiguashca, Raffaele Marchetti, Hans Radder, Bill Wimsatt, and my col-
leagues at Egenis for helpful discussions on this topic. This research was 
funded by the European Research Council grant award 335925.
 1. See the overviews of science and technology studies (STS) work on 
the social organization of scientific research provided in Bijker, Hughes, and 
Pinch (1987), Hackett et al. (2008), and Atkinson, Glasner, and Lock (2009).
 2. For example, there are many STS analyses of standardization proce-
dures, the role of standards as “coordination devices” for complex networks 
of actors (Latour 1987; Bowker and Star 1999), the relation between biomed-
ical regulation and the production of “objective” knowledge (Cambrosio et 
al. 2009), and the way in which standards foster accountability and trust by 
facilitating the enactment of “rituals of verification” (Power 1997). The spe-
cific case of bioinformatic standards has also been subject to several studies 
(e.g., Hilgartner 1995, Bowker 2000, Hine 2006, Chow- White and Garcia- 
Sanchos 2012, Mackenzie 2012, and Lewis and Bartlett 2013, as well as my 
own work on the subject).
 3. For analyses of the notions of scale at play in “big biology,” see 
Davies, Frow, and Leonelli (2013).
 4. For more detail on the ethos of model organism communities and 
the importance of repertoires in shaping research fields, see Ankeny and Leo-
nelli (2011, 2016).
 5. I am here thinking of simple entrenchment: “An evolving adaptive sys-
tem with a recurring developmental trajectory, and differential entrenchment 
generating different degrees of evolutionary conservation” (Wimsatt 2013, 83).
 6. For an expanded version of this argument, see Leonelli (2016).
 7. To this aim, Rachel Ankeny and I have proposed to adopt the notion 
of repertoires as units of analysis for scientific organization and change over 
time (Ankeny and Leonelli 2016).
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The bioengineering sciences use a range of resources from 
various engineering fields and the biosciences to conduct groundbreaking 
basic biological research in the context of potential application. Pioneering 
university research laboratories in the bioengineering sciences are dy-
namic environments in which problems, methods, and technologies are 
continually undergoing development, and the primary researchers are stu-
dents developing into full- fledged researchers. Research labs have long been 
sites for ethnographic research into social, cultural, and material practices 
of scientific research. Philosophers have only recently been attending to them 
as sites for developing fine- grained in situ analyses of the exploratory, incre-
mental, nonlinear problem- solving practices of frontier science, their ori-
gins and evolution, and the epistemic principles guiding them.

For fourteen years I led a multidimensional, interdisciplinary research 
project funded by the U.S. National Science Foundation that, in addition to 
the usual kinds of questions that a philosopher and cognitive scientist might 
ask about reasoning, representation, problem- solving, and so forth, aimed 
to glean insights from our investigation of bioengineering sciences research 
labs to facilitate this kind of frontier interdisciplinary research. University 
research laboratories are highly significant contexts for making an impact 
on the research practices of a field because graduate students largely popu-
late them, and these researcher– learners develop into the next generation of 
practitioners over the course of five to six years. In the context of this vol-
ume, I interpret “facilitating” as creating structures for research and learn-
ing. A premise of our research has been that to create such structures first 
requires examining the research practices and what already scaffolds them 
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in situ and then collaborating with the faculty researchers on developing 
scaffolding for learning and research appropriate to their objectives both 
within the lab and the larger educational ecosystem in which it is embed-
ded. In the investigation discussed here, we had the opportunity to help 
build that educational ecosystem since there was no standard curriculum 
in biomedical engineering, and the faculty was engaged in creating a new 
department with a novel vision of what research in that field should be 
like.

From the outset we aimed at an integrated account of the lab research 
practices— one that would move beyond the perceived cognitive- cultural 
divide in science studies (Nersessian 2005). Specifically, because problem- 
solving processes comprise complex relations among researchers, tech-
nologies, and sociocultural practices, we adopted the framework of distributed 
cognition (d- cog) as a starting point of our analysis. The framework of dis-
tributed cognition developed from several strands of critique (see, especially, 
Hutchins 1995; Lave 1988) of both the context- free, body- independent “func-
tionalist” construal of cognition by experimental psychology and artificial 
intelligence and the overly linguistic and thing- oriented construal of culture 
by cognitive anthropology. D- cog is part of a larger movement in the cogni-
tive sciences, which I have called environmental perspectives (Nersessian 
2005), that is grounded in empirical evidence from a range of disciplines and 
has persuasively argued that cognition and culture are mutually implicated. 
Concurring with the notions of cognition as embodied, situated, and encul-
turated and culture as a process, we framed problem- solving as situated 
within evolving distributed cognitive- cultural systems (Nersessian et al. 
2003). In our case, the plural of the word “system” underscores that the lab 
and the multiple specific problem- solving processes within it can each be 
conceived as such a system, with the grain size dependent on the focus of an 
analysis. Our use of the hyphenated term “cognitive- cultural” is intentional.1 
It stresses that the systems comprising the humans and the artifacts inves-
tigated are simultaneously cultural and cognitive systems. The framework 
of distributed cognition is, itself, in need of development in several directions. 
On the one hand, as Georg Theiner (2013), among others, has underscored, 
the cultural dimensions of the framework have remained underdeveloped. 
On the other, the nature of cognitive contributions by human participants 
has also been underexamined at the expense of the cognitive affordances of 
technologies (Nersessian 2009). And, as will be discussed below, expanding 
the range of problem- solving tasks and environments studied from a 
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distributed cognition framework contributes to further articulating the 
framework (Chandrasekharan and Nersessian 2015).

Recently, Edwin Hutchins has elaborated on the notion of distributed 
cognition in an effort to distinguish it from the “extended mind” thesis 
(Hutchins 2011, 2014). Hutchins stresses first that distributed cognition is not 
making an ontological claim but rather providing an analytical framework 
that attends explicitly to the cultural dimensions of cognition. “Distributed” 
signifies the spatiotemporal process nature of culture and cognition, or what 
he calls a “cultural- cognitive ecosystem” of people, artifacts, and embodied 
skills (Hutchins 2011, 440– 41). Culture and cognition in this view are co-
constructed and emergent from the dynamics of complex ecosystems; in our 
case, the research lab.2 We contend, further, that the notion of culture- as- 
process implicates the history of the evolution of the lab in current practices 
(see, e.g., Kurz- Milcke, Nersessian, and Newstetter 2004; Nersessian, Kurz- 
Milcke, and Davies 2005).3 Consonant with the notion of a dynamic ecosys-
tem, we have analyzed both the evolving distributed cognitive- cultural 
system that is the laboratory and the specific problem- solving processes 
within it as comprising researcher– learners (“researchers”), technologies, 
practices, and research problems, all with evolving relational trajectories. As 
William Wimsatt (Wimsatt 2013b, chapter 1 of this book) points out, the 
fact that culture is dynamic means that elements will develop and change at 
different rates, and thus some elements provide structuring constraints for 
future development. As will be developed here, the evolving, historical na-
ture of the system that is a research lab requires adding a new dimension of 
analysis— how the system builds itself, especially by means of the structur-
ing constraints and affordances of its simulation technologies.

We have studied four labs, two in biomedical engineering (tissue engi-
neering and neural engineering) and two in integrative systems biology (one, 
purely computational, that collaborates with external bioscientists and the 
other possessing a wet lab where researchers conduct their own experiments 
in service of modeling). Although the research in each of these pairs of labs 
is interdisciplinary, there are significant differences in the kinds of interdis-
ciplinarity and thus in existing and needed structures for scaffolding the 
research of the labs. For this chapter I focus on one of the biomedical engi-
neering labs, tissue engineering (Lab A), to dissect the processes by which 
problem- solving structure is created through the design of hybrid, bioengi-
neered physical simulation technologies for investigating novel biological 
phenomena and through the lab’s embedding in an educational context that 
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has the goal of designing novel learning experiences to scaffold the develop-
ment of hybrid biomedical engineers.

the study
The Interdiscipline of Biomedical Engineering
Biomedical engineering (BME) scientists are a breed of researcher whose aim 
is to make fundamental contributions to “basic science” and to create novel 
artifacts and technologies for medical applications. It is often the case that 
bioscientists have not conducted the basic biological research bioengineers 
need in order to make progress toward application. Indeed, they might not 
have even formulated the general problem, such as “what effects are the forces 
of blood flow having on the cardiovascular system.” The basic science re-
search in the labs we studied, such as on shear stresses in vascular biology 
or on learning in living neural networks, is approached largely from the per-
spective of engineering assumptions, principles, concepts, and values (Ner-
sessian 2017). Most often, bioengineering scientists investigate real- world 
phenomena through designing, building, and running models— physical or 
computational. For engineers, “to engineer” means to conceive, design, and 
build artifacts in iterative processes. BME researchers extend this notion to 
making biological (“wet”) artifacts through which to carry out research. In 
the BME labs we investigated, each laboratory engineers physical simulation 
models, locally called “devices.” Devices are in vitro models that serve as sites 
of experimentation on selected aspects of in vivo phenomena of interest. They 
are hybrid artifacts where cells and cellular systems interface with nonliv-
ing materials in model- based physical simulations run under various exper-
imental conditions (Nersessian 2008; Nersessian and Patton 2009). The 
devices participate in experimental research in various configurations of hy-
brid “model systems.” As one researcher commented, they “use that [notion] 
as the integrated nature, the biological aspect coming together with the engi-
neering aspect, so it’s a multifaceted model- system.”4 In each BME lab, there is 
one or more signature device that plays a central role in evolving the research 
program. I call such devices “signature” because the lab is usually identi-
fied both internally and externally as “the lab that does X (device) studies.”

As we will see, signature devices are generatively entrenched in that they 
provide structuring constraints for the evolution of a range of cognitive- 
cultural practices in the complex system that is “the lab.” Jeffery Schank and 
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William Wimsatt (1986; Wimsatt 1986) introduced the notion of generative 
entrenchment to emphasize the role of specific entities in evolutionary pro-
cesses in complex biological systems: “The generative entrenchment of an en-
tity is a measure of how much of the generated structure or activity of a 
complex system depends upon the presence or activity of that entity. . . . The 
resulting picture suggests that generative entrenchment acts as a powerful 
and constructive developmental constraint on the course of evolutionary 
processes” (33). They also anticipated the potential to extend the notion to 
other kinds of evolving systems: “Since virtually any system exhibits vary-
ing degrees of generative entrenchment among its parts and activities, these 
studies and results have in addition broad potential application for the anal-
ysis of generative structures in other areas” (33). Wimsatt (2007, 2013b) has 
recently applied it to the role of certain elements in the cultural evolution of 
a complex system.

Devices, as physical simulation models, are experimental systems de-
signed to function as analogical sources from which to draw inferences and 
make predictions regarding target in vivo phenomena. They are constructed 
so that experiments with them should enable the researcher “to predict what 
is going to happen in a system [in vivo]. Like people use mathematical mod-
els . . . to predict what is going to happen in a mechanical system? Well, this 
[model system she was designing] is an experimental model that predicts— or 
at least you hope it predicts— what will happen in real life.” That is, research 
is conducted with these in vitro devices, and outcomes are transferred as can-
didate understandings and hypotheses to the corresponding in vivo phe-
nomena. In effect, the researchers build parallel worlds in which devices 
mimic specific aspects of phenomena they cannot investigate directly due 
either to issues of control or ethics. In the philosophical literature on mod-
els, “simulation” is customarily reserved for computational modeling. How-
ever, respondents in our investigation variously use “simulate” and “mimic” 
in explaining how their physical models perform as they are “run” under ex-
perimental conditions. It is the dynamic nature of the models that makes 
them simulations. Thus, we use “physical simulation model” to refer to such 
bioengineered devices. Simulation by means of devices is an epistemic ac-
tivity that comprises open exploration, testing and generating hypotheses, 
and inference. In our analysis, simulation devices are loci of integration of 
cognition and culture. They simultaneously constitute the “material culture” 
of the community, give rise to social practices, and perform as “cognitive ar-
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tifacts” in their problem- solving practices. Understanding how these com-
munities produce knowledge requires examining both aspects.

Early in our investigation, one researcher characterized the practice of 
building and experimenting with devices as “putting a thought into the bench-
top and seeing whether it works or not.” With respect to a researcher, as an 
instantiated thought, the device is a physically realized representation with 
correspondences to the researcher’s mental model. As a tangible artifact, it 
evolves along with the researcher’s understanding developed in the experi-
mentation that the artifact makes possible. As a representation, it refers both 
to the in vivo phenomena and to the researcher’s mental model. As such, the 
artifact is a site of simulation of not just some biological process but also the 
researcher’s current understanding. The notion of “the experimental model 
that predicts” we encountered above is a distributed model- based reasoning 
system comprising researchers and simulation models. The “cognitive pow-
ers” created by constructing physical simulation models include enhanced 
ability for abstraction, for integrating knowledge and constraints from di-
verse domains, for conceptualization, and for changing representational 
format in ways that afford analogical, visual, and simulative reasoning 
(Nersessian 2008, 2009). Investigating scientific practice in the wild enables 
us to discern facets of how these powers are created in situ within the devel-
oping and evolving material and sociocultural environment.

BME labs can be cast broadly as what Karin Knor Cetina (1999) has char-
acterized as epistemic cultures. These “are cultures that create and warrant 
knowledge” (1). Whereas the notions of discipline and specialty typically re-
fer to the “differentiation of knowledge” and thus to the institutional orga-
nization of knowledge, epistemic culture shifts the focus of attention to 
“knowledge- in-  action” (Cetina 1999, 3). As an approach to the study of sci-
ence, the notion of an epistemic culture serves to focus on the differences of 
“knowledge- making machineries” in different subcultures. As Cetina details 
through case studies of experimental physics and molecular biology practices, 
these machineries comprise sociocultural structures as well as technologies 
of research. The analysis of epistemic cultures typically does not attend to 
the differences in epistemological assumptions underlying the practices of 
knowledge- making subcultures, which are important when considering in-
terdisciplinary cultures since these assumptions often clash. As Evelyn Fox 
Keller has pointed out, there are differences in “the norms and mores of a 
particular group of scientists that underlie the particular meanings they give 



70 Nancy J .  Nersessian

to words like theory, knowledge, explanation, and understanding, and even 
to the concept of practice itself” that are equally significant for individuating 
subcultures and understanding their practices (Keller 2002, 4). Accounting 
for the research in the labs we investigated requires both attending to the 
devices qua machineries of making knowledge, located in environments of 
“construction of the machineries of knowledge construction” (Cetina 1999, 3), 
and the devices qua artifacts that embed, and through which one can begin 
to discern, the epistemological assumptions, norms, and values of the cul-
ture of BME and its subdivisions (e.g., tissue and neural engineering).

In any analysis, researchers need to consider what constraints devices 
possess deriving from their design and construction (device qua device) and 
what limitations these impose on the simulation and subsequent inferences 
and interpretations (device qua model). Further, there is a tension between 
constraints on the design and functionality of a device (qua device) that de-
rive from biology and from engineering. One respondent provided an ex-
ample of this tension in the context of a problem in which the cells of a 
researcher kept dying in a simulation device, even though all the environ-
mental conditions of media, temperature, and incubation seemed appropri-
ate for sustaining them. The problem turned out to be the material from 
which the chamber holding the cells was built. As he recounted, “His device 
was something he created and built based on the mechanical properties. But 
in the design process he did not take into account that maybe some of the ma-
terials used to build his device were toxic [to cells].”

From a d- cog perspective, a device also has a dual nature: It serves as a 
site not only for the simulation of biological processes (machinery) but also 
for the researchers’ understanding, epistemic norms, and epistemic values 
(model). The design of a device embeds norms and values primarily associ-
ated with the kind of quantitative analysis aimed at by engineers rather than 
biologists, such as approximation and simplification. Many of the research-
ers we interviewed characterized this difference as biologists focus on how 
“everything interrelates to everything else,” while engineers “try to eliminate 
as many extraneous variables as possible so we can focus on the effect of one 
or perhaps two, such that our conclusions [qua model] can be drawn from the 
change of one variable.” An overarching problem of the labs we studied is to 
determine the appropriate or best feasible abstraction of the in vivo phenom-
ena to address their research questions. For instance, the endothelial cells 
lining an artery experience turbulent blood flows in vivo, but from an engi-
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neering perspective, it is desirable to begin with a first- order approximation 
(laminar flow).

Framing the lab activities as situated in complex cognitive- cultural sys-
tems provides a means of analyzing the problem- solving processes in a man-
ner that integrates cognition and culture (Nersessian 2006). However, this 
analysis cannot be done simply by applying the current framework of d- cog 
(Hollan, Hutchins, and Kirsh 2000; Hutchins 1995; Kirsh and Maglio 1994). 
That framework was developed through studies of highly structured, dy-
namic problem- solving environments (plane cockpit, naval ship) in which 
participants carry out largely routinized tasks using existing technologies 
(such as the speed bug or the alidade), and the knowledge the pilot and crew 
bring to bear in those processes is relatively stable, even in novel situations. 
In contrast, the BME research lab is an innovation community where re-
searchers often do not have established methods, technologies, and well- 
defined problems prior to beginning the research. Although loci of stability 
provide structuring constraints, equally important features of these labs in-
clude the evolution of technologies and the development of the researchers 
as learners in the processes of carrying out an overarching research agenda. 
The technological components of the research lab, for instance, evolve in un-
anticipated ways. We witnessed several cases in which the researcher had to 
design and construct new or redesign existing simulation devices in the 
course of problem- solving. At each slice in time, “the lab” comprises the cur-
rent state of devices and research problems, students at various points of 
development into researchers, and a lab director at a stage of his or her re-
search program. In effect, the lab builds itself as a cognitive- cultural system 
with specific affordances and limitations for problem- solving as it creates 
knowledge (Nersessian 2012). Examining how the lab builds itself provides 
significant insight into how researchers “create their cognitive powers by cre-
ating the environments in which they exercise those powers” (Hutchins 
1995, xvi). We focus on designing and constructing physical simulation mod-
els because they are a major means through which engineering scientists 
build cognitive powers (Chandrasekharan and Nersessian 2011; Chan-
drasekharan and Nersessian 2015; Nersessian 2012).

University research labs are significant sites of learning, populated pri-
marily with graduate students and, increasingly, undergraduates. It is a re-
markable feature of BME labs that graduate students are simultaneously 
learners and pioneering researchers. Thus, the development of researchers 
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as learners is a significant component of the evolution of the lab. Our labs 
reside in a BME community that places high value on what it calls “inter-
disciplinary integration” at the level of the individual researcher. For them 
this means moving beyond problematic collaborations that stem from the 
numerous differences between the practices and epistemic values of engi-
neers and bioscientists, to the extent possible, and cultivating the individual 
researcher as a hybrid biomedical engineer from the outset, such as when 
the novice engineer learns to harvest and cultivate the cells she needs for re-
search. The nature of the research requires lab members, who arrive pre-
dominantly with engineering backgrounds, to develop equal facility with 
wet- lab techniques, as well as engineering design and a selective deep knowl-
edge of the biology of their research targets. These communities see them-
selves as cutting- edge, frontier researchers. The lab ethos is infused with an 
open- ended sense of possibility, as well as a tinge of anxiety about how little 
is known in their area and whether PhD research projects will work out. The 
researchers place a high value on innovation in methods, materials, and ap-
plications. Failure is omnipresent, as are lab- devised support structures for 
dealing with it. The social structure in each lab is largely nonhierarchical— a 
feature that in this case we attribute to the frontier and interdisciplinary na-
ture of the research, where no one (including the director) considers herself 
or himself the expert, and requisite knowledge is distributed across the lab 
and wider community. Opportunities to innovate are provided to everyone, 
including a freshman who might have an interesting idea. In the period 
during which we conducted our investigation, we saw several instances in 
which “big gambles” led to high payoffs, sustaining this attitude, despite the 
fact that most of the researchers engaged in high- risk research were doing it 
for their dissertation projects. Projects can always be modified and scoped 
down to what is feasible in the time allotted. The sociocultural fabric each 
lab, and the community as a whole, builds has been highly successful in help-
ing students to graduate and preparing them for excellent positions in aca-
demia and industry.

Method: Cognitive- Historical Ethnography
Our research group conducted an ethnographic study that sought to uncover 
the activities, artifacts, and sociocultural structures that constitute research 
as it is situated in the ongoing practices of the Lab A community.5 We con-
ducted two years of intensive data collection, followed by two years of tar-
geted follow- up and, thereafter, limited tracking of students through to their 
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graduation. We took field notes on our observations, audiotaped unstruc-
tured interviews (72), and video-  and audiotaped research meetings (17). As 
a group (four ethnographers), we completed an estimated four hundred hours 
of field observations. Our “team ethnography” approach supplanted video-
taping research activities in the lab. Although we were allowed to videotape 
research meetings, it did not prove feasible to videotape research as it was 
taking place. We used interpretive coding in analyzing interviews and field 
notes. Broadly consistent with the aims of “grounded theory” not to impose 
a specific theoretical perspective on the data (Glaser and Strauss 1967; Strauss 
and Corbin 1998), we approached coding to enable core categories and in-
terpretations to emerge from the data and remain grounded in it while at 
the same time remaining guided by our initial research questions. We then 
developed case studies of specific researchers and deeper analyses of themes 
that had emerged from the data that were relevant to our research questions. 
We also examined findings with respect to pertinent philosophical, cogni-
tive, and sociocultural theoretical frameworks.

Additionally, since these labs are evolving systems that reconfigure as the 
research program moves along and takes new directions in response to events 
occurring both in the lab and the broader community, there is a significant 
historical dimension to our analyses. As noted previously, the signature tech-
nologies of the cognitive- cultural systems are designed and redesigned in 
the context of research problems and projects, new methods are developed 
or adopted, and at any slice in time, the lab is populated by students at vari-
ous points in their development into full- fledged researchers. To capture the 
historical dimension of these lab communities, we used interpretive meth-
ods of cognitive- historical analysis (Nersessian 1987, 1995, 2008). Coupling 
ethnography with cognitive- historical analysis affords examining how his-
tory is appropriated in the social, cultural, and material dimensions of prac-
tices, as these currently exist.

Specifically, cognitive- historical analysis enables following the trajectories 
of the human and technological components of a cognitive system on mul-
tiple levels, including the physical shaping and reshaping of artifacts in re-
sponse to problems, their changing contributions to the models developed 
in the lab and the wider community, the nature of the concepts that are at play 
in the research activity at any particular time, and the development of learn-
ers as researchers.6 Our cognitive- historical analysis uses the customary 
range of historical records to uncover how Lab A researchers have developed 
and used representational, methodological, and reasoning practices, as well 
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as the histories of the research technologies. These practices can be examined 
over time spans of varying length, ranging from periods defined by the ac-
tivity itself to decades or more.7 In this context, the objective of cognitive- 
historical analysis is not to construct a historical narrative. Rather, it is to 
enrich our understanding of the cognitive- cultural system through exam-
ining how knowledge- producing practices originate, develop, and are used.

Making sense of the day- to- day practices and detailing the histories of 
researchers, artifacts, and practices are prima facie separate tasks. However, 
the research process within the labs we studied evolves at a fast pace, which 
necessitates integrating the two endeavors. With respect to the devices in 
particular, the ethnographic study of how they are understood and used by 
various lab members, coupled with ongoing interviews around research and 
learning, allows us to conjoin the cognitive- historical study of the develop-
ing lab members, the lab artifacts, and the lab itself, with an eye to the lab 
members’ perception of these. Of particular note is our finding that device 
history, which chronicles the development of the current problem situation 
and what is known about the artifacts in question, is often appropriated 
hands- on. Since devices, inherited and new, need to be (re)designed for the 
current problem situation, avoiding past pitfalls requires, among other 
things, knowing why and how a certain problem situation has led to the re-
alization of certain design options. The historicity of the artifacts becomes 
a resource for novel design options, though in practice it is not an easily 
accessible resource. However, it becomes more available as a researcher’s 
membership in the community develops.

In the following sections, I will examine how the devices of Lab A pro-
vide not only scaffolding for current problem solving, but also create 
structural constraints and affordances for research potentialities not yet 
envisioned, and in so- doing build “the lab” itself. I will then discuss the wider 
ecosystem that has been “engineered” to provide scaffolding for researcher- 
learners to develop into the hybrid biomedical engineers envisioned to pop-
ulate and build a novel twenty- first century version of the field of BME.

CreAting Cognitive- CulturAl sCAFFolding:  
the lABorAtory For tissue engineering
The laboratory for tissue engineering (Lab A) dates from 1987, when the di-
rector moved to a new university for the opportunity to begin research in 
the emerging area of tissue engineering. During our investigation the main 
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members included the lab director, the lab manager, one postdoctoral re-
searcher, seven PhD students, two master of science students, and four long- 
term undergraduates.8 Several other undergraduates visited for a semester or 
a summer internship. Of the graduate students, two were male and seven 
were female, as was the postdoctoral researcher. All of these researchers came 
from engineering backgrounds, mainly mechanical or chemical engineer-
ing. The lab manager had a master’s degree in biochemistry. The laboratory 
director’s background was in aeronautical engineering, but he was by then a 
senior, highly renowned pioneer in the field of BME and the emerging sub-
field of tissue engineering.

Starting in the mid- 1960s, the now director of Lab A had worked as an 
aeronautical engineer for the space program on how the effects of vibration 
along the axis of the Saturn launch vehicle (pogo stick vibration) affected the 
cardiovascular system of astronauts. He developed the hypothesis that the 
physical forces to which blood vessels are naturally exposed, such as pres-
sure and forces associated with blood flow through the arteries, could ad-
versely affect the blood vessels and thus be implicated in disease processes 
such as atherosclerosis. He embarked on a program of research into how and 
under what conditions the physical forces might create disease through ar-
terial shear forces.

Building Simulation Devices and Model Systems
The future Lab A director decided early in this research to focus his efforts 
on the endothelial cells that line the arteries: “It made sense to me that if there 
was this influence of flow on the underlying biology of the vessel wall, that 
somehow the cell type had to be involved, the endothelium.” In the 1970s vas-
cular biologists were focused on biochemical processes, and those he con-
tacted were skeptical of the hypothesis. As a result, he ended up in the 
laboratory of a veterinary physiologist, where they surgically created animal 
models to induce pathologies in native arteries to investigate the nature and 
effects of arterial shear. Problems of control were significant in these mod-
eling practices and led him to set out on a program of in vitro research that 
would require developing physical models through which to simulate bio-
logical phenomena with the desired experimental control. Thus, nearly all 
problem- solving activities in Lab A are model- based, in the sense that they 
require building (designing, constructing, redesigning) physical models, as-
sembling them in various model- system configurations, and performing 
simulations under a variety of controlled experimental conditions.
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The initial configuration of Lab A revolved around one physical model, 
the flow channel device, or flow loop, which is designed to enact selected in 
vivo blood flow conditions, normal and pathological. It consists of a flow 
channel (designed in a physiologically meaningful range) with accompany-
ing flow- inducing components (such as a peristaltic pump, a pulse dampener, 
and liquid the viscosity of blood) designed to represent to a first- order ap-
proximation shear stresses that can occur during blood flow in an artery. It 
formed a model system with endothelial cell cultures on slides. When cells 
mounted on slides are “flowed” under different conditions, changes in cell 
morphology and proliferation can be related directly to the controlled shear 
stresses. This device started its life as a large, cumbersome artifact on a stand, 
for which contamination was a constant problem since it could not be as-
sembled under the sterile workbench hood. Within a few years, it was re- 
engineered into a compact design that fits under the sterile hood, and 
experiments can be run in an incubator. This redesign process was chroni-
cled for us in an interview with a recent graduate of the lab (see Kurz- Milcke 
et al. 2004).

After several years of research, the lab sought a better model system. Us-
ing cell cultures on slides provides only a limited understanding of arterial 
shear stress. Specifically, as the director noted, “Putting cells in plastic and 
exposing them to flow is not a very good simulation of what is actually hap-
pening in the body. . . . If you look within the vessel wall you have smooth mus-
cle cells and then inside the lining is [sic] the endothelial cells, but these cells 
types communicate with one another. So we had an idea: let’s try to tissue- 
engineer a better model- system for using cell cultures.” The idea was to create 
“a more physiological model,” where the effects of shear could be studied on 
more components of the blood vessel wall than with the endothelial cells in 
isolation. In principle this should help to better understand the functional 
properties related to arterial shear. To expand the possibilities for studying 
these properties, the director took “the big gamble”— to create a model of the 
blood vessel wall constructed from living tissue. If they were successful in 
building this model, it would open the possibility of turning it into a vascu-
lar graft for repairing diseased arteries. This model is variously referred to 
within the lab as the “construct,” the “tissue- engineered blood vessel wall 
model,” and, underscoring its application potential, the “tissue- engineered 
vascular graft.” The flow loop and construct were the signature devices of 
the lab at the time of our investigation.
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When we entered the lab, the construct was the focal simulation model. 
Because all the researchers would need to build their own constructs, cell 
culturing had supplanted learning the flow loop as the initial entry point into 
the lab culture. Learning to culture cells (bovine or porcine), as a senior re-
searcher told us, is a “baseline to everything.” Whereas learning to manipu-
late the flow loop is a relatively easy task for an engineer, learning to culture 
cells and create constructs is not. The consequences of failure are high: when 
cell cultures die, experiments are ruined. As a result, much mentoring took 
place around learning to culture cells, starting with harvesting them from 
arteries donated from an animal lab at another institution. Although there 
are written protocols for the steps, we witnessed that these are learned in em-
bodied apprenticeships over numerous sessions, first by hovering in close 
physical proximity as the mentor conducts the procedure under the sterile 
hood and then by the novice trying them herself. The discourse of the lab 
frequently centers on keeping the cells “happy,” calling them “pets,” bemoan-
ing long weekends “babysitting” them, and sharing war stories about facing 
the recalcitrance of cells to respond in ways they desire. Novice researchers 
start to build up both tacit experimental know- how and resilience in the face 
of failure through this extended mentoring process.

Simultaneously, learning how to culture cells provides entre into the 
problem space and cognitive practices of the lab. Cell culturing is a prelude 
to building the construct models needed for most research projects. The in 
vivo blood vessel comprises several layers, and the in vitro construct device 
constitutes a family of models that can be built with different levels of ap-
proximation for simulating in vivo processes. The novel application goal that 
the construct gave rise to for Lab A— to tissue engineer a viable replacement 
blood vessel for human implantation— created the need to design and build 
other simulation models. To be either a functional model or an implant re-
quires (among other things) that the cells embedded in the scaffolding ma-
terial replicate the capabilities and behaviors of in vivo cells in order to 
achieve higher- level tissue functions, such as expressing the right proteins 
and genetic markers. Further, a vascular implant needs to be strong enough 
to withstand the in vivo blood forces. These problems, in turn, opened new 
lines of lab research and led to building new devices and model systems 
through which to manipulate and examine construct properties under var-
ious conditions. For example, the lab developed two devices to simulate me-
chanical forces (the pulsatile bioreactor and the equibiaxial strain device) and 



78 Nancy J .  Nersessian

an “ex vivo” animal (baboon living in another lab) model system to investi-
gate whether progenitor cells develop the ability to express anticoagulant pro-
teins in response to shear (as do mature in vivo endothelial cells). A partial 
depiction of this animal model system (Figure 3.1) serves to illustrate how 
the distributed system interlocks a number of models, physical and mental.9 
It is “partial” because it can be extended out into a complex fabric of addi-
tional models and researchers that contribute to its functioning as a model- 
based reasoning system, through which inferences about the in vitro and the 
in vivo phenomena are made.

Building out the Cognitive- Cultural System
A glimpse of Lab A as a distributed system is provided in the representation 
created when we asked the director to draw a picture of the current lab re-
search partway though our study (Figure 3.2). We gave no instructions for 
how to do this. His stated intention was to depict how his research “barri-
ers” (top section), researchers (middle section), and technologies (bottom sec-
tion) are interconnected. The diagram on paper is static, but the director’s 
representation can be interpreted as providing a schematic of “the lab as an 

Figure 3.1. Partial vascular construct model system.



 Cr eati ng Cogn iti v e-  Cu ltu r a l Sca ffoldi ng 79

evolving distributed cognitive- cultural system”— a dynamic constellation of 
interrelated problems, researchers, simulation models, and other technolo-
gies. Although the director did not include himself on the diagram, he was, 
of course, an integral part of the system even though his visits to the physi-
cal space of the wet lab were rare. He spent a significant amount of time on 
the road promoting the research and obtaining funding, in addition to ad-
ministering an interdisciplinary center. I next outline, briefly, how this sys-
tem formed and evolved in the course of addressing the research problems 
through numerous iterations of designing, building, and experimenting with 
physical simulation models.

At the top of the diagram, the director categorized the “major barriers” 
with which the research dealt. From discussion with him about the diagram, 
it became clear that “barriers” are “addressed” by formulating and pursu-
ing research problems that interconnect the basic biological research of the 
lab and its medical application aim. To address the barrier of “mechanical 
properties and the influence of mechanical forces” requires formulating 

Figure 3.2. Lab A director’s representation of the lab’s research.
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research problems directed toward understanding the nature of arterial 
shear and its role in normal and disease processes. Solving these problems 
would further the application goal by bringing the research closer to creat-
ing an implant with the requisite mechanical properties to function within 
the body, such as shear strength. To address the barrier of “cell source strat-
egies” requires research directed toward the problem of providing endothelial 
cells (among the most immune sensitive in the body) for a viable implant 
that would not be rejected by the recipient’s body. This problem, in turn, 
opened lines of basic research for the members, such as the role of forces in 
stem cell differentiation (A8) and in the maturation of progenitor cells (A7).

The lab- built simulation models are designated by “collagen gel technol-
ogy” (construct), “flow chamber studies” (flow loop), and “mechanical test-
ing” (pulsatile bioreactor and equibiaxial strain device). The kinds of 
investigations along the bottom of the diagram implicate both the lab- built 
simulation models and the technologies through which simulation outcomes 
are examined. For instance, after a flow chamber study in which the con-
struct would be subjected to controlled shear stresses (“conditioning”), the 
effects on the endothelial cells can be examined for various biological mark-
ers or gene profiling, which implicate a range of technologies, some external 
to the physical space of the lab, such as the confocal microscope to study mor-
phology and migration or DNA microarray technology, used for studying 
gene expression. Also, “mechanical testing” implicates a lab- built instrument 
for testing the mechanical strength of a construct after conditioning.

The director intended that thick lines denote interconnections among the 
individual research projects with respect to the researcher designated to build 
the animal model system that would integrate these projects (A7). A post-
doctoral researcher (A8) is represented as unconnected to the students be-
cause she started a new line of lab research into the possibility of stem cell 
differentiation by means of mechanical forces as a source of endothelial cells 
for the construct that only later (after success) became more central to the 
research. She did interact with other lab members about her and their re-
search during conversations in the course of lab activities and at lab research 
meetings. Although research projects were carried out by individual lab 
members (sometimes assisted by an undergraduate or master of science stu-
dent), we witnessed joint problem- solving episodes within the lab and dur-
ing the lab meetings (held at varying intervals when the director was in 
town). Each individual research project and the problem- solving processes 
associated with it can be explicated as performed by a distributed cognitive- 
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cultural system. But the lab’s dual problems of understanding the effects of 
arterial shear and creating a viable implant built the lab itself into an evolv-
ing system that afforded and constrained the individual research. The dia-
gram depicts the interconnected subsystems that contribute to building out 
the lab- as- distributed- cognitive- cultural- system.

When the researchers noted in Figure 3.2 entered the lab, the flow loop 
model was a well- established technology of research, but several formulated 
research problems that required some redesign of it. The construct model was 
a recent development, and all the researchers played significant roles in fur-
thering its design in directions related to their specific projects. A5’s research 
was directed toward correlating the development of arteriosclerosis with the 
genetic behavior of the endothelial cells and progenitor endothelial cells that 
circulate in the bloodstream by simulating various flow conditions. A10’s re-
search was investigating the effects of shear stress on aortic valve function, 
using valvular endothelial cells with a novel aortic construct that he designed. 
Mechanical integrity and strength were primary concerns for him, and, al-
though he ended up not using it himself, he designed and built a new device 
for the lab: an equibiaxial strain device that simulates the strain (deforma-
tion from stress) experienced by vessels as blood flows through them (Ner-
sessian, Kurz- Milcke, and Davies 2005). Components of it would be put to 
surprising use by a future researcher investigating stem cell differentiation 
(Harmon and Nersessian 2008). A4’s research was to examine specific bio-
logical markers in relation to the controlled mechanical stimulation of con-
structs, as compared with their behavior in native tissue. A22’s research 
focused on improving the mechanical strength of constructs. And, all of 
these projects are layers that undergird the baboon model system designed 
by A7 for the ex vivo experiment (Figure 3.1), intended to bring them closer 
to the medical application goal.

As indicated by the thick lines on the diagram, all of the system’s com-
ponents are connected to A7, who in an early interview noted that she had 
been designated as “the person who would take the construct in vivo.” This 
meant that she would need to create a model system in which a construct 
would be connected to the vascular system of a living animal. To be success-
ful, the project would need to “obviously integrate the results of colleagues 
here in the lab.” At the start, she was quite unclear about just what she would 
study with the model. Once she decided on a specific animal, a lot of time 
was devoted to designing a means of connecting the fragile construct to the 
animal without it rupturing (and in a humane way). Her research project 
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evolved into investigating whether shear stress conditioning of endothelial 
progenitor cells with the flow loop would make them function as mature en-
dothelial cells in the production of thrombomodulin (a protein that pre-
vents platelet formation) when attached to an animal circulatory system. For 
her investigation she designed a model system that could connect the con-
struct to the bloodstream of a baboon by means of an exterior shunt between 
the femoral artery and the vein of the animal. The ex vivo simulation was 
designed to be run in real time through a gamma camera to provide func-
tional imaging. Figure 3.1 provides a partial representation of this model 
system. Designing and running this model system with the requisite ex-
perimental controls was the most complex problem undertaken by the lab 
to date. As A7 noted, “In the lab we can control . . . exactly what the flow is 
like. . . . But when we move to an animal model, it’s more physiologic— the chal-
lenge then is that is a much more complex system.” Despite the complexity, 
she was able to determine that preconditioning with flow loop shear at the 
normal human in vivo rate of arterial shear (15 dynes/cm2) enhances the abil-
ity of progenitor cells to express anticoagulant proteins within the model 
system. This finding made a significant contribution to both the research 
community’s understanding of the effects of arterial shear and the problem 
of endotheliel cell sources for implantation (see Nersessian 2009).

Discussion: Evolving the Cognitive- Cultural System
The few details of Lab A practices sketched in this chapter provide an illus-
tration of how the devices that researchers build in the course of specific 
problem- solving efforts in a lab also participate in building and evolving a 
complex distributed cognitive- cultural system. These artifacts provide struc-
turing constraints that create potentialities that researchers can exploit to 
evolve the system further. At the outset, this lab director did not envision 
his lab engaging in tissue engineering to make vascular construct models or 
conducting stem cell research and gene profiling. The initial understanding 
of arterial shear stemmed from his early mathematical modeling of vibra-
tory forces on the human vascular system and experimental modeling with 
animals. The limitations of in vivo research with animal models led to tak-
ing the research in vitro, which afforded more control and opened the pos-
sibility of examining selected features of arterial shear in relation to 
endothelial cells. Building the flow loop model enabled them to focus largely 
on the structural properties and the proliferation behavior of cells under 
shear. But after several years of experimenting with endothelial cells, he re-
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alized the flow loop also offered the possibility of examining the relation-
ships among different kinds of cells in the blood vessel wall if they could 
engineer a living three- dimensional model. Designing the construct family 
of models provided not only a range of more physiologically accurate mod-
els but also the potential to create a vascular graft for human implantation. 
Importantly, it afforded the possibility of investigating the functional prop-
erties of blood vessels in relation to shear (including building several new 
devices), which in turn led to the lab’s ability to create a completely different 
kind of animal model system from those of the director’s initial research. In 
sum, building physical simulation models has provided a platform for artic-
ulating a cognitive- cultural system comprising researchers, problems, 
models, technologies for experimentation, visualization, and analysis, and 
sociocultural practices that constitute Lab A as it evolves over time.

This brief glimpse of the evolving cognitive- cultural structures that en-
able research in Lab A calls into question the classic notion of a scaffold as 
something that falls away after it has served its purpose; cognitive- cultural 
scaffolding is incorporated into the evolving distributed cognitive- cultural 
system. The evolving technologies and researchers are interwoven into the 
fabric that is the system. This conception of scaffolding is exemplified by the 
construct model itself. The tissue- engineered vascular graft is built on a col-
lagen scaffold that is incorporated into the fabric of the constructed vessel. 
The engineered vessel, if successful, would be incorporated into the in vivo 
vascular system. The notion of generative entrenchment helps to articulate 
this notion of scaffolding as incorporation in the evolution of the cognitive- 
cultural system of a research lab. Signature devices, in particular, and the 
cognitive- cultural practices associated with them provide constraints and af-
fordances for evolving the research of the lab. They contain the potential for 
the development of future cycles of design and redesign, which often pro-
ceed in novel and unanticipated ways.

In an important sense, the core activity of the lab is building itself as a 
distributed cognitive- cultural system directed toward achieving the over-
arching goals of the research. The initial and persistent goal of Lab A has 
been to understand the role of physical forces on biological processes in the 
vascular system. The flow loop is particularly generatively entrenched in that 
it has served as an integral part of the research of the lab for all the years of 
its existence. It made possible taking the research in vitro because normal 
and pathological in vivo forces on cells could be replicated to a first- order 
approximation— and potentially could be redesigned for higher- order effects 
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if necesssary. Its generative entrenchment can be seen on two levels. On a 
metalevel, through its design and use it has entrenched the practice of im-
porting engineering concepts and methods of analysis pertaining to mechan-
ical forces into the study of biological phenomena. On a physical level, as a 
device it has formed a component of most experimental model systems (see, 
e.g., Figure 3.1). Most importantly, its affordances and constraints led to the 
formation of new problems and novel technologies. The kinds of experimen-
tation the researchers envisioned could be done with the flow loop led, for 
instance, to the novel construct family of models. The construct model 
needed to be designed to interlock with the flow loop in experimental situ-
ations, some of which, in turn, required modifications to its design. As we 
saw, the construct model provided the lab with a more physiologically real-
istic model. That, plus the potential it provided for a novel application, gen-
eratively entrenched the construct in the research program, thereby opening 
further lines of research, which led to the lab building several new simulation 
models and incorporating new technologies into its analyses.

Although I have focused on the hybrid simulation technologies, this analy-
sis of Lab A as an evolving distributed cognitive- cultural system is, impor-
tantly, incomplete without at least briefly outlining, at the institutional 
level, the coevolution of educational cognitive- cultural scaffolding specifi-
cally developed and directed at creating a new kind of interdisciplinary re-
searcher in BME— one designed toward evolving the research field beyond 
the problematic collaborations of researchers in different disciplines by cre-
ating hybrid BME researchers.

CreAting sCAFFolding For BMe reseArChers  
As leArners
University labs are populated largely by students, and the lab context and 
wider research communities are not sufficient to provide the cognitive- 
cultural scaffolding for students to develop fully as researchers. The Lab A 
director and other senior colleagues saw as their challenge the design and 
building of a new educational environment for developing their students into 
a new breed of researcher. This new breed would move beyond their own ex-
periences of being educated as engineers who later moved into biomedical 
research by being educated as hybrid biomedical engineers from the outset. 
As a consequence they determined they would develop a pioneering educa-
tional program that would firmly establish BME as an “interdiscipline” that 
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integrated all three components in its research and education.10 The gradu-
ates of this program would be able to move into academia, medicine/public 
health, industry, or government and fluently collaborate with other hybrids 
or with disciplinary colleagues, thus mitigating much of the “interactional 
complexity” of interdisciplinarity (Wimsatt 1972). This was an explicit de-
cision that had three main components: (1) two new buildings with archi-
tecture designed to promote interdisciplinarity among bioengineering, 
biosciences, and medicine, with one building dedicated entirely to the envi-
sioned BME department; (2) a new joint department of BME across two uni-
versities with one university providing largely engineering expertise and the 
other medical expertise, with the biosiences drawn from each and with sev-
eral new faculty lines for young hybrid researchers; and (3) a new educational 
program (starting at the graduate level but quickly adding an undergradu-
ate degree) that would integrate the three components of the field through-
out its curriculum and cultivate student identities as biomedical engineers. 
Together, these components would serve to articulate and institutionalize the 
kind of interdisciplinarity they broadly envisioned— hybridization (Gerson 
2013; Wimsatt 2013b).11

When we became involved, the first two components were well under-
way and provided the institutional and material structures from which to 
develop an educational program. They had few ideas about how to construct 
an educational program, but in their estimation, there were no established 
curricula or textbooks that could be adapted to achieve their vision. Through 
a serendipitous circumstance, they became interested in understanding 
what cognitive science might have to offer as a resource. At that time the 
U.S. National Science Foundation (NSF) had a requirement that any grant 
that included an educational program also had to include a cognitive sci-
ence dimension. The leaders of the BME initiative were applying for an engi-
neering research center that would include graduate training. I was director 
of the program in cognitive science, so they contacted me and asked if I 
could explain why the NSF would have such a requirement (i.e., what did 
cognitive science have to offer education). This created a partnership be-
tween us and my colleague Wendy Newstetter, whom they would hire into 
the new department and who became the co- principal investigator on our 
NSF- funded research. Our NSF funding, in turn, led to our creating a re-
search group for conducting investigations of the cognitive and learning 
practices in the labs. Creating what they called “a cognitively informed edu-
cational program” was a novel conception consonant with novel objectives. 
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If successful, it would put them on the map as leaders in education as well as 
research.12

Much cognitive science research has established that making students ac-
tive participants in their learning is more effective than simply lecturing to 
them, and in the sciences, this holds particularly true when they are engaged 
in attempting to solve authentic problems.13 In the K– 12 area, there was by 
then a long history of learning initiatives based on problem- based learning 
(PBL) activities. We were thus predisposed to find a way to make PBL cen-
tral to the developing curriculum. Our choice was further reinforced by the 
fact that the method is widely used in medical education as a means of pre-
paring students for the clinic and thus familiar to the medical faculty. With 
medical PBL, small groups are presented with problems— rich and complex 
real- world medical cases— that enable them to engage in the authentic prac-
tices of the field, with “scaffolding” created by the teachers (who act as “fa-
cilitators” to student problem- solving) to support their developing expertise 
in diagnostic practices. In the course of problem- solving, they develop a deep 
understanding of the human body, diagnostic capabilities, and an identity 
as medical problem solvers. PBL, as used in medical schools, scaffolds the 
kind of hypothetical deductive and inductive reasoning needed for diagnos-
ing ailments. We argued that the model- based reasoning (Nersessian et al. 
2003; Nersessian 2008, 2009; Nersessian and Patton 2009) used in engineer-
ing problem- solving requires a different kind of scaffolding that needs to be 
developed with the faculty. To distinguish the practices, we called the new 
PBL- informed method for engineering education problem- driven learning 
(PDL). Over time, through several iterations, this method has been woven 
into the BME curriculum. At the graduate level, there are two core PDL 
classes, and at the undergraduate level, there are three core PDL courses, two 
classes, and one instructional lab, all created collaboratively with the faculty 
(Newstetter 2006; Newstetter et al. 2010). Notably, as the undergraduate level 
developed, it began to provide an additional pool of lab researchers. Much 
of the rest of the curriculum at both levels has evolved to contain significant 
PDL elements developed by individual faculty members who were inspired 
by their experiences as facilitators of the introductory PDL course (all fac-
ulty facilitate). Thus, PDL, as a method, has become generatively entrenched, 
providing structuring constraints for course design in this and other BME 
programs our curriculum has influenced.

The introductory course is taken by all incoming students, who work in 
groups of eight on the problem outside of class and with one faculty or post-
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doc facilitator during the class periods.14 The problems tackled are carefully 
designed by the faculty to present complex, ill- structured health- care prob-
lems drawn from the real world, which encourage students to integrate and 
anchor their developing bioscience and engineering knowledge. For exam-
ple, in a problem about cancer screening, student teams must formulate and 
address questions concerning the biology of cancer, current screening tech-
nologies (e.g., CT scans or MRI), and future screening strategies (e.g., at the 
nanoscale) and develop statistical models, among other topics. There is now 
a substantial repository of problems that faculty can draw from and modify 
to keep up to date.

It is important to underscore that the curriculum development was not 
a linear process. Hutchins has characterized learning as “adaptive reorgani-
zation in a complex system” (Hutchins 1995, 289). We (my research group) 
and the BME faculty were also learners, and much “adaptive reorganization” 
took place in the early years of this curriculum development. One impor-
tant dimension was that prior to our reseach, scant research had been con-
ducted on the cognitive practices of biomedical engineering (or any field of 
engineering). Further, although university research laboratories are the main 
training grounds for future researchers, they have rarely served as sites for 
studying situated learning. We proposed a program of “translational research” 
that focused on translating insights about the nature of cognitive practices 
and effective strategies for supporting learning and problem- solving in re-
search labs into the instructional setting. A major goal was to infuse the cur-
riculum development with insights drawn from studying the situated research 
practices of BME, such as those of Lab A briefly outlined in this chapter.

Our philosophical and cognitive science research objective was to illu-
minate the ways in which the social, cultural, material, and cognitive aspects 
of practice and learning are intertwined in the research setting. We analyzed 
the ecological features of the research labs— the cognitive, investigational, 
and interactive practices— that invite and support complex learning and used 
them to guide design principles for instructional settings. Our findings led 
us to characterize the research labs as agentive learning environments, where 
researcher– learners are made agents of their own learning, unlike traditional 
passive instruction via lecture and the canned, recipe- driven instructional lab. 
These findings reinforced our initial choice of PDL as a pedagogical method. 
Now, learning scientists and experienced faculty work with incoming fac-
ulty,15 which, together with the repository of PDL problems, constitute a 
“faculty incubator” that provides cognitive- cultural saffolding for their rapid 
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participation in what for them is usually a novel pedagogical method and 
learning- centered BME ecosystem. Finally, through the outreach efforts of 
our learning researchers, the BME faculty, and the PhD students of the pro-
gram who have gone on to university appointments, significant elements of 
our PDL approach have become generatively entrenched in other BME 
programs in the United States and internationally.

tHis cHapter has provided a glimpse into the complex processes through 
which cognitive- cultural scaffolding for research is created in the process of 
the lab articulating itself as an evolving distributed cognitive- cultural sys-
tem. Although I have looked only at the tissue- engineering lab here, the high-
lighted features of these processes transferred robustly across the other 
BME labs we studied. Designing, redesigning, building, and experimenting 
with hybrid physical models that simulate selected aspects of in vivo phe-
nomena is a central practice of these communities. Simulation models are 
the signature technologies of a lab and provide the structuring constraints 
that afford ways of furthering the research program without rigidly speci-
fying in advance what moves can be made. One model can provide possi-
bilities for creating other models that can interlock with it in extended 
experimental model systems. A major reconfiguration took place shortly be-
fore we entered Lab A because of the researchers’ felt need to have a better 
model of the blood vessel wall than could be provided by their practice of 
studying the reactions of “cells in plastic to fluid flow.” As we saw, the exist-
ing flow loop device facilitated and constrained the lab’s development of the 
construct model, which in turn opened a range of new possibilities for re-
search, including the creation of a novel animal model system and a line of 
stem cell research.

What this brief analysis establishes is that cognitive- cultural scaffolding 
becomes generatively entrenched in the evolving research program as “the 
lab” builds itself in the course of building the research technologies and the 
researchers. A highly significant part of the educational scaffolding directed 
toward creating hybrid researchers is the “repeated assembly” (Caporael 
1996, 2014) of a PDL method through the years of the curriculum and of lab 
researchers who have at least the introductory PDL course in common. Fur-
ther, the development of educational scaffolding for facilitating BME research 
provides a demonstration of “the manner in which epistemic integration in-
teracts with organizations and institutions” (Gerson 2013, 515). Existing 
institutions adopted the notion that innovative research required a richer 
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epistemic integration of BME, which in turn required the creation of new 
institutions and modes of organization, including a novel educational pro-
gram, generatively entrenched in new kinds of buildings designed specifi-
cally to foster interdisciplinarity and a new kind of cross- university 
department aimed at creating hybrid researchers, themselves poised to work 
at the forefront of BME and to extend the frontiers for the next generation.

notes
I am grateful to the U.S. National Science Foundation for the funding re-
quired to carry out a project of this scope (REC0106733 and DRL0411825). 
I appreciate also the support of the Center for Philosophy of Science, Uni-
versity of Pittsburgh, where the final version of the chapter was written. I 
thank my fellow fellows, postdocs, and John Norton for their helpful com-
ments on a draft discussed in our reading group. The chapter has also bene-
fited from comments by participants during the “Beyond the Meme” 
workshop from which this volume derives. I thank the editors for inviting 
me to participate and for their comments on the penultimate draft, which 
significantly improved this article.

The research on which this analysis is based was a joint undertaking 
with my research group. I thank the members of the Cognition and Learn-
ing in Interdisciplinary Cultures (clic.gatech.edu) research group for their 
extensive and creative contributions to data collection, analysis, and inter-
pretation; notably, for Lab A: Wendy Newstetter (co- PI), Elke Kurz- Milcke, 
Lisa Osbeck, Ellie Harmon, and Jim Davies. We are grateful to the lab 
 director and researchers for welcoming us into their work space, granting 
us numerous interviews, and being so generous with time.
 1. I use cognitive- cultural as an abbreviation for “cognitive, social, cul-
tural, and material” dimensions as understood in science studies fields and 
for what Hutchins termed “socio- technical systems.”
 2. Gerson (2013) rightly cautions against the unreflective appropriation 
of biological metaphors for analyzing culture. However, Wimsatt (2013a) ar-
gues for the appropriateness of the ecosystem analogy for characterizing 
cultural evolution “because of the multiple evolving and interdependent lin-
eages acting on different time and size scale” (564), which, as we will see, 
aptly characterizes the complexity of the evolution of the lab technologies, 
people, and practices as distributed cognitive- cultural systems.
 3. See also Gerson (2013), Shore (1997), and Wimsatt (2013a).

http://clic.gatech.edu
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 4. All italicized quotes are taken from interviews with the researchers.
 5. Carrying out this project required building our own interdisci-
plinary research group (with expertise in philosophy of science, history of 
science, anthropology, linguistics, psychology, artificial intelligence, human-
centered computing, public policy, design, and qualitative methods) and de-
veloping innovative methods of data collection and analysis.
 6. For a comparison of cognitive- historical analysis to other 
methodologies— laboratory experiments, observational studies, computa-
tional modeling— employed in research on scientific discovery, see Klahr 
and Simon (1999).
 7. It is through fine- grained analysis of the processes of the coevolution 
of cognitive and cultural practices in science that we come to understand 
how, contra Kuhn, scientific change is continuous but not simply cumula-
tive development (Nersessian 1984). Importantly, such analysis enables us 
to reveal the structuring constraints of prior conceptual structures and the-
ories that contribute to the creation of genuinely novel concepts and theo-
ries (Nersessian 2008); see also chapter 4 of this volume.
 8. Of the PhD students, three graduated while we were in the lab, and 
four graduated after we concluded formal data collection. We attended the 
dissertation defenses of the latter students and obtained their dissertations 
for our archive.
 9. The notion of “interlocking models” we have developed is complex 
and cannot be developed fully within the confines of this chapter. Briefly, it 
is a multidimensional notion that serves to articulate relations among the 
components of the laboratory cast as a distributed cognitive- cultural system. 
Exemplars of interlocking models are physical models that interlock biology 
and engineering components, researcher mental models that interlock with 
artifact models in simulation processes, and configurations of models that 
interlock in experimental situations (Nersessian et al. 2003; Nersessian 2009; 
Nersessian and Patton 2009).
 10. As a field, BME had been in existence since at least the early 1960s, but 
there were a few established departments, most notably at Johns Hopkins 
University (est. 1962). Since this is not a historical account of the field, I will 
present the situation as the founders of this new department expressed it to us.
 11. Although I cannot articulate it in the confines of this chapter, there 
are significant insights to be gained regarding the explicit formation of in-
terdisciplinary research fields— characteristic of much late twentieth-  and 
early twenty- first- century science and engineering— by examining them 
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through the lens of research on “social movements” (see chapter 2). In the 
case at hand, the call of these researchers for a new breed of biomedical en-
gineer suited for the twenty- first century came well in advance of an articu-
lated means to carry out the objective, but it was a collective normative vision, 
the broad outlines of which were announced to the administrations of the 
schools involved, the wider intellectual community, funding agencies, and 
prospective donors. Importantly, it made a bid to reshape the knowledge- 
producing practices of a field, which the leaders felt needed to move beyond 
collaboration to hybridization in order to meet specified goals for twenty- 
first century BME.
 12. Interestingly, they did not get the NSF engineering research center on 
that round but decided to proceed with what they dubbed “a cognitively 
informed” educational program anyway. The gamble paid off in that in ap-
proximately five years they went from nonexistent to the number two BME 
department in the U.S. News and World Report rankings, recently taking the 
number one spot over such rivals as the long- established Johns Hopkins de-
partment, the Massachusetts Institute of Technology, and Stanford. Twelve 
years after the program started, they won the state regents’ award for the best 
educational program in the state. The program has been awarded the 2019 
Bernard M. Gordon Prize for Innovation in Engineering and Technology 
Education by the National Academy of Engineering. These prestigious awards 
also provide validation for the “translational approach” pioneered in our re-
search.
 13. In cognitive science the notion that problem- solving is central to sci-
entific thinking stems from the work of one of its founders, Herbert Simon, 
who traces his intellectual roots to the Würtzburg school of psychology, as 
does Karl Popper, for whom problem solving is the generator of scientific 
progress (Berkson and Wettersten 1984).
 14. Because the BME- dedicated building was under construction as we 
began to plan the implementation of the PDL approach, five specially de-
signed classrooms were constructed with seating and wall- to- ceiling white-
boards surrounding the room to facilitate interaction among the participants. 
Since we were doing research on the courses, two rooms were equipped with 
a separate observational window and recording compartment. The plan for 
students to work in groups of eight with a facilitator was recognized as costly 
from the outset, but the educational experiment is seen as so successful by 
the administration that it has continued to support the model despite sig-
nificant growth in the student population. In recent years more than 160 
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undergraduate students are enrolled per semester, with facilitators needed 
for more than twenty teams, plus graduate courses.
 15. The department has hired its own cognitive and learning scientists 
to provide support for ongoing curriculum development.
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I. SynopSIS
In principle, new theoretical structures in physics, unlike arches and other 
architectural structures, could be erected without the use of any scaffolds. 
After all, that is essentially how the four- dimensional formalism of special 
relativity, the curved space- times of general relativity, and the Hilbert- space 
formalism of quantum mechanics are introduced in modern textbooks. His-
torically, however, such structures, like arches, were originally erected on 
top of elaborate scaffolds provided by the structures they eventually either 
partially or completely replaced. The metaphor of arches and scaffolds high-
lights the remarkable degree of continuity in instances of theory change that, 
at first sight, look strikingly discontinuous. After putting to rest some his-
toriographical worries about the metaphor and presupposing as little 
knowledge of the relevant physics and mathematics as possible, I describe 
how some key steps in the development of relativity and quantum theory in 
the early decades of the twentieth century can be captured quite naturally 
in terms of arches and scaffolds. Given how easy it is to find examples of this 
kind, I argue that it may be worthwhile to further analyze this pattern of 
theory change with the help of some of Stephen Jay Gould’s ideas about evo-
lutionary biology, especially his notion of constraints. In honor of Gould, 
I have tried to write this paper as a Gouldian pastiche.1

II. MetaphorS for theory Change
In the section “Plans for Research” of a 1953 application for a Guggenheim 
Fellowship, Thomas S. Kuhn outlined two book projects that would eventually 
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result in The Copernican Revolution (Kuhn [1957] 1999) and The Structure 
of Scientific Revolutions (Kuhn [1962] 2012). He already had the title of Struc-
ture but not the terms paradigm and paradigm shift. Comparing science to 
architectural structures, he wrote:

Science, then, does not progress by adding stones to an initially incomplete 
structure, but by tearing down one habitable structure and rebuilding to a 
new plan with the old materials and, perhaps, new ones besides. (Hufbauer 
2012, 459)2

The “adding stones” metaphor with which Kuhn contrasts the “tearing down” 
metaphor can be found, for instance, in the preface of Rudolf Carnap’s 
Aufbau, one of the central texts of logical positivism, the philosophical pro-
gram that Kuhn was reacting against. In philosophy, Carnap wrote, one 
ought to proceed as in the natural sciences, where “one stone gets added to 
another, and thus is gradually constructed a stable edifice, which can be 
further extended by each following generation” (Carnap 1928; quoted in 
Sigmund 2017, 137).3

Neither of these building metaphors for how old theories get to be re-
placed by new ones does justice to all or even most instances of theory 
change. When building a new theory, one tends to neither simply add to nor 
simply tear down an old theory. The old cumulative picture may be wrong 
but so is the alternative picture of a new theory or paradigm built on the 
burning embers of the old one, a picture conjured up and reinforced by the 
way in which Kuhn exploited the political connotations of his revolution 
metaphor in Structure.4 It is good to remind ourselves right at the outset of 
this paper that “the price of metaphor is  .  .  . eternal vigilance” (Lewontin 
1963, 230).5

It has widely been accepted that neither the transition from geocentric 
to heliocentric astronomy nor the transition from nineteenth- century ether 
theory to special relativity fits the mold of a Kuhnian paradigm shift in the 
sense of tearing down one structure and replacing it by another (Swerdlow 
and Neugebauer 1984; Janssen 2002). In The Copernican Revolution, Kuhn 
([1957] 1999, 182) himself used the completely different metaphor of a “bend 
in an otherwise straight road” to characterize the “shift in  .  .  . direction 
in  .  .  . astronomical thought” marked by Copernicus’s De Revolutionibus. 
Both this “bend in the road” metaphor and another metaphor Kuhn was fond 
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of using, that of a gestalt switch (Kuhn [1962] 2012, 85), are incompatible with 
the metaphor of tearing down some old structure and erecting a new one.

Does the metaphor of Kuhn’s Guggenheim application at least capture 
the major theoretical upheaval of the mid- 1920s known as the quantum rev-
olution? In his book on the Bohr model of atomic structure, historian of 
science Helge Kragh suggests it does. He writes that matrix mechanics, the 
earliest incarnation of the new quantum theory, “grew out of what little was 
left” of the old quantum theory of Niels Bohr and Arnold Sommerfeld— “its 
ruins” (Kragh 2012, 368). The preface of a popular undergraduate physics 
textbook gives a similar impression:

Quantum mechanics is not, in my view, something that flows smoothly and 
naturally from earlier theories. On the contrary, it represents an abrupt 
and revolutionary departure from classical ideas. (Griffiths 2005, viii)

The Dutch physicist Hendrik B. G. Casimir, who studied with some of the 
quantum revolutionaries of the mid- 1920s, likewise emphasized the disrup-
tive nature of the quantum revolution. “Between 1924 and 1928,” he wrote 
in his autobiography, based in part on six lectures at the University of Min-
nesota in 1980, the development of a new quantum mechanics “swept phys-
ics like an enormous wave, tearing down provisional structures, stripping 
classical edifices of illegitimate extensions, and clearing a most fertile soil” 
(Casimir 1983, 51). Casimir’s mixed metaphor, however, still leaves room for 
continuity in the quantum cataclysm. His tidal wave did not level the classi-
cal building in its entirety but only washed away parts of it.

One will search Kuhn’s writings in vain for an account of the quantum 
revolution in which the new paradigm was erected on the ruins of the old 
one. And this is not just because, confounding some of his commentators,6 
Kuhn avoided the terminology of Structure in his historical writings.7 In “Re-
flections on my Critics,” his contribution to the proceedings of the 1965 
conference in London that pitted him against Karl Popper, Imre Lakatos, 
Paul Feyerabend, and others, Kuhn (1970, 256– 59) sketched how he saw the 
transition from the old quantum theory to matrix mechanics. He put great 
emphasis on what he saw, with considerable justification, as the crisis of the 
old quantum (calling it a “case book example” of this key concept of Struc-
ture8) but characterized the way out of this crisis as “a series of connected 
steps too complex to be outlined here” and criticized Lakatos for introducing, 
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in his account of the same episode, “the crisis- resolving innovation . . . like 
a magician pulling a rabbit from a hat” (Kuhn 1970, 256– 57). So, for Kuhn, 
a paradigm shift following a crisis did not necessarily have to be a wholesale 
and abrupt break with the past.

In fact, many elements of continuity in the transition from classical to 
quantum physics are on display in Max Jammer’s (1966) classic, The Con-
ceptual Development of Quantum Mechanics, the closest thing we have to a 
canonical account of this transition. As Jammer says in the preface, one of 
his main objectives was to show

how in the process of constructing the conceptual edifice of quantum me-
chanics each stage depended on those preceding it without necessarily 
following from them as a logical consequence. (Jammer 1966, vii)

Olivier Darrigol more explicitly focused on continuities rather than dis-
continuities in his book From c- Numbers to q- Numbers. In the introduction, 
he expressed his conviction that “to obtain new theories” modern physicists 
“extend, combine, or transpose available pieces of theory” (Darrigol 1992, 
xxii). Jürgen Renn (2006) has introduced the notion of “Copernicus pro-
cesses” to make a similar point.9 One of the mottos Darrigol chose for his 
book has quantum architect Paul Dirac, in unpublished lecture notes of 1927, 
directly contradicting the assessment of the modern textbook writer quoted 
above:

The new quantum theory requires very few changes from the classical 
 theory . . . so that many of the features of the classical theory to which it owes 
its attractiveness can be taken over unchanged into the quantum theory. 
(Darrigol 1992, xiii)

The clause I left out— “these changes being of a fundamental nature”— gives 
Dirac’s statement a paradoxical flavor. The key to the resolution of this para-
dox will be given in section IV (see note 47). Following Darrigol’s lead, more 
recent work on the early history of quantum physics has highlighted a vari-
ety of continuities.10

To sum up: as long as the concept of a paradigm shift includes the “tear-
ing down” element emphasized in Kuhn’s Guggenheim application, neither 
the Copernican revolution, nor the relativity revolution, nor the quantum 
revolution fits the bill. Some of the revolutionaries in these cases can fairly 
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be labeled iconoclasts, but none of them simply smashed the icons of the old 
guard.

I therefore propose— with some trepidation— a different building meta-
phor for theory change, one that involves both adding to and tearing down 
old structures and one that captures both continuities and discontinuities. I 
will present five examples from the early history of relativity and quantum 
theory, my area of expertise as a historian of science, in which a new theo-
retical structure can be seen, or so I will argue, as an arch built on top of a 
scaffold provided by an older theoretical structure discarded (at least in part) 
once the arch was finished.11

In four of these examples, the scaffold was discarded in its entirety once 
physicists recognized that the arch could support itself. In my last example, 
the second one from the history of quantum theory, only part of the scaffold 
was dismantled while other parts stayed in place long after the arch was 
finished. In this case, both arch and scaffold became part of the edifice of 
quantum theory as physicists use and teach it today. In this example, the rela-
tion between arch and scaffold is considerably more complicated than in the 
first four. However, to the extent that the arch- and- scaffold metaphor can prof-
itably be used to characterize other instances of theory change at all, I expect 
the messy complicated cases to be more typical than the clean, simple ones.

As my two examples from the history of quantum theory will illustrate, 
the theoretical structure that plays the role of the arch in one instance of 
theory change can play the role of the scaffold in the next. This observation 
helps explain why scaffolds are sometimes only partially discarded after they 
have served their purpose in the building of an arch. What is merely a scaf-
fold for some theorists may have been an arch for some of their predeces-
sors and continue to be seen and treated as such by part of the relevant 
community.

The arch- and- scaffold metaphor can be broken down into specific ele-
ments with the help of Figure 4.1. This figure shows the construction of one 
of a total of nine arches, each 120 feet wide, of a bridge over the Thames in 
London in the 1810s. Originally called the Strand Bridge, it was renamed 
in 1817 to commemorate the Battle of Waterloo. It was demolished and re-
placed by a new one in the 1940s.

Figure 4.1 shows various components of the arch- and- scaffold metaphor 
that I will be using in my examples, mindful of the old adage that nothing 
kills a metaphor faster than the attempt to formalize it. The foundation on 
which both scaffold and arch are built is called the tas- de- charge. Then there 
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is the scaffold or centering frame. The stones placed on this scaffold to make 
up the arch are called the voussoirs. Those at the ends are called the spring-
ers; the one in the center is called the keystone. The distinction between 
springers and keystones can meaningfully be made for the theoretical struc-
tures playing the role of an arch in my metaphor as well. For instance, the ini-
tial conception of a new theoretical structure can be seen as springers; the 
finishing touches as the keystone. Or, combining the two examples I will dis-
cuss from the history of special relativity, one can think of the new space- 
time structure as springers and of the new formalism for the physics of 
systems in that new space- time as the keystone. In the first of my two ex-
amples from the history of quantum theory (the fourth case study in sec-
tion IV), we will even encounter an element (Niels Bohr’s correspondence 
principle as it was used by several physicists in 1924– 1925) corresponding 
to the final element labeled in Figure 4.1, the windlass, the instrument used 
to lift both the scaffold and the arch stones.

Figure 4.1. Elements of the arch- and- scaffold metaphor illustrated by the construction of the 
Strand Bridge over the Thames in London (renamed the Waterloo Bridge in 1817). Cropped version 
of Print of the Strand Bridge (taken in the Year 1815), drawn by Edward Blore, engraved by George 
Cooke, and published by William Bernard Cooke (London, 1817). British Museum, museum number 
1880,1113.1403.
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A nice feature of the example of the scaffolding of a stone- arch bridge is 
that both scaffold and arch can serve as a bridge, though the latter will make 
for a sturdier one than the former. In the case of a bridge, the relation between 
arch and scaffold is thus similar in this respect to that between a scaffolded 
and a scaffolding theory. In fact, the scaffolding shown in Figure 4.1 has ba-
sically the same structure as the wooden footbridge in Cambridge known as 
the Mathematical Bridge shown in Figure 4.2. The same relation is illustrated 
by two incarnations of the arched Walton Bridge across the Thames: a 
wooden bridge was completed in 1750 (and painted by Canaletto in 1754); 
a stone bridge opened in 1788 (and was painted by J. M. W. Turner in 1805).12

The basic idea behind the arch- and- scaffold metaphor is hardly new. For 
instance, in his contribution to the proceedings of the 1965 conference in 
London mentioned above, Lakatos noted that

some of the most important research programs in the history of science were 
grafted on to older programs with which they were blatantly inconsistent. For 
instance, Copernican astronomy was “grafted” on to Aristotelian physics, 
Bohr’s programme on to Maxwell’s  .  .  . As the young grafted program 

Figure 4.2. The “Mathematical Bridge” in Cambridge. Picture by Joseph D. Martin.
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strengthens, the peaceful co- existence comes to an end, the symbiosis be-
comes competitive and the champions of the new programme try to replace 
the old programme altogether. (Lakatos 1970, 142)

Whereas Lakatos used the term grafting, Werner Israel, in a paper on the pre-
history of black holes, actually uses the term scaffolding (“The old and dis-
carded is often scaffolding for the new”) and explicitly offers the mechanism 
for theory change his metaphor is supposed to capture as an alternative to 
“the Kuhnian cycle of paradigm and revolution” (Israel 1987, 200). He gives 
two examples, both from nineteenth- century physics: “Faraday’s concept of 
field grew out of the aether, Carnot’s thermodynamics from the notion of a 
caloric fluid” (Israel 1987, 200). Unlike Lakatos and Israel, I will work out 
my examples in considerable detail.

There is some family resemblance between the arch- and- scaffold meta-
phor and two other well- known metaphors for the construction of knowl-
edge, Sextus Empiricus’s and Wittgenstein’s ladders and Neurath’s ship. In 
the penultimate proposition of the Tractatus, Wittgenstein (1921, 89, Propo-
sition 6.54) noted that his reader “must, so to speak, throw away the ladder 
after he has climbed up it.” This ladder metaphor has a rich history going 
back at least to Plato (Agassi 1975, 456– 57; Gakis 2010). To mention just one 
precedent, Francis Bacon (1620, 14), in his Novum Organum, talked about 
“The Ladder of the Intellect.” He compared the way in which authors sup-
press some of the evidence for their claims to “what men do in building, 
namely after completion of the building, remove the scaffolding and ladders 
from sight” (Bacon 1620, 97, Aphorism 125).

Neurath used his ship metaphor in several publications. In a booklet 
written in response to the first volume of Oswald Spengler’s Decline of the 
West, he wrote:

We are like sailors who on the open sea must reconstruct their ship but are 
never able to start afresh from the bottom. Where a beam is taken away a new 
one must at once be put there, and for this the rest of the ship is used as support. 
(Neurath 1921, 199 [emphasis added]; quoted and discussed in Sigmund 
2017, 88)

Substituting scaffold for support in the italicized clause, we see that Neu-
rath’s metaphor is closer to the arch- and- scaffold metaphor than the prover-
bial ladders of Wittgenstein and others.13 This was recognized by Wimsatt 
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and Griesemer (2007, 300), who refer to Neurath’s metaphor approvingly in 
a paper on scaffolding. The italicized clause, however, does not return in a 
later version of the metaphor. As Neurath put it in Erkenntniss, the house 
journal of the Vienna Circle in the early 1930s (Sigmund 2017, 223): “We are 
like sailors, who have to rebuild their ship on the open sea, without ever be-
ing able to dismantle it in dry- dock and reconstruct it from the best compo-
nents” (Neurath 1932– 1933, 92).14

The metaphor of a scaffold has also been used by several mathematicians. 
Carl Friedrich Gauss, we read in reminiscences recorded by a friend shortly 
after his death, “never gave a piece of work to the public until he had given it 
the perfection of form he desired for it. A good building should not show its 
scaffolding when completed, he used to say” (Sartorius von Waltershausen 
1856, 67). Some of Gauss’s contemporaries therefore compared him to a fox 
erasing its tracks in the sand with its tail.15 Historian of astronomy Curtis 
Wilson quotes a much earlier example of this use of the scaffolding meta-
phor. Wilson (2001, 168– 69) is relating how Newton’s early devotion to al-
gebra gave way to a strong preference for geometry. He recalls how Newton 
himself once claimed that he had constructed the proofs of most proposi-
tions in his Principia analytically but presented them in geometrical terms 
and thus, to use the Gaussian metaphor, removed the analytical scaffolding. 
This would have made for a nice illustration of the metaphor had not Tom 
Whiteside, editor of Newton’s mathematical papers, shown Newton’s claim 
to be false. In a footnote to this passage, however, Wilson quotes Thomas 
Hobbes actually using the metaphor in his attack on John Wallis’s algebra: 
“Symbols are poor, unhandsome, though necessary, scaffolds of demon-
stration; and ought no more to appear in public, than the most deformed 
necessary business which you do in your chambers” (Hobbes 1656, 248; 
quoted in Wilson 2001, 185n36). This use of the scaffolding metaphor by 
Hobbes and Gauss is close to mine. The more common usage among math-
ematicians, however, appears to be quite different.

As David Hilbert liked to point out, the mathematician “erects living 
quarters before turning to the foundations” (Rowe 1997, 548). This is a para-
phrase of the following passage in (unpublished) notes taken by Max Born, 
another quantum architect, of lectures Hilbert delivered in Göttingen in 
1905:

The buildings of science are not erected the way a residential property is, where 
the retaining walls are put in place before one moves on to the construction 
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and expansion of living quarters. Science prefers to get inhabitable spaces 
ready as quickly as possible to conduct its business. Only afterwards, when it 
turns out that the loosely and unevenly laid foundations cannot carry the 
weight of some additions to the living quarters, does science get around to 
support and secure those foundations. This is not a deficiency but rather the 
correct and healthy development. (Peckhaus 1990, 51; quoted in a different 
translation in Corry 1999, 163–64)

This attitude is clearly in evidence in Hilbert’s early work on general relativ-
ity. Whereas Einstein only threw in his fate with the elegant mathematics of 
Riemannian geometry once he had convinced himself that the blueprint it 
provided for a spacious new theory of gravity included a solid grounding in 
physics, Hilbert was happy to move into these new quarters without inspect-
ing the foundations first (see note 36).

The same attitude can be found in the methodological reflections of other 
mathematicians and mathematical physicists. My first example comes from 
a 1900 textbook by Paul Volkmann, professor of physics in Königsberg and 
an associate of Hilbert:

The conceptual system of physics should not be conceived as one which is 
produced bottom- up like a building. Rather it is a thorough system of cross- 
references, which is built like a vault or the arch of a bridge, and which de-
mands that the most diverse references must be made in advance from the 
outset, and reciprocally, that as later constructions are performed the most 
diverse retrospections to earlier dispositions and determinations must hold. 
Physics, briefly said, is a conceptual system which is consolidated retroac-
tively. (Volkmann 1900, 3– 4; quoted in Corry 2004, 61)

My second example comes from an address to the London Mathematical 
Society, delivered in 1924 by its outgoing president, William H. Young, and 
published two years later. I am not aware of any direct connection between 
Young and Hilbert, but Young’s wife, Grace Chisholm Young, a mathemati-
cian in her own right, earned her doctorate in Göttingen working with Hil-
bert’s most famous colleague, Felix Klein. Echoing the observation attributed 
to Gauss in the passage from a friend’s reminiscences quoted above, Young 
began his presidential address by reminding his audience of the common 
view that “all scaffolding is futile, because no scaffolding is to appear on the 
finished edifice” (Young 1926, 421). Young took exception to this view and 
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argued that it had been harmful to “The Progress of Mathematical Analysis 
in the Twentieth Century,” the topic of his presidential address. “It is essen-
tial,” he insisted, “to go to a higher discipline [in this case: set theory] in order 
to master a lower one [in this case: analysis]” (Young 1926, 427). More ad-
vanced mathematics— to paraphrase Young’s point— may be needed to prove 
results in more basic mathematics, which lesser mortals can then use with-
out having to worry about the higher mathematics ever again. So it is the 
higher rather than the lower mathematics that plays the role of the scaffold-
ing for Young. Hilbert expressed the same idea in a 1917 lecture. Hilbert, to 
paraphrase again, “described the axiomatic method as a process analogous 
to constructing ever deeper foundations to support a building still under 
construction” (Rowe 1997, 548). In my final case study in section IV, I will 
present Jordan’s transformation theory as the scaffold on which von Neu-
mann built the arch of his Hilbert space formalism. This case study, how-
ever, can alternatively be cast in terms of von Neumann deepening the 
foundation of Jordan’s theory, in which case von Neumann’s theory would 
provide the scaffold (in Young’s sense) built to secure Jordan’s mathemati-
cally unsound arch.

In his 1917 book, The Electron, American physicist Robert A. Millikan 
used a metaphor that combines my arch- and- scaffold metaphor and Hilbert’s 
building- and- foundation metaphor to describe the relation between Ein-
stein’s formula for the photoelectric effect, which Millikan had experimen-
tally verified the year before, and the controversial light- quantum hypothesis 
from which Einstein had derived this formula in 1905. Millikan wrote:

Despite . . . the apparently complete success of the Einstein equation, the phys-
ical theory of which it was designed to be the symbolic expression is found 
so untenable that Einstein himself, I believe, no longer holds to it, and we are 
in the position of having built a very perfect structure and then knocked out 
entirely the underpinning without causing the building to fall. It stands com-
plete and apparently well tested, but without any visible means of support. 
These supports must obviously exist, and the most fascinating problem of 
modern physics is to find them. (Millikan 1917, 230; quoted and discussed 
by Stuewer 2014, 156)

Millikan, in other words, saw Einstein’s formula for the photoelectric effect 
as an arch in danger of collapsing and thus in need of a scaffold to support 
it. As we will see in section IV, we can likewise think of von Neumann 
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bringing in Hilbert space as a scaffold to prevent Jordan’s arch from collaps-
ing (see note 37 for another, more clear- cut, example).

On the face of it, Heinrich Hertz’s attitude toward Maxwell’s theory, ex-
pressed in his famous line that “Maxwell’s theory is Maxwell’s system of 
equations” (Hertz 1893, 21), may look similar to Millikan’s attitude toward 
the theory from which Einstein derived the formula for the photoelectric ef-
fect. Hertz, on this reading, took Maxwell’s “perfect structure and then 
knocked out entirely the underpinning without causing the building to fall.” 
Hertz himself, however, saw his contribution to Maxwell’s theory quite dif-
ferently. In a lecture at the 1889 Naturforscherversammlung (the annual meet-
ing of the German Society of Natural Scientists and Physicians) held that 
year in Heidelberg, Hertz used the metaphor of a bridge, similar to the one 
used by Volkmann in the passage quoted above, to explain the importance 
of his experimental demonstration of electromagnetic waves for the further 
development of Maxwell’s theory. In his commemorative speech at the Ger-
man Physical Society in Berlin, shortly after Hertz’s early death, Max Planck 
referred to this lecture and further elaborated on Hertz’s metaphor. In his 
1889 lecture, Planck recalled, Hertz

compared Maxwell’s theory to a bridge that, with a bold arch, spans across 
the wide ravine between the regions of optical and electromagnetic pheno-
mena, characterized by molecular and cosmic wavelengths, respectively. Be-
cause of these fast electrical vibrations, he explained at the time, new land 
had been gained in the middle of this ravine and a firmly planted pillar now 
stood on it providing additional support for the bridge. Since that time, var-
ious kinds of expert craftsmanship have made this pillar taller and broader, 
ensuring that today the bridge stands stronger and prouder than ever. It no 
longer just serves, as it did in the past, the occasional forays of the odd bold 
adventurer. No, it can already carry the heavy trucks of research in the exact 
sciences, constantly shipping the land’s treasures from one region to another, 
thereby enriching both. (Planck 1894, 283)

Planck’s elaboration of this metaphor reminds us that bridges are not built 
to be admired but used. The same is true for the metaphorical arches and 
bridges to be examined in this paper.
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III. hIStorIographICal SCrupleS
Whiggishness: Three Lines of Defense
Before I present some concrete examples of theory change that, I argue, fit 
my metaphor of arches and scaffolds, I need to address the obvious worry 
that any historical narrative deploying this metaphor is intrinsically Whig-
gish.16 After all, we can only see in hindsight that one scientist’s arch was the 
next scientist’s scaffold. I have three lines of defense against this charge of 
Whiggishness, and I am prepared to make my stand on the third.

My first line of defense is that scientists sometimes do realize that they 
are building a scaffold and not an arch. Throughout the reign of the old quan-
tum theory, for instance, Bohr was keenly aware of its provisional character. 
In a letter to Sommerfeld of April 30, 1922, he described his work on the 
theory as a “sincere effort to obtain an inner connection such that one can 
hope to create a valid fundament for further construction” (Sommerfeld 2004, 
doc. 55; translation from Eckert 2013, 126). In the early 1920s, Göttingen 
emerged as another center for work on the old quantum theory, alongside 
Bohr’s Copenhagen and Sommerfeld’s Munich. Born, the leader of this 
third center, clearly saw the limitations of the theory too. In the preface of 
his book, Atomic Mechanics, he cautioned:

The work is deliberately conceived as an attempt . . . to ascertain the limits 
within which the present principles of atomic and quantum theory are valid 
and . . . to explore the ways by which we may hope to proceed . . . To make 
this program clear in the title, I have called the present book “Vol. I;” the sec-
ond volume is to contain a closer approximation to the “final” atomic me-
chanics . . . The second volume may, in consequence, remain for many years 
unwritten. In the meantime let its virtual existence serve to make clear the 
aim and spirit of this book. (Born 1925, v)17

The sequel would be written much sooner than Born anticipated. It was pub-
lished only five years later (Born and Jordan 1930). First, however, in 1927, 
an English translation of Born’s 1925 book appeared. Given the rapid devel-
opments since 1925, the decision to republish his treatise in translation 
without any substantive changes or additions could be called into question. 
Born tries to preempt criticism on this score in the preface. The first argu-
ment he gives in his defense is that “it seems to me that the time is not yet 
arrived when the new mechanics can be built up on its own foundations, 
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without any connection with classical theory” (Born 1927, xi). Without de-
nying the self- serving purpose of this preface, we can say that Born clearly 
recognized the role of the old theory in building up the new one.

Einstein used a building metaphor, suggestive at least of an arch and a 
scaffold, to describe the sense in which he considered general relativity, his 
theory of gravity, to be preliminary. In the fall of 1915, Einstein and Hilbert 
found themselves in a race to complete the theory (Janssen and Renn 2015). 
They eventually arrived at the same field equation. This equation determines 
what gravitational field a given matter distribution will produce. The two 
men agreed that the left- hand side of this equation describes the curvature of 
space- time, reflecting the central idea of the theory that gravity is part of the 
fabric of space- time. They did not agree, however, on the interpretation of 
the right- hand side, describing the matter responsible for this space- time 
curvature. Hilbert endorsed the view of Gustav Mie, a late representative of 
the so- called electromagnetic worldview (see the second case study in sec-
tion IV), that all matter ultimately consists of electromagnetic fields satisfy-
ing some nonlinear generalization of Maxwell’s equations. Einstein briefly 
flirted with this idea but rejected it. For him the right- hand side of his field 
equation was just a placeholder for whatever would be supplied later by a 
more satisfactory theory of matter. Two decades after he had introduced 
general relativity, Einstein was still waiting for such a theory. General rela-
tivity, he wrote in 1936,

is similar to a building, one wing of which is made of fine marble (left part of 
the equation), but the other wing of which is built of low grade wood (right 
side of equation). (Einstein 1936, 312; quoted and discussed in van Dongen 
2010, 62)

The wing made out of wood can be thought of as a scaffold awaiting the ar-
rival of the marble for the completion of this part of the building.

Robert Hooke is an early example of a natural philosopher with the hu-
mility to recognize that he was building a scaffold rather than an arch. Hooke 
even used the arch- and- scaffold metaphor, although he cast it in somewhat 
different terms.18 In the preface of his Micrographia, he wrote: “If I have con-
tributed the meanest foundations whereon others may raise nobler Super-
structures, I am abundantly satisfied” (Hooke 1665, xii– xiii). In a similar vein, 
Einstein (1917b, 91) wrote in his popular book on relativity that “the most 
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beautiful fate of a physical theory is to point the way to the establishment of a 
more inclusive theory, in which it lives on as a limiting case” (translation 
from Holton 1981, 101).19

One would expect it to be easier to find examples of scientists recogniz-
ing the preliminary character of theories put forward by their contempo-
raries and calling the arches erected by them mere scaffolds. Despite some 
crowdsourcing, however, I have only been able to find two such examples so 
far. Only in one of those is the term scaffold used explicitly.

The first example comes from Arthur Stanley Eddington’s Gifford Lec-
tures in Edinburgh in 1927. Eddington prefaced his discussion of wave me-
chanics with the following warning:

Schrödinger’s theory is now enjoying the full tide of popularity . . . Rather 
against my better judgment I will try to give a rough impression of the theory. 
It would probably be wiser to nail up over the door of the new quantum 
theory a notice, “Structural alterations in progress— No admittance except 
on business,” and particularly to warn the doorkeeper to keep out prying 
philosophers. I will, however, content myself with the protest that, whilst 
Schrödinger’s theory is guiding us to sound and rapid progress in many 
of  the mathematical problems confronting us and is indispensable in its 
practical utility, I do not see the least likelihood that his ideas will survive 
long in their present form. (Eddington 1928, 210– 11)

The second example comes from an article in The Electrician in 1893, in 
which John Henry Poynting criticized the mechanical model of the ether 
that Oliver Lodge (1889) had promoted in his bestseller Modern Views of 
Electricity. This model is known as the cogwheel ether (see Figure 4.3).20 
Pierre Duhem famously and disapprovingly compared Lodge’s book to a 
factory:

Here is a book intended to expound the modern theories of electricity and to 
expound a new theory. In it there are nothing but strings which move around 
pulleys, which roll around drums, which go through pearl beads, which carry 
weights; and tubes which pump water while others swell and contract; toothed 
wheels which are geared to one another and engage hooks. We thought we 
were entering the tranquil and neatly ordered abode of reason, but we find 
ourselves in a factory. (Duhem 1914, 70– 71; quoted in Hunt 1991, 87)
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Poynting had more sympathy for Lodge’s project. “We are all looking 
forward,” he wrote, “to the time when by mechanical explanation of 
 electromagnetism, light shall once more become mechanical” (Poynting 
1893, 635). Yet, he cautioned, such explanations

are solely of value as a scaffolding enabling us to build up a permanent struc-
ture of facts, i.e., of phenomena affecting our senses. And inasmuch as we 
may at any time have to replace the old scaffolding by new, more suitable for 
new parts of the building, it is a mistake to make the scaffolding too solid, 
and to regard it as permanent and of equal value with the building itself. 
(Poynting 1893, 635)

The problem with Lodge’s work, according to Poynting (1893), was that he 
made the “scaffolding . . . as important as the building” (635).

As striking as these passages from the writings of Bohr, Born, Einstein, 
Eddington, Hooke, and Poynting are, I do not expect to find too many sci-
entists characterizing the theories of their contemporaries, let alone their 
own, as mere scaffolds for future theories. These examples thus only go so 
far in deflecting the charge of Whiggishness against the arch- and- scaffold 
metaphor.

Figure 4.3. Lodge’s “cogwheel ether” (Lodge 1889, 207).
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My second line of defense is that structures often inadvertently serve 
as scaffolds for other structures. So the use of the arch- and- scaffold met-
aphor does not automatically imply the kind of teleology responsible for 
the odium of Whig history. A good example— and the one that originally 
inspired my exploration of the metaphor— is the proposal by Alexander 
Graham Cairns- Smith (1985) in Seven Clues to the Origin of Life that the 
complex nucleotides of RNA and DNA were first assembled on a scaffold 
of minute clay crystals. Cairns- Smith (1985) asks: “How can a complex 
collaboration between components evolve in small steps?” (58). The an-
swer, he suggests, is “that every so often an older way of doing things will 
be displaced by a newer way that depends on a new set of subsystems. It 
is then that seemingly paradoxical collaborations may come about” 
(Cairns- Smith 1985, 59). He uses the arch- and- scaffold metaphor, com-
plete with two simple diagrams (see Figure 4.4), to illustrate how this can 
happen:

Consider this very simplified model— an arch of stones. This might seem to 
be a paradoxical structure if you had been told that it arose from a succes-
sion of small modifications, that it had been built one stone at a time. How 
can you build any kind of arch gradually? The answer is with a supporting 
scaffolding. In this case you might have used a scaffolding of stones. First you 
would build a wall, one stone at a time. Then you would remove stones to leave 
the “paradoxical” structure. Is there any other way than with scaffolding of 
some sort? Is there any other way to explain the kind of complex leaning to-
gether of subsystems that one finds in organisms, when each of several things 
depends on each other, than that there had been earlier pieces, now missing? 
(Cairns- Smith 1985, 59– 60)

John Norton (2014, 685– 87) used essentially the same analogy (including a 
drawing of an arch) that Cairns- Smith used for the origin of life to explain 

Figure 4.4. A wall of stones as a scaffold for an arch of stones (Cairns- Smith 1985, 59– 60).
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how the long sequence of inductive inferences that eventually got us to to-
day’s scientific knowledge could ever have gotten off the ground.

Cairn- Smith’s example— and, for that matter, Norton’s— clearly shows 
that the arch- and- scaffold metaphor can be used without implying that the 
earlier structure was intentionally built as a scaffold. Yet it still does not quite 
put the worry about Whiggishness to rest. Unlike Norton, I am starting in 
medias res and not at the mythical dawn of humanity. In that case, a historical 
narrative in which a structure is called a scaffold before the construction of 
the arch built on top of it has even begun at least strongly suggests an element 
of teleology. Such a narrative is bound to lend an air of linearity and inevita-
bility to the transition from the scaffolding to the scaffolded theoretical struc-
ture. Fortunately, spelling out the danger of the metaphor in this way points 
to an obvious way to avoid it: tell the story backward! In other words— as the 
order of the terms already happens to suggest— have narratives using the 
arch- and- scaffold metaphor introduce the arches before the scaffolds.

This third line of defense against the charge of Whiggishness is both more 
effective than the other two and more natural than it may initially sound. A 
narrative that moves from arches to scaffolds neither implies nor suggests 
teleology. Instead it answers a question one naturally asks when standing in 
awe in front of an arch or some other architectural marvel: How did they 
build that? A satisfactory answer to such questions will often involve the 
identification of an earlier structure that served as the scaffold for the archi-
tectural structure and was then partially or completely taken down. Similar 
questions can be asked about theoretical structures in physics, such as the 
four- dimensional formalism of special relativity, the curved space- times of 
general relativity, and the Hilbert- space formalism of quantum mechanics. 
How did physicists come up with these formalisms to describe and explore 
nature? In at least some instances, as the examples discussed below will il-
lustrate, such questions can be answered by the identification of some ear-
lier formalism that scaffolded the new formalism and was discarded either 
in whole or in part once it was recognized that the new formalism no longer 
needed extraneous support.

Following Hilbert’s lead (see section II), mathematicians might want to 
put the metaphor on its head and have the new formalism play the role of the 
scaffold built retroactively to support earlier formalism playing the role of 
the arch, built hastily and in danger of collapsing. Two of the examples I will 
be discussing— both, unsurprisingly, involving mathematicians (Minkowski 
and von Neumann)— can be used to illustrate this “inverted” use of the meta-
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phor. When the metaphor is used in this way, we do not run afoul of the 
charge of Whiggishness because the scaffold is built after the arch.

When I use the metaphor without this kind of inversion (i.e., when the 
scaffold is built before the arch), I hope to steer clear of any pernicious Whig-
gishness by making the kind of question I am asking explicit in the way in-
dicated above. The arch- and- scaffold narratives offered in response to such 
questions neither imply nor suggest that the progression from the earlier 
to the later theoretical structure was linear or inevitable. This line of de-
fense, however, does place an important constraint on the construction of 
such narratives. To bring out and reinforce the analogy with the “How did 
they build that?” question we ask when we happen upon a puzzling architec-
tural structure, such narratives should all start with at least a preliminary 
characterization of the theoretical structure that plays the role of the arch in 
the story. Ideally, one then proceeds to tell the story backward. This kind of 
time reversal has been attempted in many movies and TV shows— with 
limited success.21 Given this checkered track record, it may be wiser to stick 
to the tried- and- true strategy of presenting a new historical account as an 
alternative to some canonical received view. I will at least try to combine 
this safe standard approach with the challenging one of telling the story 
backward, which is clearly the more elegant way of constructing a historical 
narrative based on the arch- and- scaffold metaphor.

Some historians may still not be satisfied. Even if they grant that I am 
not giving Whiggish answers, they may still object that I am asking Whig-
gish questions. Asking how something came about, after all, obviously pre-
supposes that it was there to begin with. This residual charge of Whiggishness 
does not bother me. I make no excuse for asking questions informed by 
present- day knowledge and for making decisions about what source mate-
rial to look at based on what I expect to shed light on the development of 
currently accepted theories. Which is not to say that there are no dangers 
and pitfalls to this approach (see, e.g., note 43). Still, this kind of Whiggish-
ness strikes me as relatively benign. In fact, it is implied by the commonly 
accepted names for the subfields I take myself to be working in— history of 
relativity theory and history of quantum mechanics. My examples of arches 
and scaffolds are all based on my earlier research in these two areas. The 
papers in which I published this research implicitly answer questions similar 
to those I explicitly raise when I recast parts of their narratives in terms of 
arches and scaffolds. Hence, far from compounding my Whiggish sins, I am 
actually atoning for them by adopting the arch- and- scaffold metaphor!
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No Actors’ Categories: Two Lines of Defense
A related objection to the arch- and- scaffold metaphor is that it is not an ac-
tors’ category. I can offer two rejoinders to defuse that charge. The first is that, 
even though there may not have been many, several historical actors did use 
the language of arches (or, at least, buildings) and their scaffolds. We have 
already seen passages from (or attributed to) several scientists (Poynting, Milli-
kan), philosophers (Bacon, Hobbes, Wittgenstein), and mathematicians 
(Gauss, Hilbert), in which they use the term scaffold or terms like it (ladder, 
support, foundations).

We saw Poynting, in his 1893 critique of Lodge’s theory, warn his read-
ers not to mistake the scaffold for the building in science. Six years later, in 
his 1899 presidential address to the Section of Mathematical and Physical 
Science of the British Association for the Advancement of Science, he issued 
a more general version of this warning. “To give the hypotheses equal valid-
ity with facts,” he said on that occasion, “is to confuse the temporary scaf-
folding with the building itself” (Poynting 1899, 620). The paragraph 
concluding with this sentence suggests that “the building itself” refers to na-
ture itself. This paragraph also yields two more occurrences of the term 
scaffolding and one of ladder (cf. the passage from Bacon’s Novum Organum 
quoted in section II):

While the building of Nature is growing spontaneously from within, the 
model of it, which we seek to construct in our descriptive science, can only 
be constructed by means of scaffolding from without, a scaffolding of hypoth-
eses. While in the real building all is continuous, in our model there are 
detached parts which must be connected with the rest by temporary ladders 
and passages, or which must be supported till we can see how to fill in the 
understructure. (Poynting 1899, 620; quoted in Freund [1904] 1968, 227)

On the next page, Poynting alerted his readers to the danger of mistaking a 
preliminary theory for a definitive one: “It is necessary to bear in mind what 
part is scaffolding, and what is the building itself, already firm and complete” 
(Poynting 1899, 621; quoted in Freund [1904] 1968, 227). Here the contrast 
between scaffolding and building does not refer to the contrast between our 
scientific models of nature and nature itself but to that between preliminary 
partial theories (the “detached parts”) and more comprehensive and secure 
theories (the “understructure”).
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A few years before Poynting, the American paleontologist Edward 
Drinker Cope had issued a similar warning. In a letter to the editor of Sci-
ence, Cope used an analogy to buildings and scaffolds to defend the value of 
hypotheses as long as judgments about their truth or falsity are suspended:

Builders generally know the difference between the scaffolding and the build-
ing. And a builder will value the indication of faults in his scaffolding rather 
than general disquisitions on the uselessness of scaffolds in general. (Cope 
1895, 522)

Cope and Poynting were by no means the first to use the analogy to 
buildings and scaffolds to make these points. In 1820, Humphry Davy 
had already voiced some of the same concerns they raised in the 1890s, 
using remarkably similar language. In his address to the Royal Society upon 
taking up its presidency, Davy had cautioned his audience to “attach no im-
portance to hypotheses” and to treat “them rather as part of the scaffolding of 
the building of science, than as belonging either to its foundations, materials, 
or ornaments” (Davy 1820, 14).

On the European continent, Johann Wolfgang von Goethe made essen-
tially the same point in a passage that only seems to have been published 
posthumously:

Hypotheses are scaffoldings which one puts up before building and which 
one tears down once the building is complete. They are indispensable for the 
worker: only one should not take the scaffolding for the building. (Beutler 
1949, 9:653; translation from Agassi 1975, 457; see also Agassi 2013, 118)

The sentiment expressed here by Davy, Goethe, Cope, and Poynting can 
also be found in Preliminary Discourse on the Study of Natural Philosophy 
by the British astronomer and philosopher of science avant la lettre John 
Herschel: “To lay any great stress on hypotheses .  .  . except in as much as 
they serve as a scaffold for the erection of general laws, is to ‘quite mistake 
the scaffold for the pile’ ” (Herschel [1830] 1966, 204; see Agassi 1975, 457).

In an essay in Quarterly Reviews in 1840, Herschel provided a more elab-
orate and more eloquent statement of Poynting’s observation, quoted above, 
that “while the building of Nature is growing spontaneously [our] model of 
it . . . can only be constructed by means of scaffolding.” This is how Herschel 
put it:



116 Michel Janssen

In erecting the pinnacles of this temple [of science], the intellect of man seems 
quite as incapable of proceeding without a scaffolding or circumstructure for-
eign to their design, and destined only for temporary duration, as in the 
rearing of his material edifices. A philosophical theory does not shoot up like 
the tall and spiry pine in graceful and unencumbered natural growth, but, 
like a column built by men, ascends amid extraneous apparatus and shape-
less masses of materials. (Herschel 1857, 67)

As the quotations from Planck in section II and Poynting in this section 
suggest, the history of electromagnetism may make for good hunting grounds 
for scaffolding metaphors. Here is one from the preserves of James Clerk 
Maxwell’s Treatise on Electricity and Magnetism:

We can scarcely believe that Ampère really discovered the law of action by 
means of the experiments which he describes. We are led to suspect, what, 
indeed, he tells us himself, that he discovered the law by some process which 
he has not shewn us, and that when he had afterwards built up a perfect dem-
onstration he removed all traces of the scaffolding by which he has raised it. 
(Maxwell 1873, 162– 63)

Maxwell’s observation about Ampère is reminiscent of Abel’s (or Jacobi’s) 
comparison of Gauss to a fox erasing its tracks (see note 15).

In his History of the Theories of Aether and Electricity, Sir Edmund Whit-
taker used a scaffolding metaphor to describe some of Maxwell’s own work. 
After discussing the paper in which Maxwell (1861– 1862) first published what 
in hindsight we recognize as Maxwell’s equations of electrodynamics (see 
Figure 4.6 in section V for the mechanical model Maxwell used to derive 
those equations), he wrote:

Maxwell’s views were presented in a more developed form in a memoir . . . 
read to the Royal Society in 1864 [Maxwell 1865]; in this the architecture of 
the system was displayed, stripped of the scaffolding by aid of which it had 
been first erected. (Whittaker [1951– 1954] 1987, 1:255)

At least one later commentator on Maxwell (1865) used the same metaphor: 
“The scaffolding could now be kicked away from the edifice” (Kargon 1969, 
434).22 To give another example of a historian of science using the metaphor, 
Owen Gingerich (1989, 69), in an article about Kepler, wrote that “both 
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Ptolemy in the Almagest and Copernicus in De Revolutionibus had carefully 
concealed the scaffolding by which they had erected their mathematical 
models.”

For my final example of scientists themselves using the metaphor, I re-
turn to Einstein. In 1953, the year before he died, Einstein compared the ex-
traction of concepts from experience to the construction of houses and 
bridges with the help of a scaffold. In a letter to Maurice Solovine, his old 
friend and fellow member of the mock Olympia Academy of his halcyon days 
as a patent clerk in Berne, he wrote:

Concepts can never be derived logically from experience and be above criti-
cism. But for didactic and also heuristic purposes such a procedure is inevi-
table. Moral: Unless one sins against logic, one generally gets nowhere; or, 
one cannot build a house or construct a bridge without using a scaffold which 
is really not one of its basic parts. (Einstein 1987, 147; cf. Agassi 1975, 456– 59)

The point for which Einstein used this metaphor is rather different from the 
one pursued in this paper. It is closer, actually, to the point Bacon, Wittgen-
stein, and others wanted to make with their ladder metaphor (Agassi 1975, 
456– 58; cf. section II).

Despite these intriguing passages obtained largely through crowdsourc-
ing (see the acknowledgments), I must admit that I have only found a handful 
of examples so far of historical actors using scaffolding metaphors for the de-
velopment of science. Moreover, I am not aware of any of the actors in my five 
examples using this kind of language. Let me use another analogy to explain 
why I ultimately see this not as a weakness but as a strength of my project.23

Historians are in the business of selecting parts of invariably incomplete 
source material and carefully arranging it in historical narratives to make 
their audience look at it from their point of view. In this respect, historical 
narratives are not unlike museum exhibits of dinosaurs (cf. Figure 4.5).

When mounting a dinosaur for exhibit, curators use several devices 
(often in combination) to create the illusion of a complete animal. First, they 
restore missing or damaged pieces of fossil bone with plaster. Next, they com-
bine complementary specimens of the same species to form a composite 
skeleton. Finally, they make sculptures or casts of any missing elements to 
create a whole animal. To hold the fossil bones in lifelike positions, they al-
ways use some kind of metal armature, or scaffold. Normally, the armature 
is designed to be as unobtrusive as possible to give the museum visitor the 
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impression that the specimen is self- supporting. Eugene S. Richardson, a cu-
rator at the Field Museum in Chicago, wrote a laudatory poem about an 
exhibit of Gorgosaurus, which ends with the following lines: “Here he stands 
without a scaffold! Gorgosaur is self- supporting!” (Brinkman 2013, 223– 25).

There is some controversy about the practice of disguising these curato-
rial devices to enhance the illusion. At some museums, restored pieces of fos-
sil bone, or plaster casts of fossils, have been carefully painted to match the 
original fossil material and to hide its artificial origins. Other museums, by 
contrast, have made their restorations in a different color so that the visitor 
can easily distinguish them from original fossils. Museums will sometimes 
exhibit only original fossil material, restoring the complete animal in a back-
ground mural or a drawing.24

The latter approach, where the curator’s role in reconstructing the 
animal is explicitly acknowledged, corresponds to the approach to writ-
ing history of science that I am adopting in this project. (The approach in 
the papers that I draw on for this project was closer to the former.) Using 
a metaphor that is clearly my own and not an actors’ category to present 

Figure 4.5. Apatosaurus under construction at the Chicago Field Museum in 1908. Courtesy of the 
Field Museum, Chicago. ID No. CSGEO23972. This picture is also reproduced in Brinkman (2010, 244).
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my source material to my readers, I am like the curator whose use of ele-
ments that will not be mistaken for parts of the original specimen forcefully 
reminds visitors of her own role in the reconstruction of the specimen.

IV. fIVe exaMpleS froM the deVelopMent of  
relatIVIty and QuantuM theory

I have identified five instances of major theory change in the history of rela-
tivity and quantum theory that fit the arch- and- scaffold metaphor. In these 
examples, we will encounter two kinds of relations between arch and scaffold, 
which will be examined more generally in sections V– VI. In this section I 
present my five case studies, explain how they fit the metaphor, and indicate 
what we gain, in terms of our historical understanding of these episodes, by 
recasting their narratives in terms of it.25 To do so, I need to cover these 
examples in some detail. At sufficiently low resolution just about any epi-
sode in the history of science can be made to fit just about any metaphor. It 
is thus imperative to show that the arch- and- scaffold metaphor captures 
such episodes at a much more fine- grained level.

I have tried to write this section without presupposing any knowledge of 
the relevant physics. Even so, readers who are familiar with (the history of ) 
relativity and quantum theory will undoubtedly find this section much eas-
ier to read than readers who are not. Those without a background in physics 
are encouraged to read as much as they can stomach of the first, the third, 
and the fourth case study and skim or skip only the mathematically more 
demanding (parts of) the second and the fifth. A detailed understanding of 
section IV is not required to appreciate the more general points about the 
use of the arch- and- scaffold metaphor in the history of science in sections V 
and VI.

How Minkowski Space- Time Was Scaffolded by  
Lorentz’s Theorem of Corresponding States26

The natural starting point for a history of special relativity in terms of arches 
and scaffolds is the lecture “Space and Time” by the Göttingen mathemati-
cian Hermann Minkowski (1909). Minkowski gave this lecture at the 1908 
Naturforscherversammlung held that year in Cologne. It was published post-
humously the following year. Minkowski began his lecture by proclaiming 
that
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henceforth space by itself, and time by itself, are doomed to fade away into 
mere shadows, and only a kind of union of the two will preserve an indepen-
dent reality. (Minkowski 1909, 75)

He proceeded to develop the now familiar geometry of what has come to be 
known as Minkowski space- time, the space- time structure of the special 
theory of relativity. Although it only got its name later, this is the theory in-
troduced in the most famous paper of Einstein’s annus mirabilis (Einstein 
1905). Minkowski showed that the transformations that relate the space- time 
coordinates of one reference frame in Minkowski space- time to the space- 
time coordinates of another reference frame in uniform motion with re-
spect to the first are completely analogous to the transformations that relate 
the Cartesian coordinates with respect to one set of orthogonal axes in or-
dinary Euclidean space to the Cartesian coordinates with respect to an-
other set of orthogonal axes rotated with respect to the first. In fact, such 
rotations in three- dimensional Euclidean space can be subsumed under 
Lorentz transformations in four- dimensional Minkowski space- time.

How did Minkowski build this magnificent arch? As he made clear in his 
lecture, he used a scaffold provided by recent work in electrodynamics. 
However, he also imagined a scenario in which the arch would have been 
built without a scaffold or, better perhaps, a different scaffold, provided by 
Newtonian mechanics rather than Maxwellian electrodynamics.27 The equa-
tions of Newtonian mechanics, he noted, “exhibit a two- fold invariance” 
(Minkowski 1909, 75). They do not change when we rotate the axes of our 
spatial coordinate system or when we set that spatial coordinate system in 
motion with a constant velocity. The latter invariance expresses the princi-
ple of relativity in Newtonian mechanics (Einstein extended this principle 
from mechanics to all of physics, especially electrodynamics). In Newto-
nian theory, Minkowski noted, these two operations

lead their lives entirely apart. Their utterly heterogeneous character may have 
discouraged any attempt to compound them. But it is precisely when they are 
compounded that the complete group, as a whole, gives us to think. (Minkowski 
1909, 76)

“The thought might have struck some mathematician,” Minkowski 
mused, that maybe Newton’s theory, invariant under rotations and under 
transformations from one inertial frame to another (now called Galilean 
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transformations to distinguish them from Lorentz transformations), ought to 
be replaced by a theory based on invariance under Lorentz transforma-
tions. In this way mathematicians might have anticipated special relativity. 
“Such a premonition,” Minkowski continued, “would have been an extraor-
dinary triumph of pure mathematics.” Alas, this possibility had not occurred 
to any mathematician, including Minkowski himself, before physicists had 
recognized the importance of Lorentz transformations in electrodynamics. 
He consoled himself with the thought that “mathematics, though it now can 
display only staircase- wit,28 has the satisfaction of being wise after the event” 
(Minkowski 1909, 79).

In the opening sentence of his lecture, Minkowski had already identified 
the actual source of his insight into the importance of Lorentz transforma-
tions: “The views of space and time which I wish to lay before you have sprung 
from the soil of experimental physics, and therein lies their strength.” “They 
are radical,” he continued, before warning his audience that the old concepts 
of space and time were “doomed to fade away into mere shadows.” Minkowski 
thus emphasized the discontinuity in the transition from the old to the new 
views of space and time. At the same time, a certain continuity is suggested 
by his acknowledgment that these new views sprang “from the soil of experi-
mental physics.”

At the end of the lecture, he returned to this point, locating the germ of 
his new views in the theoretical tools for cultivating the “soil of experimen-
tal physics” developed by Einstein and the Dutch physicist Hendrik Antoon 
Lorentz. In the course of his lecture, Minkowski had introduced what he 
called the “world postulate,” which basically says that we live in a four- 
dimensional world that can be described in infinitely many equivalent 
space- time coordinate systems all related to each other via Lorentz trans-
formations. In the conclusion, he wrote:

The validity without exception of the world- postulate, I like to think, is the 
true nucleus of an electromagnetic image of the world, [a nucleus29] which, 
discovered by Lorentz and further revealed by Einstein, now lies open in the 
full light of day. (Minkowski 1909, 91)

Lorentz had been the first to show that Maxwell’s equations for electric and 
magnetic fields are invariant under Lorentz transformations (Janssen 2017). 
Initially, he could only do this to a good approximation and for a restricted 
class of charge distributions acting as sources of the fields (Lorentz 1895). 
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Eventually, he could do it exactly and for arbitrary charge distributions 
(Lorentz 1904, 1916). Lorentz referred to this result as his “theorem of corre-
 sponding states.” A pair of corresponding states consists of two physical 
systems in the ether, the nineteenth- century medium serving as the carrier 
of light waves and electric and magnetic fields, one at rest, the other in uni-
form motion. The quantities pertaining to the system in motion are related 
to those pertaining to the system at rest by a Lorentz transformation, the 
name given to these transformations by the French mathematician Henri 
Poincaré.

Poincaré and Einstein recognized that quantities for the system in mo-
tion in Lorentz’s theorem of corresponding states are the space- time coor-
dinates and the components of the electric and magnetic fields measured by 
an observer moving with the system. Before the advent of special relativity, 
Lorentz himself saw these quantities as nothing but auxiliary variables in 
terms of which the system in motion could be described in the same way as 
the corresponding system at rest in terms of the real quantities. Lorentz could 
show that the same measurement performed on two systems forming a pair 
of corresponding states would give the same result in a broad class of opti-
cal experiments. On the further assumption that, when set in motion with 
respect to the ether, the system at rest turns into the corresponding moving 
system, Lorentz could use his theorem to explain the negative results of many 
experiments aimed at detecting the earth’s motion through the ether, includ-
ing the famous 1887 Michelson- Morley experiment.

This additional assumption, however, is not as innocuous as it looks. It 
boils down to the assumption that the laws governing the material objects 
with which light waves interact in optical experiments (mirrors, lenses, 
screens, etc.) are all invariant under Lorentz transformations, just as Max-
well’s equations governing the electric and magnetic fields making up the 
light waves themselves. As long as Lorentz invariance was restricted to the 
laws governing the fields, one could think of it as a special property of Max-
well’s equations. This, of course, was precisely how Lorentz had discovered 
Lorentz invariance in the first place. The negative results of many ether- drift 
experiments suggested that it was a much more general property, common 
to all laws of physics. One way to avoid this conclusion was to assume that 
all laws of physics could eventually be reduced to the laws of electrodynam-
ics. This view was promoted by German physicists such as Wilhelm Wien 
and Max Abraham in the early years of the twentieth century (Janssen and 
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Mecklenburg 2007). For several years this so- called electromagnetic view of 
nature was seen as the cutting edge in theoretical physics research. This is 
what Minkowski is referring to as the “electromagnetic image of the world” 
in the passage from his 1908 Cologne lecture quoted above. Minkowski had 
been an early supporter of the electromagnetic worldview but by 1908, as this 
same passage shows, he had distanced himself from it, supporting Einstein’s 
special theory of relativity instead (Janssen 2009, 39).

Although the title of his paper, “On the Electrodynamics of Moving 
Bodies,” suggests otherwise, Einstein, like Minkowski, recognized that 
Lorentz invariance has nothing to do with the particulars of electromagne-
tism but reflects a new space- time structure. In a letter of February 19, 1955, 
to Carl Seelig, one of his early biographers, he succinctly described the main 
novelty of special relativity as his “realization that the Lorentz transforma-
tion transcends its connection with Maxwell’s equations and has to do with 
the nature of space and time in general” (Janssen 2009, 41). Minkowski, as we 
saw, reached the same conclusion and rephrased it in geometrical terms, 
identifying his “world- postulate” as “the true nucleus” of the electromagnetic 
world picture.

The relation between arch and scaffold is pretty straightforward in this 
case. Lorentz invariance is the key structural element shared by arch and 
scaffold. In the scaffold, Lorentz invariance is tied to electromagnetism. 
We get from scaffold to arch in this case by recognizing, as Einstein and 
Minkowski did, that Lorentz invariance has nothing to do with electromag-
netism per se but is a property of all laws governing systems in Minkowski 
space- time, the new space- time structure of special relativity. The Lorentz 
invariance of the laws reflects the symmetry of this space- time structure. It 
took a few years for physicists to distinguish between the Lorentz and the 
Einstein- Minkowski interpretation of Lorentz invariance (the two interpre-
tations are empirically equivalent), but eventually, the latter prevailed. For 
physicists using Minkowski space- time today, the only thing left to remind 
them that it was scaffolded by Lorentz’s theorem of corresponding states is 
that the transformations between different perspectives on the arch are 
named after the man responsible for the scaffold.

Note how easy it was to tell this story backward in time, starting with 
Minkowski’s geometrical interpretation of Lorentz invariance and ending 
with Lorentz’s original interpretation of it in the context of electrodynamics. 
Also note that Minkowski’s contribution might alternatively be characterized 
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in terms of Hilbert’s “build first and worry about the foundations later” 
metaphor (see section II). In that version of the story, Minkowski would be 
the mathematician who provided more secure foundations for the electro-
magnetic worldview of the physicist Abraham.

How Laue’s Relativistic Continuum Mechanics Was Scaffolded  
by Abraham’s Electromagnetic Mechanics30

Work in the history of special relativity typically focuses on how the theory 
changed our concepts of space and time. Special relativity, however, involved 
much more than the introduction of a new space- time structure and some 
minor adjustments to the laws of Newtonian mechanics to make them Lo-
rentz invariant (such as the insertion of factors of 1−v2 / c2  in various 
equations, where ν is the relative velocity of two inertial frames, and c is the 
velocity of light). For one thing, the theory required the general relation 
between energy and mass (or inertia) expressed in its most famous equa-
tion, E = mc2. It also required a “mechanics”— in the sense of a general 
framework for doing physics (cf. the term quantum mechanics)— of fields 
rather than particles.

In the years just prior to the arrival of special relativity, Abraham and 
others had developed such a mechanics for the special case of electromagnetic 
fields (Abraham 1903). It provided the foundation of the electromagnetic 
worldview, the attempt to reduce all of physics to electrodynamics. Inso-
far as the electromagnetic worldview is covered at all in histories of special 
relativity, it is typically presented, implicitly or explicitly, as a research pro-
gram that was briefly considered cutting edge at the beginning of the 
twentieth century but was then vanquished by special relativity.31

However, as Einstein, for one, clearly recognized, it is more accurate to 
say that it was co- opted by special relativity. Within a few years of the intro-
duction of special relativity, the electromagnetic mechanics of Abraham had 
morphed into the relativistic continuum mechanics presented in the first 
textbook on relativity (Laue 1911). Max Laue basically obtained his relativistic 
mechanics for fields by taking Abraham’s electromagnetic mechanics, rewrit-
ing it in terms of the four- dimensional formalism developed by Minkowski 
and Sommerfeld, and stripping it of its electromagnetic particulars.

The arch- and- scaffold metaphor captures this development in a natural 
way. It underscores the importance of the formulation of relativistic contin-
uum mechanics in the development of special relativity by making it— to 
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use the terms introduced in Figure 4.1— the keystone of the arch for which 
Minkowski had provided the springers.

The backward- looking perspective is especially important in this case. 
If the developments are covered forward in time, it is hard to bring out those 
features of the electromagnetic program that proved most relevant for 
the formulation of relativistic continuum mechanics without the account be-
coming blatantly Whiggish. Put differently, and as illustrated by the histo-
riographically impeccable coverage of this episode by Richard Staley (2008, 
chapters 6– 7), Whiggishness can be avoided only at the price of obscuring 
what in hindsight were the most salient elements of the electromagnetic pro-
gram and how they were incorporated into special relativity.

The clearest way to bring out these elements is to rewrite some of the 
equations of the electromagnetic program in terms of the formalism of 
Minkowski, Sommerfeld, and Laue. The proponents of the electromagnetic 
program wrote their equations in terms of vectors, with the usual three (spa-
tial) components and tensors one can think of as three- by- three matrices, 
and they handled spatial and temporal derivatives separately. The relativists 
grouped quantities into vectors with four space- time components and tensors 
one can think of as four- by- four matrices, and they put spatial and temporal 
derivatives on equal footing.

It will be instructive to look at this in a little more detail. Abraham re-
placed the energy and momentum of particles of Newtonian mechanics, 
with definite positions in space, by the energy density and momentum 
density of electromagnetic fields, spread out all over space. The x- , y- , and 
z- components of the electromagnetic momentum density he introduced 
are proportional to the electromagnetic energy flow density in the x- , y- , 
and z- direction. The electromagnetic energy flow density in turn is given 
by the Poynting vector, the cross product of the electric and the magnetic 
field and the main claim to fame of the physicist we already encountered in 
section III.

Central to Abraham’s efforts to reduce mechanics to electrodynamics was 
his attempt to eliminate the Newtonian concept of mass by replacing the in-
ertial force on a massive particle by the force exerted on a massless charge 
distribution by the electromagnetic field generated by that charge distribu-
tion itself. The interaction of massless charges with these self- fields thus mim-
ics inertial mass (those with limited tolerance for equations can skip ahead 
to the quotation following Equation (5)).
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Abraham showed that the components fselfEM
i  (with i = 1, 2, 3 labeling x- , 

y- , and z- components) of the density of the electromagnetic force exerted by 
a charge distribution’s self- field can be written as minus the time derivative 
of the components of its electromagnetic momentum density and the diver-
gence (a sum of spatial derivatives) of its stress- energy density, given by the 
so- called Maxwell stress tensor. This tensor can be thought of as a three- 
by- three matrix. Its nine components represent the flow of the x- , y- , and 
z- components of the electromagnetic momentum density in the x- , y- , and 
z- direction. Like the electromagnetic momentum density, the components 
of the Maxwell stress tensor are functions of the components of the electric 
and magnetic fields.

In modern notation, fEM
i  can be written as

 fselfEM
i = − ∂

∂t
pselfEM
i( )− ∑

j=1

3 ∂
∂x j TselfEM

ij( ),  (1)

where pselfEM
i  is the i- component of the electromagnetic momentum of the 

charge distribution’s self- field, and TselfEM

ij  is the ij- component of its Max-
well stress tensor.32

The energy density, the three components of the momentum density, the 
three components of the energy flow density, and the nine components of 
the momentum flow density make for a total of sixteen components. In spe-
cial relativity, they are combined (with an extra factor of c here and there) 
to give the sixteen components of the energy- momentum tensor Tμν (with 
μ, ν = 0, 1, 2, 3 corresponding to one time and three spatial components).33 
This tensor can be thought of as a four- by- four matrix, with the first index 
labeling the rows and the second index labeling the columns. Its compo-
nents are:

 

T µν =

00 component
energy density

0j components
energy flow density ÷ c
in x , y , and z direction

i0 components
momentum density × c
(x , y , and z components)

ij components
momentum flow density
(x , y , and z components)
in x ,  y , and z direction

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟⎟

.

 

(2)
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The energy- momentum tensor is symmetric in its indices— that is, Tμν = Tνμ 
In other words, the matrix representing Tμν stays the same if we switch rows 
and columns. Focusing on the first row and the first column, we have 
Ti0 = T0i, from which it follows that

momentum density = energy flow density ÷ c2.

As was first realized by Planck (1906), this is an elegant way of expressing 
E = mc2 in the four- dimensional formalism.

Equation (1) for the components fselfEM
i  of the electromagnetic force den-

sity, the rate of change of the momentum density of the self- field, can be 
combined with a similar equation for fselfEM

0 , the rate of change of the 
 energy density of the self- field. This combination can be written compactly 
in terms of the components of the energy- momentum tensor, TselfEM

µν , for the 
charge distribution’s self- field:

 fselfEM
µ = − 1

c
∂
∂t

TselfEM
µ0( )− ∑

j=1

3 ∂
∂x j TselfEM

µ j( )= − ∑
ν=0

3 ∂
∂xν

TselfEM
µν( ),  (3)

where the four components of the electromagnetic four- force density 
fselfEM
µ  are fselfEM

0  and fselfEM
i  (i = 1, 2, 3) and where xμ ≡ (ct, x, y, z). The final 

expression in Equation (3) is called the four- divergence of the energy- 
momentum tensor TselfEM

µν .
In relativistic continuum mechanics, this equation is generalized from 

the electromagnetic field to arbitrary spatially extended systems. The sub-
script “EM” in Equation (3) can thus be dropped. Using the so- called Ein-
stein summation convention, which says that any index occurring twice in 
the same expression (once “upstairs” and once “downstairs”) is summed over, 
we can also drop the summation sign. Finally, we introduce the abbrevia-
tion ∂μ ≡ ∂/∂xμ and arrive at:
 

fself
µ = −∂νTself

µν .
 

(4)

In general there will be an external four- force density with components 
fext
µ  acting on the system as well as the four- force density with components fself

µ  
that the system exerts on itself. The basic equation of motion for the system 
says that the sum of these force densities vanishes everywhere— that is, 
fext
µ + fself

µ = 0.  Using Equation (4) for fself
µ , we can write this equation as

 fext
µ = ∂νTself

µν .  (5)

This is the fundamental law of relativistic continuum mechanics.
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As Einstein wrote in an unpublished review article on special relativity 
in 1912:

The general validity of the conservation laws [of energy and momentum] 
and the law of the inertia of energy [E = mc2] suggests that [the energy- 
momentum tensor (2) and the force equation (5)] are to be ascribed a general 
significance, even though they were obtained in a very special case [i.e., 
electro dynamics]. We owe this generalization, which is the most important 
new advance in the theory of relativity, to the investigations of Minkowski, 
Abraham, Planck, and Laue. (Einstein 1987– 2018, vol. 4:92; cf. Janssen and 
Mecklenburg 2007, 110)

Note that Abraham, the undisputed leader of the electromagnetic program 
and a staunch opponent of special relativity, is mentioned here in the same 
breath as Minkowski, Planck, and Laue. Abraham richly deserved to be men-
tioned alongside this trio of enthusiastic supporters of special relativity. His 
electromagnetic mechanics provided the scaffold on which Laue built the 
arch of relativistic continuum mechanics.

The relation between scaffold and arch in this case is the same as in my 
first example. The scaffold exhibits the structure of the arch for the special 
case of electromagnetism. Once again, the arch is thus obtained by stripping 
the scaffold of its electromagnetic particulars. The comparison of the equa-
tions of the electromagnetic view of nature and relativistic continuum me-
chanics also highlights a different aspect of the relation between arch and 
scaffold in both these examples. The step from scaffold to arch in both cases 
also involved grouping various quantities defined in three- dimensional space 
(scalars, vectors, and tensors) into quantities defined in four- dimensional 
space- time.

Another passage from Einstein’s 1912 review article provides the natu-
ral starting point for telling the story about the transition from Abraham’s 
electromagnetic mechanics to Laue’s relativistic continuum mechanics back-
ward in time. Einstein gave the following concise characterization of how 
one applies the latter:

To every kind of material process we want to study, we have to assign a sym-
metric tensor (Tμν), whose components have the physical meaning given in 
[Equation (2)]. [Equation (5)] must always be satisfied. The problem to be 
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solved always consists in finding out how (Tμν) is to be formed from the vari-
ables characterizing the processes under consideration. If several processes 
take place in the same region that can be isolated in the energy- momentum 
balance, we have to assign to each individual process its own stress- energy 
tensor (Tµν

1( ))
,
 etc., and set (Tμν) equal to the sum of these individual tensors. 

(Einstein 1987– 2018, vol. 4:92)

The question to which the arch- and- scaffold narrative then provides the 
answer is: How did physicists go from Newtonian particle mechanics to 
relativistic continuum mechanics as a general framework for doing physics. 
In other words, how did they go from writing down the forces acting on 
some collection of bodies and using Newton’s second law, F = ma, to solve 
for the motion of these bodies to writing down the energy- momentum ten-
sors for various processes occurring in some region of space- time and 
 setting the four- divergence of their sum, ∂ν (T(1)

µν +T(2)
µν +!), equal to the 

external four- force density, fext
µ ?

One final question that needs to be answered about this episode is why 
the new relativistic mechanics, despite being identified by Einstein as “the 
most important new advance in the theory of relativity,” did not catch on in 
the physics community of the early 1910s. The short answer: because of quan-
tum theory. Only two years after Laue published his relativity textbook, in 
which relativistic continuum mechanics takes center stage, Niels Bohr (1913) 
proposed his model of the hydrogen atom based on nonrelativistic Newto-
nian particle mechanics. This model was further developed in the old quan-
tum theory of Bohr and Sommerfeld (Kragh 2012; Eckert 2014). The old 
quantum theory gave Newtonian mechanics, especially Newtonian celestial 
mechanics, a new lease on life. Sommerfeld used relativistic particle mechan-
ics to explain the fine structure of spectral lines, but the old quantum the-
ory had no use for relativistic continuum mechanics. The latter only played 
a role in the development of general relativity, the topic of my next example.

How the Field Equations of General Relativity Were Scaffolded  
by the Field Equations of the Earlier Entwurf Theory 34

In 1907, only two years after he published the special theory of relativity, Ein-
stein, still a patent clerk in Berne, started thinking about a generalization of 
the theory that would incorporate gravity. By 1911, when he was appointed 
full professor in Prague, he had arrived at the basic idea of his general theory 
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of relativity. Contrary to what its name suggests, this theory does not ex-
tend the principle of relativity from uniform to nonuniform motion (Janssen 
2014), but it does weave gravity into the fabric of space- time. In general rela-
tivity, gravity is represented by space- time curvature. Free- falling bodies 
(i.e., particles subject to no other forces than gravity) will follow the 
straightest possible paths in these curved space- times. Such paths are called 
geodesics and satisfy the geodesic equation.35

This much was already becoming clear to Einstein when he returned 
from Prague to Zurich in 1912 and began working in earnest on his new 
theory of gravity with the help of his new colleague at the Federal Institute of 
Technology (ETH), Marcel Grossmann. Grossmann introduced Einstein to 
the elegant mathematics of Bernard Riemann, Elwin Bruno Christoffel, Gre-
gorio Ricci- Curbastro, and others needed for the formulation of the kind of 
theory Einstein was after. The two of them had been classmates at what had 
then still been called the Federal Polytechnic back in the late 1890s. Gross-
mann had become professor of mathematics at their alma mater in 1907. 
Their collaboration, recorded in Einstein’s famous Zurich notebook (Renn 
2007, vols. 1– 2), resulted in a joint paper published in the spring of 1913 
(Einstein and Grossmann 1913). Its title modestly announced an “outline” 
(Entwurf) of a new theory of gravity and a generalized theory of relativity. 
Historians refer to it as the Entwurf theory.

The Entwurf theory already put in place most of the formalism of the gen-
eral theory of relativity, which Einstein completed two and a half years later, 
in November 1915, in four short communications to the Prussian Academy 
in Berlin (Einstein 1915a, 1915b, 1915c, 1915d). In March 1914, he had left 
Zurich to take up a prestigious appointment in the German capital. In his 
papers of November 1915, Einstein basically changed only one important ele-
ment of the Entwurf theory: its field equations.

The field equations, as the reader may recall from section III, determine 
how matter curves space- time. (It is customary to use the plural equations 
even though they can be written as one equation because this one equation 
has several components.) It was clear that matter had to be represented by 
its energy- momentum tensor (cf. the preceding case study). This tensor ap-
pears on the right- hand side of the field equations. The difference between 
the field equations of 1913 and 1915 was the left- hand side. In his first No-
vember paper, Einstein claimed that he and Grossmann had already consid-
ered the new candidate for the left- hand side three years earlier. The Zurich 
notebook confirms this. The notebook shows how mathematical consider-
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ations, supplied by Grossmann, had led Einstein to this elegant candidate 
and how he had abandoned it because it looked as if the resulting field equa-
tions did not reduce to the equations of Newtonian theory in the appropriate 
limit and were incompatible with energy- momentum conservation. Einstein 
thereupon switched from a mathematical to a physical strategy. Exploiting 
the analogy with the Maxwell- Lorentz theory for the electromagnetic field 
(rewritten in the four- dimensional formalism of Minkowski, Sommerfeld, 
and Laue), he constructed field equations for the gravitational field guaran-
teed to satisfy energy- momentum conservation and to have the correct New-
tonian limit. These are the field equations published in the Entwurf paper.

In the introduction of his first paper of November 1915, Einstein made it 
sound as if he had suddenly turned his back on the physical strategy that had 
led him to the Entwurf field equations and gone back to the mathematical 
strategy that had originally led him to the field equations with which he now 
proposed to replace them. Subsequent sections of the paper make it clear that 
this was, at best, an exaggeration. Einstein relied heavily on lessons learned 
pursuing the physical strategy over the preceding two and a half years to 
show that these resurrected field equations passed muster on the counts of 
energy- momentum conservation and the Newtonian limit on which they had 
failed earlier. To put it in terms of the arch- and- scaffold metaphor: Einstein 
may already have envisioned the arch in 1913, but the confidence to put 
weight on it only came in November 1915.36

Closer examination of both the first November paper and Einstein’s cor-
respondence at the time makes it doubtful that there was an eleventh- hour 
return to the mathematical strategy and strongly suggests that, instead, it 
was his dogged pursuit of the physical strategy that led Einstein back to the 
field equations to which the mathematical strategy had already led him in 
the Zurich notebook. As Jürgen Renn and I have argued in detail, Einstein 
used the Entwurf field equations as a scaffold to construct the field equations 
with which he replaced them in his first paper of November 1915 (Janssen 
and Renn 2015, 2019).

By late 1914, Einstein had perfected the analogy between the Maxwell- 
Lorentz theory for the electromagnetic field and the Entwurf theory for the 
gravitational field. He convinced himself that the formalism he had devel-
oped relying on this analogy uniquely determined the field equations and 
that these were the Entwurf field equations. Satisfied that his arch was now 
complete, he published a lengthy review article on his theory. The title no 
longer talks about an “outline” of a “generalized” theory of relativity but 
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promises nothing less than the “formal foundation of the general theory of 
relativity” (Einstein 1914).

In October 1915, Einstein discovered, to his dismay, that his uniqueness 
argument for the Entwurf field equations was fallacious. Rather than aban-
doning his general formalism— or tearing down his house, to use the meta-
phor of Kuhn’s Guggenheim application quoted in section II— Einstein 
merely replaced the definition of the gravitational field in the Entwurf theory 
by what seemed to be the only other physically plausible candidate, the so- 
called Christoffel symbols. Inserting this new definition into his general 
formalism, he ended up with the same equations that he had rejected in the 
Zurich notebook, thereby reestablishing the connection between his theory 
and the elegant mathematics that, as Einstein (1915a, 778) noted in his first 
November 1915 paper, he and Grossmann had abandoned “with a heavy 
heart” in 1913. The general formalism developed for the Entwurf theory pro-
vided a number of relations, the counterparts of similar relations for the 
electromagnetic field, that the gravitational field had to satisfy to be accept-
able from a physics point of view. These relations continued to hold when 
the old definition of the gravitational field was replaced by the new one. This, 
then, is how Einstein got from scaffold to arch. By changing the definition 
of the gravitational field, he swapped out one building block for another, con-
fident that the structure he had erected with the old building blocks would 
remain stable upon this substitution.37

Einstein himself identified this as the crucial step in the transition from 
the Entwurf field equations to the field equations of his first November 
paper. In the paper, he called the new definition of the gravitational field “the 
key to the solution.” In the letter to Sommerfeld from which I already quoted 
in note 36, he called the old definition “a fateful prejudice” (Janssen and Renn 
2007, 859, 875– 79).

Worried that Hilbert might beat him to the punch, Einstein rushed his 
new field equations into print. Over the next three weeks, he continued to 
tweak them. Throughout this period Einstein was laboring under the mis-
conception that the extent to which his theory generalized the principle of 
relativity from uniform to nonuniform motion is directly related to the de-
gree of covariance of its equations— that is, to the size of the class of coordi-
nate transformations under which the equations retain their form. The 
covariance of the field equations of his first November paper was much 
broader than that of the Entwurf field equations, but they were still not gen-
erally covariant— that is, they do not retain their form under arbitrary coor-
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dinate transformations. Einstein quickly realized, however, that with 
relatively minor modifications these new field equations could be turned into 
generally covariant field equations that just happened to be written in a spe-
cial form in which their general covariance is not immediately apparent.

In his second November paper, he proposed one such modification, only 
to replace it with another, more satisfactory, one in the fourth (Einstein 1915b, 
1915d). The latter modification was to add a term with the so- called trace of 
the energy- momentum tensor (the sum of the terms on the diagonal in Equa-
tion (2)) on the right- hand side of the field equations. This trace term is 
necessary to ensure that the quantity representing the energy- momentum 
density of the gravitational field enters the field equations in the exact same 
way as the energy- momentum tensor for matter. Since this was a require-
ment that had been one of Einstein’s guiding principles, he was now confi-
dent that no further corrections would be needed. The amended equations 
of this fourth and final communication to the Berlin Academy of Novem-
ber 1915 are the Einstein field equations used to this day.38 The trace term 
formed the keystone of what is widely admired as the most marvelous arch 
Einstein left us.

Einstein still had to write his field equations in a form in which they only 
retain their form under a restricted class of coordinate transformations, as 
this was the only way in which he could connect them to the general for-
malism for the Entwurf theory and show that they were compatible with 
energy- momentum conservation. As a result, the arch unveiled in Einstein’s 
papers of November 1915 still showed clear traces of the scaffold used to build 
it. The same is true for the section on the field equations in the review article 
that Einstein (1916a) published in May the following year to replace the pre-
mature review article of late 1914. It was only in a short paper published in 
November that year that Einstein (1916b) finally removed all traces of the 
Entwurf scaffold.

A natural starting point for telling this story backward in time is to be-
gin with Einstein’s later recollections of how he found the field equations of 
general relativity. This is the approach Jürgen Renn and I took in a talk we 
have given in various places based on our article in Physics Today (Janssen 
and Renn 2015).39 The older Einstein routinely claimed that he had found 
the Einstein field equations following the mathematical strategy. Some com-
mentators, notably John Norton (2000), have taken him at his word. Renn 
and I concur with the conclusion of Jeroen van Dongen’s (2010) study of 
Einstein’s unified field theory program that these statements should be 
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seen, first and foremost, as propaganda for this program. In his ultimately 
fruitless pursuit of a classical field theory unifying general relativity and 
electromagnetism, Einstein relied on a purely mathematical strategy. It served 
his purposes to suggest that this approach could boast of at least one spec-
tacular success, the discovery of the Einstein field equations.

An arch- and- scaffold narrative working backward from these later pro-
nouncements by Einstein reveals that, while supported by several passages 
in his writings and correspondence from the gestation period of general rela-
tivity, they do not square with the full range of textual evidence available. 
The arch- and- scaffold metaphor can be used to put the physical strategy, 
suppressed in Einstein’s later recollections, in sharp relief, which makes it 
easier to compare competing accounts of how Einstein found his field equa-
tions in the fall of 1915, the account of Janssen and Renn (2007), in which 
Einstein stuck to the physical strategy, and the classic account of Norton 
(1984), in which he switched to the mathematical strategy.40

The clarification of the difference between the two strategies Einstein 
used in his search for the field equations of general relativity may shed light 
on at least two other issues in modern history and philosophy of physics. The 
first concerns the interpretation of general relativity (Lehmkuhl 2014). Should 
one think of it in analogy with electrodynamics as the theory of a particular 
field, as the physical strategy suggests, or should one think of it as a theory 
about geometry, as the mathematical strategy suggests?41 The second issue 
is about methodology in physics. On the face of it, Einstein’s own later ac-
count of how he found the field equations of general relativity in 1913– 1915 
is strong testimony in support of a purely mathematical approach to theory 
construction. This approach remains popular to this day in certain quarters 
of the physics community. An account of this episode that emphasizes the 
importance of the physical strategy, conveyed concisely with the help of 
the arch- and- scaffold metaphor, can likewise serve as powerful counter-
testimony.

How the Matrix Mechanics of Heisenberg, Born, and Jordan Was 
Scaffolded by the Kramers Dispersion Formula42

The paper known as the Umdeutung (Reinterpretation) paper, with which 
Werner Heisenberg (1925) laid the foundation for matrix mechanics, draws 
on an earlier paper he wrote as the junior coauthor of Bohr’s right- hand man 
in Copenhagen at the time, the Dutch physicist Hans Kramers. This paper 
by Kramers and Heisenberg (1925) provides a detailed derivation and further 
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exploration of a new quantum formula for optical dispersion that Kramers 
(1924a, 1924b) had proposed in two short notes in Nature the year before. 
Max Dresden (1987, 275), Kramers’s biographer, goes so far as calling this 
paper “the direct, immediate, and exclusive precursor to the Heisenberg 
paper on matrix mechanics.” Recent work by Alex Blum, Martin Jähnert, 
Christoph Lehner, and Jürgen Renn (2017) at the Max Planck Institute for 
the History of Science in Berlin suggests that the Umdeutung paper owes as 
much, if not more, to work on intensities in multiplet spectra.43 The work on 
dispersion theory, however, remains an important strand in the genealogy of 
the Umdeutung paper. This strand is nicely captured by the arch- and- scaffold 
metaphor. Blum et al. (2017, 4n3) find this to be true for the multiplet strand 
as well.

Optical dispersion is the phenomenon, familiar from rainbows and 
prisms, that the refraction of light in an optical medium depends on its color. 
Although it already occupied the minds of Descartes and Newton, it was not 
until two centuries later that a halfway satisfactory theory of the phenome-
non was formulated.44 Particularly challenging was a puzzling feature dis-
covered by early pioneers of photography in the 1840s. Normally, the index 
of refraction increases with the frequency of the refracted light. Blue light is 
refracted more strongly than red light. However, in narrow frequency bands 
around the absorption frequencies of an optical medium, the index of re-
fraction decreases with increasing frequency in some materials. This is 
called anomalous dispersion. In the 1870s, Wolfgang Sellmeier and others 
introduced a new generation of dispersion theories that could account for 
this phenomenon. The characteristic feature of this new class of theories is 
that optical media contain small oscillators with resonance frequencies at the 
absorption frequencies of the material. These theories correctly predict that 
dispersion becomes anomalous in the vicinity of these resonance fre-
quencies. In the 1890s, Hermann von Helmholtz, Lorentz, and Paul Drude 
reformulated these originally purely mechanical theories in terms of elec-
tromagnetic waves interacting with electrically charged oscillators, soon to 
be identified as electrons. Such harmonically bound electrons were some-
times called dispersion electrons.

These classical dispersion theories were incompatible with Bohr’s (1913) 
atomic model. In this model, electrons orbit the nucleus the way planets orbit 
the sun, except that in the atom only a discrete set of orbits are allowed, la-
beled by integer- valued quantum numbers. A straightforward adaptation of 
the classical dispersion formula to Bohr’s new atomic model would have 
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been to replace the oscillation frequencies of the harmonically bound dis-
persion electrons in the former by the orbital frequencies of the planetary 
electrons in the latter. This was not an option. The problem is that, in gen-
eral, these orbital frequencies differ sharply from the atom’s absorption fre-
quencies. Light is absorbed or emitted in a Bohr atom when an electron jumps 
from one orbit to another. The frequency of the absorbed or emitted radia-
tion is determined not by the orbital frequencies of either of these orbits but 
by the energy difference between them. Only in the limit in which the quan-
tum numbers labeling the orbits get very large do the radiation frequencies 
coincide with the orbital frequencies. Simply replacing oscillation frequencies 
by orbital frequencies would thus lead to a theory predicting anomalous dis-
persion at the wrong frequencies.

While this posed a serious problem for Bohr’s atomic model and the old 
quantum theory that grew out of it, the classical dispersion theory also faced 
a serious problem, which could actually be solved with some of the resources 
provided by the old quantum theory. Experimentalists had found puzzling 
values for an important set of free parameters of the classical theory, the so- 
called oscillator strengths. In the classical theory, the oscillator strength for 
a particular resonance frequency is the number of dispersion electrons per 
atom with that resonance frequency. Intuitively, one would expect these 
numbers to be in the single digits— a few dispersion electrons with the 
same resonance frequency per atom— but the values giving the best fit with 
the data tended to be much lower. It was not uncommon to find values as 
low as one dispersion electron with a particular resonance frequency per 
hundreds or even tens of thousands of atoms.

The German experimentalist Rudolf Ladenburg (1921) reinterpreted 
these parameters in a way that such low values were only to be expected. The 
oscillator strength does not, Ladenburg suggested, represent the number of 
electrons with a particular resonance frequency but the number of electron 
jumps between two orbits associated with the absorption of radiation at that 
frequency. Ladenburg set the number of jumps equal to the product of the 
occupation number of the initial orbit (the fraction of the total number of 
electrons in that orbit) and the probability that an electron in that initial 
orbit would jump to the final orbit. For these probabilities he used the prob-
ability coefficients for transitions between different quantum states intro-
duced by Einstein (1917a). Replacing numbers of electrons by products of 
occupation numbers and transition probabilities, Ladenburg turned the 
classical dispersion formula into a new quantum formula.
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The formula still had two limitations. First, it was restricted to situations 
in which electrons would jump to and from their ground state, the orbit of 
lowest energy. Second, Ladenburg could still not explain why dispersion is 
anomalous at the absorption frequencies. He just retained this feature of 
the classical formula, as it was clearly borne out by the experimental data. 
In a follow- up paper, Ladenburg and Fritz Reiche, a theoretical physicist, 
introduced the notion of substitute oscillators (Ersatzoszillatoren) operating 
between two orbits and with resonance frequencies equal to the absorp-
tion frequencies associated with transitions between them (Ladenburg and 
Reiche 1923). If one thought of these substitute oscillators as the conduits of 
dispersion, one at least had some way of understanding why dispersion is 
anomalous at these transition frequencies.

This is where matters stood when Kramers entered the fray. Most likely 
at the instigation of Bohr (whose doctoral adviser at the University of 
 Copenhagen, Christian Christiansen, had done important work on optical 
dispersion), Kramers tried to derive a dispersion formula in the old quantum 
theory modeled on the one given by Ladenburg. The central tool he used 
for this derivation was Bohr’s correspondence principle. In the hands of 
Kramers (1924a, 1924b), Born (1924), and the American theoretical physi-
cist John H. Van Vleck (1924a, 1924b), this principle turned into a powerful 
instrument for generating quantum formulae designed to merge with their 
classical counterparts in the limit of high quantum numbers.45

Using canonical perturbation theory in special momentum and position 
variables known as action- angle variables, a technique originating in celestial 
mechanics, Kramers first derived a formula for dispersion in classical me-
chanics. He then made three substitutions to turn this classical formula into a 
quantum formula. First, he expanded the orbital motion into a Fourier series 
and replaced the squares of the amplitudes of the various Fourier compo-
nents by the Einstein coefficients for transition probabilities. Second, he re-
placed orbital frequencies by radiation frequencies corresponding to 
transitions between orbits. Third, he replaced derivatives with respect to ac-
tion variables by difference quotients. The basic quantization conditions of 
the old quantum theory, which select the allowed electron orbits in an atom, 
set such action variables equal to an integral multiple of Planck’s constant h. 
In the limit of high quantum numbers N, where the allowed orbits are getting 
closer and closer together, one can thus approximate a derivative of a quantity 
with respect to an action variable by subtracting that quantity’s value at the 
Nth orbit from its value at the (N + 1)th orbit and dividing the result by h.
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With these three substitutions, the classical dispersion formula Kra- 
mers had derived turned into a quantum formula. Because of the third sub-
stitution, this formula is the difference of two terms. Both have the same 
structure as Ladenburg’s formula. As long as electrons only jump to and from 
their ground state, Kramers’s formula reduces to Ladenburg’s. Kramers’s for-
mula, however, applies to all possible transitions between orbits. Its con-
struction guarantees that it merges with the well- tested classical formula in 
the limit of high quantum numbers. It still required a leap of faith that the 
formula would continue to hold all the way down to the smallest quantum 
numbers, but its agreement with Ladenburg’s formula for the ground state 
was reassuring on that score. In hindsight, Kramers’s faith in his formula 
was well placed. It carries over completely intact to modern quantum me-
chanics and has been fully confirmed experimentally.

The Kramers dispersion formula was incorporated into a short- lived but 
influential quantum theory of radiation proposed by Bohr, Kramers, and 
Slater (1924) and known as the BKS theory. John C. Slater was an American 
postdoc visiting Copenhagen at the time. The substitute oscillators intro-
duced by Ladenburg and Reiche (1923) return in the BKS theory under the 
name virtual oscillators. The BKS theory thus introduces a dual representa-
tion of atoms. To the set of orbits of Bohr’s original theory, the BKS theory 
adds— to use a term introduced by another early quantum theorist, Alfred 
Landé (1926, 456)— an orchestra of virtual oscillators associated with every 
possible transition between those orbits. All information about observable 
quantities— that is, frequencies and intensities of spectral lines, is contained 
in the latter. The Kramers dispersion formula nicely illustrates this: it only 
contains quantities referring to transitions between orbits and makes no ref-
erence whatsoever anymore to individual orbits.

After the examples given in the first three case studies in this section, I 
trust that the reader will have no trouble seeing in the sequence of dispersion 
theories outlined above (Sellmeier, Helmholtz- Lorentz- Drude, Ladenburg-
Reiche, Kramers) how the later theory was scaffolded by the earlier one. But 
how did the Kramers dispersion formula (partly) scaffold Heisenberg’s 
Umdeutung paper? As sketched above, Kramers derived his quantum dis-
persion formula in two steps. First, he derived a formula in classical me-
chanics. Then he used the correspondence principle to translate the result 
into a quantum formula. The fundamental idea of Umdeutung is to use the 
correspondence principle to translate the input rather than the output of 
such classical derivations and do the entire derivation in terms of the new 
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quantum language. This strategy is not limited to the derivation of a for-
mula for dispersion. Heisenberg realized that it could serve as a new frame-
work for all of physics. A little more concretely, the basic idea is to take 
positions and momenta, the fundamental variables of classical mechanics, 
in terms of which Kramers had derived his classical dispersion formula, 
translate them according to “the scheme of the dispersion theory,” as 
Heisenberg himself put it in an interview for the Archive for the History of 
Quantum Physics (AHQP) in the early 1960s (cf. note 8),46 into quantum 
variables and calculate with those new variables on the assumption that they 
satisfy the same laws as their classical counterparts. Hence, the term Umdeu-
tung: rather than repealing the laws of classical mechanics, Heisenberg 
sought to reinterpret them.47

In Heisenberg’s Umdeutung or reinterpretation scheme, quantities asso-
ciated with a single orbit get replaced by quantities associated with a transi-
tion between two orbits. Electron orbits are eliminated altogether. Heisenberg 
formulated his theory entirely in terms of transition quantities without an-
swering the obvious question “transitions between what?” These transition 
quantities have two indices, referring to an initial and a final state, but 
Heisenberg had nothing whatsoever to say about the nature of those states. 
Multiplication of his two- index objects, Heisenberg found, is noncommuta-
tive: A × B ≠ B × A. In their elaboration of Heisenberg’s Umdeutung paper, 
Born and his former student Pascual Jordan identified these two- index 
objects as matrices, their rows and columns labeled by Heisenberg’s two 
indices (Born and Jordan 1925). This showed that Heisenberg’s strange non-
commutative multiplication rule is nothing but the standard multiplication 
rule for matrices.48

The relation between arch and scaffold in this example is a combination 
of those encountered in the relativity examples. First, the way in which 
Heisenberg, with help from Born and Jordan, generalized Kramers’s theory 
for a specific phenomenon (dispersion) to a new framework for all of phys-
ics (matrix mechanics) is reminiscent of the way in which Laue generalized 
Abraham’s electromagnetic mechanics to a new framework for all of phys-
ics (relativistic continuum mechanics). Second, the way in which Heisenberg 
replaced classical quantities by two- index objects soon to be recognized as 
matrices while keeping the structure of classical mechanics intact is remi-
niscent of the way in which Einstein replaced the definition of the gravita-
tional field in the Entwurf theory by a new definition while keeping the 
formalism developed for the Entwurf field equations intact.
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The example also illustrates an element of the arch- and- scaffold meta-
phor identified in Figure 4.1 that we did not encounter in the relativity exam-
ples. Kramers built his quantum formula and Heisenberg built his quantum 
theory on the foundation— the tas- de- charge in terms of Figure 4.1— of 
classical mechanics. The instrument they used to erect their quantum con-
structions, the windlass in terms of Figure 4.1, was the correspondence 
principle, in the specific guise of the three substitutions listed above.

As part of his Umdeutung project, Heisenberg also had to bring the 
quantization conditions of the old quantum theory, formulated in terms 
of individual orbits, into his new framework. Translating these condi-
tions according to the “scheme of the dispersion theory” (as he put it in 
his AHQP interview), Heisenberg arrived at a corollary of the Kramers 
dispersion formula found independently by Werner Kuhn (1925) and 
Willy Thomas (1925; see also Reiche and Thomas 1925). This Thomas- 
Kuhn sum rule served as the quantization condition in the Umdeutung 
paper. It thus has nothing to do with Thomas S. Kuhn, who is the only 
one I know who refers to it as the Kuhn- Thomas sum rule (Duncan and 
Janssen 2007, 594). Born and Jordan (1925) showed that this sum rule can 
be rewritten as

 q̂ j  p̂ j − p̂ j  ̂qj = i–h  (6)

(j = 1, 2, 3), where q̂ j and p̂ j are the components of position and momentum 
(with the “hats” to indicate that these quantities are not numbers but ma-
trices), i is the imaginary unit, and –h is Planck’s constant divided by 2π 
(Duncan and Janssen 2007, 659– 60). Equation (6) gives the diagonal ele-
ments (j = k) of

 q̂ j  p̂k − p̂k q̂ j = i–hδ jk  (7)

(j, k = 1, 2, 3; δjk = 1 for j = k, and δjk = 0 for j ≠ k), the familiar commutation 
relations for position and momentum that serve as the basic quantization 
conditions in matrix mechanics.

As in the case of the November 1915 papers in which Einstein first pre-
sented the Einstein field equations, the Umdeutung paper, the harbinger of 
matrix mechanics, still showed clear traces of the scaffold on which it was 
built. Heisenberg’s two- index objects satisfying a peculiar noncommutative 
multiplication rule are still somewhere in between the transition amplitudes 
and transition frequencies of the Kramers dispersion formula and the matrices 
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introduced by Born and Jordan. The Thomas- Kuhn sum rule, the quantiza-
tion condition of the Umdeutung paper, comes straight out of dispersion theory.

Most importantly, perhaps, the notion of a virtual oscillator that Bohr, 
Kramers, and Slater (1924) had taken over from Ladenburg and Reiche (1923) 
served as a placeholder until a more satisfactory way had been found to rep-
resent the states that the systems studied in matrix mechanics were transi-
tioning between. New and better representations would soon be provided, 
be it Schrödinger’s wave functions or von Neumann’s vectors in Hilbert space 
(see the next case study). Virtual oscillators could now be identified either as 
Fourier components of a wave function (Duncan and Janssen 2007, 617) or 
as matrix elements of position (Casimir 1973, 492). However, in their follow- up 
to the Umdeutung paper, written before these contributions by Schrödinger 
and von Neumann, Born and Jordan (1925, 884) still talked about “substi-
tute oscillators,” Ladenburg and Reiche’s original term for virtual oscillators. 
Although today it is used in connection with the BKS theory, Landé (1926) 
actually introduced his “orchestra of virtual oscillators” to describe matrix 
mechanics. At least one popular book continued to use closely related 
imagery— a “band” (Kapelle) of “assistant musicians” (Hilfsmusiker)—to ex-
plain matrix mechanics to a lay audience long after the concept of a quantum 
state had been incorporated into it (Zimmer 1934, 161– 62; quoted in Duncan 
and Janssen 2007, 616).

In Duncan and Janssen (2007), we already indicated how to tell this story 
backward in time. Our starting point was exactly the kind of wonder one 
experiences upon first seeing an improbable architectural structure. One of 
those left wondering how Heisenberg built his arch is particle physicist and 
Nobel laureate Steven Weinberg. Talking about the Umdeutung paper in 
Dreams of a Final Theory, he wrote:

If the reader is mystified at what Heisenberg was doing, he or she is not alone. 
I have tried several times to read the paper that Heisenberg wrote on return-
ing from Helgoland [where he had gone to seek relief from an attack of hay 
fever], and, although I think I understand quantum mechanics, I have never 
understood Heisenberg’s motivations for the mathematical steps in his 
 paper. (Weinberg [1992] 1994, 67; cf. Duncan and Janssen 2007, 559)

This same quote is used to motivate at least two other studies of the Umdeu-
tung paper (Aitchison, MacManus, and Snyder 2004; Blum et al. 2017). This 
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underscores the point I made in section III that the arch- and- scaffold meta-
phor, far from compounding the historiographical sin of Whiggishness, can 
be seen as an attempt to legitimize a common and benign form of it, even if 
one has to remain vigilant (see note 43).

How von Neumann’s Hilbert- Space Formalism Was Scaffolded  
by the Dirac- Jordan Statistical Transformation Theory49

Quantum theory developed rapidly in the years 1925– 1927. By the middle 
of 1926, four different versions were in circulation: the Göttingen matrix me-
chanics of Heisenberg, Born, and Jordan; the wave mechanics of Austria’s 
Erwin Schrödinger; the q- number theory of Cambridge’s Paul Dirac; and, 
though more problematic and less influential than the other three, the op-
erator calculus of Born and the American mathematician Norbert Wiener. 
Schrödinger (1926) had shown that wave mechanics and matrix mechanics 
always give the same empirical predictions. Born (1926a, 1926b) had shown 
that Schrödinger’s wave functions call for a probabilistic interpretation. A 
general formalism tying the four different versions together, however, had 
yet to be found. Then, in late 1926, independently of one another, Jordan 
(1927a) and Dirac (1927) submitted papers proposing essentially the same 
overarching formalism along with its probabilistic interpretation. It became 
known as the Dirac- Jordan statistical transformation theory, or transforma-
tion theory for short. I focus here on Jordan’s formulation, though I will bor-
row some of Dirac’s vastly superior notation. For a comparison of Jordan’s 
approach to Dirac’s— widely disseminated through his influential textbook 
on quantum mechanics (Dirac 1930)— see Duncan and Janssen (2013, 185– 90).

Statistical transformation theory can be seen as an arch built on a scaf-
fold constructed out of the four related yet different theories it unified. The 
arch that Heisenberg (1925) had built on the scaffold of the Kramers disper-
sion formula (see the preceding case study) thus became part of the scaffold 
on which Jordan (1927a, 1927b) and Dirac (1927) erected their arch. Within 
a few months, the Hungarian polymath John von Neumann (1927a, 1927b, 
1927c) would use Jordan and Dirac’s arch as a scaffold to build an arch of his 
own, his Hilbert- space formalism for quantum mechanics, although one 
could also say, in the spirit of Hilbert and Young (see section II), that von 
Neumann produced a scaffold to prop up Jordan’s arch. Like Dirac’s paper, 
von Neumann’s papers were later expanded into a book (von Neumann 1932).

I will not even attempt to characterize the relation between arch and scaf-
fold in the transition from the four early versions of quantum theory to 
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transformation theory, other than to say that it is considerably more com-
plicated than in the examples analyzed so far. It will be difficult enough to 
decide which formalism played the role of the arch and which that of the scaf-
fold in the transition from Jordan’s version of transformation theory to von 
Neumann’s Hilbert- space formalism. Either way, it is a challenge to precisely 
characterize the relation between these two formalisms.

As mentioned in the introduction, another important difference between 
this case study and the other four in this section is that in the transition from 
matrix and wave mechanics to transformation theory as well as in the sub-
sequent transition from transformation theory to Hilbert space, the scaffold 
was not dismantled once the arch had been built. Elements of all four of these 
formalisms continue to be used to this day. While many philosophers of 
quantum mechanics use vectors in Hilbert space, quantum chemists for the 
most part get by with Schrödinger wave functions. This is true both in re-
search and in teaching. In introductory physics courses, quantum mechan-
ics is typically presented in the guise of wave mechanics, while for some 
problems techniques from matrix mechanics are used (e.g., raising and low-
ering operators to find the energy spectrum of a simple harmonic oscilla-
tor). More advanced courses typically present a blend of von Neumann’s 
Hilbert- space formalism and Dirac’s version of transformation theory. As we 
will see, this blend depends, for its mathematically cogent formulation, on 
advances made long after the period under consideration here, the late 1920s, 
to which I now return.

Jordan’s new foundation for quantum theory. The new foundation 
(Neue Begründung) of quantum theory that Jordan (1927a) announced in the 
title of his paper is based on two fundamental ideas. First, quantum mechan-
ics is ultimately a theory about conditional probabilities Pr( !A= a| !B= b) that 
some physical (i.e., observable or measurable) quantity !A has the value a 
given that another physical quantity !B has the value b (the tildes indicate 
that these physical quantities are quantum variables; q- numbers in Dirac’s 
terminology). Second, such conditional probabilities are given by the abso-
lute square of corresponding complex probability amplitudes, ϕ (a, b). I use 
the notation of Duncan and Janssen (2013), which follows Dirac rather than 
Jordan, whose notation is a veritable nightmare.50

Examples of probability amplitudes are the familiar energy eigenfunc-
tions ψn (x) of Schrödinger’s wave mechanics, where n refers to the eigenvalue 
En and where, for convenience, we restrict ourselves to one- dimensional 



144 Michel Janssen

problems. The absolute square of this function, | ψn (x) |2 = ψn (x)* ψn (x) 
(where the star denotes complex conjugation), multiplied by the infinitesimal 
distance dx, gives the probability that the position !x of the system is some-
where in the narrow interval (x, x + dx) given that its energy !E is equal to En:

 Pr( !x∈(x , x +dx)| !E = En )= |ψ n(x)|2 dx.  (8)

Though eventually named after Born (1926a, 1926b), the probabilistic inter-
pretation of ψn (x) in this particular form is due to Wolfgang Pauli, a quantum 
theorist of the same generation as Heisenberg and Jordan, who was in close 
contact with all three founders of matrix mechanics and made several key con-
tributions himself (Duncan and Janssen 2013, 182– 83). Jordan (and Dirac) gen-
eralized Equation (8) for position and energy to arbitrary quantities !A and !B:

 Pr( !A∈(a,a+da)| !B= b)= |ϕ(a,b)|2 da. (9)

In Jordan’s formalism, the energy eigenfunction ψn (x) thus becomes the 
probability amplitude ϕ (x, En).

In Jordan’s first paper on his new formalism, only quantities with con-
tinuous spectra are considered. When, in a second paper, Jordan (1927b) tried 
to generalize his formalism to quantities with wholly or partly discrete 
spectra (such as, typically, the energy), he ran into serious difficulties, which 
mercilessly exposed the limitations of his approach.

Jordan’s approach, reflecting his mathematical training in Göttingen, was 
axiomatic (Lacki 2000). He started from a set of postulates for his probabil-
ity amplitudes and then looked for a realization of these postulates. As Hil-
bert, von Neumann, and Lothar Nordheim, one of Hilbert’s assistants at the 
time, put it in a joint paper on Jordan’s new formalism:

One imposes certain physical requirements on these probabilities, which are 
suggested by earlier experience and developments, and the satisfaction of 
which calls for certain relations between the probabilities. Secondly, one 
searches for a simple analytical apparatus in which quantities occur that sat-
isfy these relations exactly. (Hilbert, von Neumann, and Nordheim 1928, 2– 3; 
cf. Lacki 2000, 296)

The number of Jordan’s postulates in various expositions of his formalism 
fluctuates between two and six (Duncan and Janssen 2013, 199). I will use a 
version here based on three postulates.
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Jordan’s postulates. The first postulate gives the probability amplitude 
for the basic variables, a generalized coordinate !q and its conjugate momen-
tum !p (again, we will restrict ourselves to one- dimensional problems):

 ϕ(p,q)= e−ipq/–h.  (10)

This postulate takes the place of the commutation relations in Equation (7) 
for position and momentum as the basic quantization condition in Jordan’s 
formalism. Since | ϕ (p, q) |2 = 1, he concluded (ignoring the issue of how to 
normalize his probabilities) that “for a given value of [ !q] all possible values 
of [ !p] are equiprobable” (Jordan 1927a, 814). Jordan’s formalism thus con-
tains the kernel of the uncertainty principle, which Heisenberg (1927), 
drawing on Jordan’s work, would publish later that year.

The second postulate says that the amplitude ϕ (b, a) is the complex con-
jugate of the amplitude ϕ (a, b):

 ϕ (b, a) = ϕ (a, b)*. (11)

For example, ϕ(q, p)=ϕ(p,q)*= eipq/–h , from which it follows that for a given 
value of !p all values of !q are equiprobable.

The basic amplitude in Equation (10) trivially satisfies the following pair 
of differential equations:
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(12)

Jordan thought that Equations (10)– (12) sufficed to find the probability am-
plitudes for any pair of quantities !A and !B related to !q and !p by a so- called 
canonical transformation.

Canonical transformations belong to the bag of tricks the old quantum 
theory had borrowed from celestial mechanics. Closely related techniques 
were central to the derivation of the Kramers dispersion formula (see the 
preceding case study). Born, Heisenberg, and Jordan (1926) had imported 
canonical transformations into matrix mechanics in their famous Dreimän-
nerarbeit. Before he worked out his new foundation for quantum mechan-
ics, Jordan (1926a, 1926b) had published two papers on how to implement 
canonical transformations in matrix mechanics (Lacki 2004; Duncan and 
Janssen 2009). Asked about the use of canonical transformations in the 
Dreimännerarbeit in an interview for the AHQP (cf. note 8) in the early 
1960s, Jordan said:
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Canonical transformations in the sense of Hamilton- Jacobi [theory in celes-
tial mechanics] were . . . our daily bread in the preceding years, so to tie in 
the new results with those as closely as possible— that was something very 
natural for us to try. (Duncan and Janssen 2009, 355)

Canonical transformations, however, proved ill- suited to the task Jordan 
assigned to them in his new formalism. They are both too restrictive and too 
permissive for his purposes. They are too restrictive because quantities re-
lated by a canonical transformation always have the same spectrum (Dun-
can and Janssen 2013, 216). A canonical transformation can thus never take 
us from a quantity with a continuous spectrum to a quantity with a (partly) 
discrete spectrum. As Jordan (1927b) eventually had to concede, this means 
that there is no canonical transformation that takes us from the basic am-
plitude ϕ (p, q) satisfying the pair of differential equations (12) to the new 
amplitude ϕ (x, En) = ψn (x) satisfying a transformed version of this pair of 
differential equations, one of which would have to be equivalent to the 
time- independent Schrödinger equation.

Canonical transformations are also too permissive. Jordan’s realization 
of his postulates turned on identifying probability amplitudes with quan-
tities characterizing associated canonical transformations. Unfortunately, 
as we will see, there are many canonical transformations giving probabil-
ity amplitudes that do not satisfy Equation (11), Jordan’s second postulate. 
Jordan thus had to artificially restrict the class of allowed canonical trans-
formations.51 In hindsight, we can see that Jordan was stretching the clas-
sical formalism beyond its breaking point in trying to make it work for his 
new quantum formalism (Duncan and Janssen 2013, 188– 91, 253– 54).

Jordan’s third postulate, to which we now turn, also has its share of prob-
lems, though these are not fatal to his project. This postulate is about how to 
combine probability amplitudes for different pairs of quantities. It states that 
in quantum mechanics the usual rules of probability theory, the addition rule 
for the disjunction and the multiplication rule for the conjunction of two out-
comes, apply to the probability amplitudes rather than to the probabilities 
themselves. Following Born and Pauli, Jordan (1927a, 812) called this the “in-
terference of probabilities.”

The famous double- slit experiment illustrates that this is a sensible name. 
Let ϕ1 be the amplitude for the conditional probability that an electron 
strikes a screen at position x given that it went through the first slit. Let ϕ2 
be the amplitude that the electron strikes at x given that it went through the 
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second slit. According to Jordan’s addition rule for probability amplitudes, 
the probability of the electron striking at x if it could have gone through ei-
ther slit is then given by

 |ϕ1 +ϕ2 |2= (ϕ1+ϕ2 )(ϕ1+ϕ2 )* = |ϕ1 |2+ |ϕ2 |2+ϕ1ϕ2*+ϕ2ϕ1*.  (13)

The first two terms in the final expression give the probability that the electron 
strikes the screen at x if it went through one of the slits. The last two terms give 
the interference effects if the electron could have gone through both.

In the paper introducing the uncertainty principle, Heisenberg (1927) 
took Jordan to task for his third postulate, arguing that the laws of proba-
bility are what they are independently of the laws of physics. Even quan-
tum mechanics cannot change them. While most modern commentators 
would agree with this criticism, it does not affect Jordan’s formalism. Jor-
dan only used his dubious new quantum probability laws to derive two 
conditions, which in the further elaboration of the formalism took over 
the role of those new probability laws as the third postulate. These two 
conditions are eminently reasonable whether or not one accepts Jordan’s 
derivation of them. They both continue to hold in modern quantum me-
chanics.

The first of these two conditions says that the probability amplitudes 
ϕ (a, b), ϕ (b, c), and ϕ (a, c) involving the physical quantities !A, !B, and !C 
should satisfy the relation

 ϕ(a, c)= db ϕ(a,b) ϕ(b, c).∫  (14)

In the example of the double- slit experiment, !A is the position where the 
electrons hit the screen (with a continuum of values a), !C is the position of 
the source of the electrons (with some fixed value c), and !B is the position 
of the slits (with two possible values b1 and b2). The integral in Equation (14) 
then reduces to a sum of two terms,

ϕ (a, c) = ϕ (a, b1) ϕ (b1, c) + ϕ (a, b2) ϕ (b2, c).

These two terms are more explicit expressions for the amplitudes ϕ1 and ϕ2 
in Equation (13) (Duncan and Janssen 2013, 186– 87n38).

The second of the two conditions effectively serving as Jordan’s third pos-
tulate says that if !A= !C in Equation (14), it should be the case that

 ϕ(a, ′a )= db ϕ(a,b) ϕ(b, ′a )=δ (a− ′a ),∫  (15)
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where δ (x) is defined as “vanishing everywhere except at x = 0 where it is 
infinite.” I put this definition in scare quotes to flag its gross mathematical 
sloppiness. Dirac (1927) introduced this notorious delta function in his ver-
sion of transformation theory. Jordan used it implicitly. Equation (15) ex-
presses the obvious requirement that the probability of finding the value a 
for a quantity !A given the value a′ for that same quantity should be zero un-
less those two values are the same.

If !A has a fully discrete spectrum, its possible values can be labeled with 
a discrete index, and the requirement (15) can be formulated in mathemati-
cally unobjectionable fashion as:

ϕ(ai ,aj )= db ϕ(ai ,b)ϕ(b,aj )=δ ij .∫
If !A has a fully continuous spectrum, the Kronecker delta δij (see Equation (7) 
for its definition) has to be replaced by the Dirac delta function.

A realization of Jordan’s postulates using canonical trans-
formations. Jordan’s three postulates boil down to the requirement that 
his probability  amplitudes satisfy the relations (10), (11), (14), and (15). All 
that is left to do at this point is to find a mathematical representation of 
these probability amplitudes such that these four relations are guaranteed 
to hold (see the description of Jordan’s approach by Hilbert, von Neumann, 
and Nordheim above). Jordan does not tell us how he arrived at this repre-
sentation. He just states his choice and shows that with that choice his pos-
tulates are satisfied. Jordan’s choice, however, is a natural one.

Consider the familiar result that an energy eigenfunction ψn (p) in mo-
mentum space is the Fourier transform of that energy eigenfunction ψn (q) 
in position space:

 ψ n(p)= dq e−ipq/–h ψ n(q).∫  (16)

Using notation introduced by Dirac (1927), we can write this transforma-
tion of ψn from q- space to p- space as

 ψ n(p)= dq (p/q) ψ n(q).∫  (17)

If p and q were discrete indices, the integral would turn into a sum, and the 
equation would express that a vector with components ψn (p) is equal to the 
product of a matrix with components (p/q), where p labels rows and q labels 
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columns, and a vector with components ψn (q). Equation (17) can be seen as 
the generalization of this relation to a situation in which p and q are con-
tinuous variables. Neither Jordan nor Dirac was overly concerned with the 
mathematical niceties of this generalization.

Comparison between Equations (16)– (17) and Equation (10) suggests that 
the basic probability amplitude for momentum and position be identified 
with the “matrix” (more accurately: the integral kernel) for the transforma-
tion from position space to momentum space:

 ϕ(p, q)= (p/q)= e−ipq/–h .  (18)

This in turn suggests that the probability amplitude for an arbitrary pair of 
physical quantities !A and !B be identified with the “matrix” for the transfor-
mation from b- space to a- space,

 ϕ (a, b) = (a/b). (19)

This, of course, is why the Dirac- Jordan formalism is called statistical trans-
formation theory.

Equation (18) shows that the first postulate (i.e., Equation (10)) is 
satisfied. As long as the transformation “matrix” (a/b) is unitary— which 
means that its inverse (a/b)−1 = (b/a) is given by its complex conjugate 
(a/b)*— the second postulate (i.e., Equation (11)) is also satisfied. Alas, not 
all canonical transformations are unitary, which is why Jordan some-
what artificially had to restrict the class of allowed transformations (see 
note 51).

Substituting ψn (p) = ϕ (p, En) = (p/En), ψn (q) = ϕ (q, En) = (q/En) and e−ipq/–h = (p/q) 
e−ipq/–h = (p/q) into Equation (16), we arrive at

 (p/En )= dq (p/q)(q/En ).∫  (20)

This shows that Equation (14), one of the two conditions effectively play-
ing the role of Jordan’s third postulate, is satisfied in the special case that 
the quantities !A, !B, and !C  are !p, !q, and !E, respectively. To show that this is 
true for any triplet of quantities, consider some eigenfunction ψ of the en-
ergy or some other quantity. Its transformation from c- space to a- space is 
given by

 ψ (a)= dc  (a/c) ψ (c).∫  (21)
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Its transformation from c- space to a- space via b- space is given by

 

ψ (a)= db (a/b) ψ (b)∫
= db (a/b) dc (b/c) ψ (c)∫( )∫
= dc db (a/b) (b/c)∫( )ψ c( ).∫  

(22)

Comparison of these two transformations shows that (a/c) in Equation (21) 
is equal to the expression in large parentheses in the last line of Equation (22). 
This is just as it should be according to Equation (14) (Duncan and Janssen 
2013, 185).

To verify that Equation (15), the other half of Jordan’s third postulate, is 
also satisfied, compare the final expression for ψ (a) in Equation (22) for 
c = a′ to

 ψ a( )= d ′a  δ (a− ′a ) ψ ( ′a ),∫  (23)

which holds on the basis of the defining equation for the delta function (i.e., 
for any function f (x), ∫d ′x  δ (x − ′x ) f ( ′x )= f (x)). This comparison shows that

 db (a/b)(b/ ′a )=δ (a− ′a ),∫  (24)

in accordance with Equation (15).

A realization of Jordan’s postulates using Hilbert space. In the 
first installment of a trilogy of papers that would provide the backbone of 
his famous 1932 book, von Neumann (1927a) introduced the Hilbert- space 
formalism of quantum mechanics. With the help of a modern version of 
this formalism, a new realization of Jordan’s postulates can be given. In this 
new realization, integral kernels of canonical transformations, which Jordan 
used to represent his probability amplitudes, are replaced by “inner prod-
ucts” of “vectors” in Hilbert space. I use scare quotes to indicate that the 
justification for treating the relevant quantities as vectors and inner prod-
ucts of vectors turns on results in mathematics only found much later, in 
particular the theory of distributions and the theory of rigged Hilbert 
space, both developed in the 1950s. These developments are beyond the level 
of this paper— and beyond my command of mathematics. They nicely illus-
trate the point William Young (1926) made in his presidential address to 
the London Mathematical Society (see section II). Sometimes more sophis-
ticated mathematics can be used to shore up more basic mathematics. Once 
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that has been done, one can use the latter without worrying about the for-
mer. A modern student of quantum mechanics will hardly ever go wrong 
envisioning elements in Hilbert space as vectors in a finite- dimensional 
vector space. This section is written in that spirit. From now on, I will talk 
about vectors and inner products without using scare quotes, even though I 
will remind the reader at several junctures of the mathematical difficulties 
lurking just below the surface. With that preamble, let me introduce the 
Hilbert- space formalism and sketch how it can be used to construct a real-
ization of Jordan’s postulates.

In the Hilbert- space formalism, physical quantities, !A, are represented 
by certain linear operators mapping vectors onto other vectors in a complex, 
infinite- dimensional vector space known as Hilbert space: Â : | f 〉→ | g 〉  
(a  “hat” denotes an operator; | 〉 is the standard modern notation, due to 
Dirac, for a vector in Hilbert space). That Â is linear means that

 Â λ  | f1〉+µ | f2 〉( )= λ  Â | f1〉+µ Â | f2 〉  (25)

for any vectors | f1〉 and | f2〉 and any complex numbers λ and μ. If a vector 
|a〉 satisfies

 Â |a〉 = a |a〉,  (26)

it is called an eigenvector of Â, and the (in general, complex) number a is 
called an eigenvalue of Â. Physical quantities are represented by so- called 
self- adjoint (or Hermitian) operators. Their eigenvalues are always real num-
bers. The (infinite) set of all eigenvectors of any self- adjoint operator forms 
an orthogonal basis for Hilbert space.

The standard notation, again due to Dirac, for the inner product of two 
arbitrary vectors, | f 〉 and |g〉, in Hilbert space is 〈 f | g〉. Since this will in gen-
eral be a complex number, the order matters:

 〈 g | f 〉 = 〈 f | g 〉*. (27)

It thus makes a difference whether Â| 〉 enters an inner product 〈 | 〉 on the 
right, as a vector | 〉, or on the left, as a dual vector 〈 |. The dual vector of Â| 〉 
is 〈 |Â† , where Â† is called the adjoint of Â. For self- adjoint operators, Â†= Â.

The energy !E is represented by a self- adjoint operator Ê with normal-
ized eigenvectors |En〉 and eigenvalues En. The position !x is likewise repre-
sented by a self- adjoint operator x̂ with normalized eigenvectors |x〉 and 
eigenvalues x. The normalization is mathematically more problematic in the 
case of continuous spectra than in the case of discrete spectra. For systems 
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with a fully discrete energy spectrum, for instance, we can simply use the 
Kronecker delta: 〈Eni |Enj

〉 =δ ij. For quantities such as position with fully 
continuous spectra, we need the Dirac delta function: 〈x | x′ 〉 = δ (x − x′). 
The inner products 〈x | En〉 of these normalized eigenvectors give the famil-
iar energy eigenfunctions ψn (x) of wave mechanics. As we saw above (cf. 
Equations (8)– (9)), these are also the probability amplitudes ϕ (x, En).

This is true in general. Jordan’s three postulates are satisfied if the prob-
ability amplitude ϕ (a, b) for any pair of physical quantities !A and !B is set 
equal to the inner product 〈a | b〉 of the normalized eigenvectors |a〉 and |b〉 
of the corresponding self- adjoint operators Â and B̂.

It will be instructive to explicitly verify this for Jordan’s second and third 
postulates. The second postulate (i.e., Equation (11)) follows directly from the 
definition of the inner product in Hilbert space: ϕ (b, a) = ϕ (a, b)* because 
〈b | a〉 = 〈a | b〉* (see Equation (27)). There is no need for the kind of restric-
tions on 〈a | b〉 that Jordan had to impose on (a/b).

The third postulate (i.e., Equations (14)– (15)) holds by virtue of a 
key result of von Neumann’s Hilbert- space formalism, his famous spec-
tral theorem for self- adjoint operators. We need not worry about the 
proof of this theorem, but we do need to understand at least roughly what 
it says.

Consider a discrete orthonormal basis {|ei〉} (with 〈ei | ej〉 = δij) in a finite 
dimensional complex vector space. Any vector | f 〉 in that space can be writ-
ten in terms of its components with respect to this basis:

 | f 〉 = ∑
i=1

N
|ei 〉 〈ei| f 〉.  (28)

The complex number 〈ei | f 〉 gives the component of | f 〉 in the direction of 
|ei〉. Equation (28) can also be parsed in a different way. We can identify the 
expression |ei〉 〈ei| as a projection operator,

 P̂ei=|ei 〉 〈ei|,  (29)

that maps any vector | f 〉 onto the part of | f 〉 in the direction of |ei〉 (P̂ei
 is a 

self- adjoint operator). Equation (28) then expresses that the sum of these 
projection operators is the identity operator

 1̂= ∑
i=1

N
|ei 〉 〈ei |= ∑

i=1

N
P̂ei ,  (30)



 A rches a n d Sca ffolds 153

which maps any vector | f 〉 back onto itself. Equation (30) is called the 
resolution of unity corresponding to the orthonormal basis {|ei〉}.

Von Neumann’s spectral theorem sanctions the generalization of Equa-
tions (28)– (30) from finite- dimensional complex vector spaces to infinite- 
dimensional complex Hilbert space with both discrete and continuous 
orthonormal bases. The analogue of Equation (28) in Hilbert space with an 
orthonormal basis consisting of normalized eigenvectors |a〉 of the self- 
adjoint operator Â is

 | f 〉 = da |a〉 〈a | f 〉,∫  (31)

where the integral is to be taken over all eigenvalues of Â. Using the de-
composition of | f 〉 in Equation (31), the definition of the eigenvectors |a〉 in 
Equation (26), and the linearity of the operator Â, we can write the action 
of Â on | f 〉 as

 Â | f 〉 = da Â |a〉{ } 〈a| f∫ 〉 = da a |a〉 〈a | f 〉.∫  (32)

It follows that Â can be written as

 Â= da a |a〉 〈a |∫ = da a P̂a ,∫  (33)

where, in analogy to P̂ei in Equation (29), the projection operator P̂a is given by

 P̂a = |a〉 〈a| .  (34)

This operator maps any vector | f 〉 in Hilbert space onto the part of | f 〉 in 
the direction of |a〉. In analogy to Equation (30), the integral of P̂a over all 
eigenvalues of Â is the identity operator,

 1̂= da |a〉 〈a |∫ = da P̂a∫ .  (35)

Equation (33) gives the spectral decomposition of the self- adjoint operator 
Â. Equation (35) gives the corresponding resolution of unity.

Once the hard work of proving the spectral theorem is done, it is easy to 
show that Equations (14)– (15) (and thereby Jordan’s third postulate) are satis-
fied if probability amplitudes ϕ (a, b) are identified with inner products 
〈a | b〉. Equation (14) requires that

 〈a |c〉 = db 〈a |b〉 〈b|c〉 ,∫  (36)

where |a〉, |b〉, and |c〉 are the normalized eigenvectors of the self- adjoint op-
erators Â, B̂, and Ĉ, representing the quantities !A, !B, and !C. This relation 
holds by virtue of the resolution of unity corresponding to the spectral 
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decomposition of B̂, which allows us to rewrite the right- hand side as 
〈a |1̂|c〉 = 〈a |c〉. Equation (15) requires that

 〈a | ′a 〉 = db 〈a |b〉 〈b | ′a 〉 =δ (a− ′a ).∫  (37)

This relation holds by virtue of the spectral decomposition of B̂ and the 
normalization 〈a | a′〉 = δ (a − a′) of the eigenvectors of Â.

How von Neumann did not build his arch on Jordan’s scaffold 
and why not. The preceding two subsections suggest that we have found 
another picture- perfect example of my arch- and- scaffold metaphor in the 
history of early twentieth- century physics. The relation between arch and 
scaffold in this case is reminiscent of the general- relativity example dis-
cussed earlier. In both cases, swapping out one building block for another 
while leaving the structure built with them intact resulted in a new build-
ing exhibiting the splendor of a magnificent mathematical formalism that 
had been waiting in the wings. In the case of general relativity, the build-
ing blocks were two different definitions of the gravitational field, and the 
mathematical formalism was the differential geometry of Riemann and 
others. In this case, the building blocks are two different realizations of 
Jordan’s probability amplitudes— ϕ (a, b) = (a/b) and ϕ (a, b) = 〈a | b〉— and 
the mathematical formalism is Hilbert’s spectral theory of operators as 
generalized by von Neumann.

Historically, however, this is not how von Neumann got from the Jordan- 
Dirac transformation theory to his own Hilbert- space formalism. Even in 
the historical literature, von Neumann’s formalism is not always clearly dis-
tinguished from Dirac’s. In the classic book on the conceptual development 
of quantum mechanics mentioned in section II, for instance, Jammer (1966, 
307– 22) gave the section dealing with von Neumann (1927a, 1927b, 1932) the 
misleading title “The Statistical Transformation Theory in Hilbert Space” 
(Duncan and Janssen 2013, 193n51). This is what von Neumann had to say 
about Dirac in the preface of the book that grew out of his 1927 papers:

Dirac’s method does not meet the demands of mathematical rigor in any 
way— not even when it is reduced in the natural and cheap way to the level 
that is common in theoretical physics . . . the correct formulation is not just 
a matter of making Dirac’s method mathematically precise and explicit but 
right from the start calls for a different approach related to Hilbert’s spectral 
theory of operators. (von Neumann 1932, 2)
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Rather than using Hilbert space to provide a new realization of probability 
amplitudes, von Neumann wanted to avoid probability amplitudes alto-
gether. One of his major objections against the Dirac- Jordan formalism was 
its reliance on the Dirac delta function. This is not a well- defined function, 
and von Neumann (1927a, 2) dismissed it as simply “absurd.” He also ob-
jected to the basic probability amplitude ϕ (p,q)= e−ipq/!  for position and mo-
mentum introduced by both Dirac and Jordan (with the latter even elevating 
it to the status of a postulate; see Equation (10)). Although this is at least a 
well- defined function, the integral of its absolute square diverges. That means 
that it is not an element of the space of square- integrable functions, which is 
one instantiation of Hilbert space.

As mentioned above, the mathematics needed to solve these problems 
(the theory of distributions and the theory of rigged Hilbert space) was not 
developed until the 1950s. Using these new tools, we can replace transforma-
tion “matrices” (a/b) by “inner products” 〈a|b〉 in a mathematically rigorous 
way. So, contrary to what von Neumann believed in 1927 and 1932, it is pos-
sible to make “Dirac’s method mathematically precise and explicit.” I already 
alluded to the continued use of the resulting formalism, blending elements of 
Dirac and von Neumann, in more advanced courses on quantum mechanics, 
although textbook writers and instructors typically (and understandably!) 
only gesture at the mathematics needed for its rigorous formulation.

Given the familiarity of this formalism, modern readers may be tempted 
to read it back into Dirac’s original paper of 1927 on transformation theory— 
that is, to read his “brackets” (a/b) as inner products 〈a|b〉 and then break 
those up into “bra”- s 〈a| and “ket”- s |b〉, the now familiar names, due to Dirac, 
for vectors (kets) and their duals (bras) in Hilbert space. Although Dirac (1930) 
made use of the Hilbert- space formalism in his book, it was only in 1939 that 
he himself first split “brackets” into “bras” and “kets” (Borrelli 2010).

How von Neumann did introduce his formalism in response to 
Jordan’s. There is no doubt that von Neumann introduced his Hilbert- 
space formalism in response especially to Jordan’s version of the Dirac- 
Jordan statistical transformation theory. What is not clear, as I mentioned at 
the beginning of this section, is whether von Neumann’s formalism is best 
understood as an arch built on top of the scaffold provided by Jordan’s for-
malism or as a scaffold built to support Jordan’s mathematically unsound 
arch. I will return to this ambiguity at the end of this section, after I have 
gone over the steps actually taken by von Neumann in 1927.
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I already mentioned the paper on Jordan’s formalism by Hilbert, von 
Neumann, and Nordheim (1928), submitted in April 1927 but published only 
the following year. The authors emphasized the mathematical problems with 
Jordan’s formalism and referred to a forthcoming paper by von Neumann 
that would address them. Rather than confronting these problems head- on, 
however, von Neumann (1927a) avoided them by deviating from Jordan’s ap-
proach almost from the start. He only took over the two basic ideas on 
which Jordan had built his formalism: first, that quantum mechanics is a 
theory about conditional probabilities; second, that these probabilities satisfy 
some peculiar rules.

As Hilbert and his coauthors had written approvingly about Jordan’s 
third postulate, “axiom IV” in their exposition:

This requirement is obviously analogous to the addition and multiplication 
theorems of ordinary probability calculus, except that in this case they hold 
for the amplitudes rather than for the probabilities themselves. (Hilbert, von 
Neumann, and Nordheim 1928, 5)

In his own paper, von Neumann reiterated that, in Jordan’s formalism,

the multiplication law of probabilities does not hold in general (what does 
hold is a weaker law corresponding to Jordan’s “combining of probability am-
plitudes”). (von Neumann 1927a, 46)

Instead of introducing Jordan’s probability amplitudes, however, von Neu-
mann constructed a formula for conditional probabilities out of projection op-
erators in Hilbert space— Einzeloperatoren, as he called them, or E.op.s for short. 
Using the notation for projection operators introduced in Equation (34), we 
can write von Neumann’s formula as (Duncan and Janssen 2013, 242– 44)

 Pr( !A∈ a,a+da( ) | !B= b)= Tr(P̂a  P̂b )da. (38)

where the trace Tr(Â) of any operator Â is defined with the help of an arbi-
trary discrete orthonormal basis {|ei〉} of Hilbert space:

 Tr(Â)≡ ∑
i=1

∞
〈ei | Â |ei 〉.  (39)

It is easily shown that the result does not depend on which orthonormal 
basis we use to evaluate the trace.
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Using this definition and using Equation (34) for the projection opera-
tors, we verify that Equation (38) reduces to Equation (9), Jordan’s formula 
for the same conditional probability:

 
Tr(P̂a  P̂b )da = ∑

i=1

∞
〈ei |a〉 〈a |b〉 〈b |ei 〉 da

= ∑
i=1

∞
〈b |ei 〉 〈ei |a〉 〈a |b〉 da = |〈a |b〉 |2 da.

 
(40)

In the last step we used that ∑i |ei 〉 〈ei | is the identity operator and that 
〈b | a〉 〈a | b〉 = 〈a | b〉* 〈a | b〉 = |〈a | b〉|2. It is important to note, however, that the 
projection operators were the fundamental quantities for von Neumann. 
Expressing them in terms of “bras” and “kets” reintroduces some of the 
mathematical objections that he got around by using projection operators 
instead of probability amplitudes.

Using the resolution of unity the same way as in Equation (40), 
one readily verifies that Tr(ÂB̂)= Tr(B̂Â)  for arbitrary operators Â and B̂. 
Von Neumann’s formalism thus reproduces the relation Pr( !B= b | !A= a)= Pr( !A= a | !B= b) 

Pr( !B= b | !A= a)= Pr( !A= a | !B= b) that follows directly from Jordan’s second postulate (see 
Equation (11)).

It is also easy to verify that the relation

 Tr(P̂a P̂c )= db Tr(P̂a P̂b P̂c )∫  (41)

in von Neumann’s formalism is the equivalent of Equation (14), which ex-
presses the “interference of probabilities” in Jordan’s formalism. If the pro-
jection operators are written in terms of bras and kets, the left- hand side of 
Equation (41) reduces to 〈c | a〉 〈a | c〉 (cf. Equation (40)). The right- hand side 
can similarly be written as

 db ∑
i
〈ei |a〉 〈a |b〉 〈b |c〉 〈c |ei 〉 = db 〈c |a〉 〈a |b〉 〈b |c〉∫ .∫  (42)

It follows that

 〈a |c〉 = db 〈a |b〉 〈b |c〉,∫  (43)

which is Equation (14) for Jordan’s probability amplitudes if these amplitudes 
are identified with inner products in Hilbert space (see Equation (36)). It is 
probably no coincidence that Equation (41) is nowhere to be found in von 
Neumann (1927a). Von Neumann was interested in the outcome of an ac-
tual measurement of one quantity given the outcome of a prior measurement 
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of another quantity. In the type of situation involving three quantities con-
sidered by Jordan in Equation (14), it is critical, modern quantum mechan-
ics tells us, that the quantity B̂ is not actually measured.

Getting from the formalism of Jordan (1927a) to the formalism of von 
Neumann (1927a) is clearly not as straightforward as replacing one building 
block by another. It is true that projection operators replaced probability am-
plitudes as the basic elements but, unlike the substitution of inner products 
for transformation “matrices,” this replacement was accompanied by inva-
sive structural changes in the edifice built out of these elements.

We can distinguish three layers in Jordan’s formalism: basic ideas, pos-
tulates expressing those ideas, and a realization of those postulates. Von Neu-
mann only took over the first of these layers. His paper with Hilbert and 
Nordheim, however, shows that he had carefully examined Jordan’s entire 
building. While this inspection had revealed it to be a rickety mathematical 
structure from top to bottom, it at least had given him a good idea as to what 
a general formalism for quantum mechanics would have to deliver to be 
viable as a new framework for doing physics.

Von Neumann recognized that a generalization of Hilbert’s spectral 
theory of operators was much more appropriate for the purposes of Jordan 
and Dirac than the theory of canonical transformations that they themselves 
had pressed into service. The Hilbert- space formalism thus freed quantum 
mechanics from some of the vestiges of classical mechanics that can clearly 
be recognized in transformation theory (in the original form in which Jordan 
and Dirac presented it) and its progenitors, matrix mechanics, and q- number 
theory.

We already saw that Jordan’s strong reliance on canonical transforma-
tions created a number of serious problems. Many of these are specific to Jor-
dan’s axiomatic formulation of transformation theory and do not affect 
Dirac’s formulation. In other respects, however, both Jordan and Dirac were 
handicapped by their commitment to canonical transformations. A feature 
of canonical transformations that I did not emphasize so far is that it is al-
ways a transformation from a pair of variables, some generalized coordinate 
q and its conjugate momentum p, to another such pair. As long as probabil-
ities are defined in terms of canonical transformations, all physical quanti-
ties thus need to be sorted in terms of such conjugate variables. Part of von 
Neumann’s new way of defining these same probabilities in terms of projec-
tion operators was the recognition that physical quantities can be represented 
by self- adjoint operators acting in Hilbert space. With that recognition, the 
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need to group quantities in pairs of conjugate variables evaporated: one no 
longer had to mind one’s p’s and q’s (Duncan and Janssen 2013)

Von Neumann’s Hilbert- space formalism also brought the definitive 
clarification of the relation between matrix mechanics and wave mechanics. 
The two theories correspond to different instantiations of Hilbert space. Wave 
mechanics works in the space of square- integrable complex functions; 
matrix mechanics in the space of square- summable complex sequences. 
Von Neumann (1927a) referred to theorems by Parseval, Fischer, and 
Riess— theorems mathematicians had known about for at least two 
decades— proving the isomorphism of these two infinite- dimensional com-
plex vector spaces (Duncan and Janssen 2013, 238– 39).

Von Neumann (1927a) submitted the paper in which he introduced his 
Hilbert- space formalism for quantum mechanics in May 1927. Six months 
later, he submitted another paper in which he distanced himself even fur-
ther from Jordan’s approach than he had in May. In Duncan and Janssen 
(2013, 187n39), we conjectured that this was in response to Heisenberg’s un-
certainty paper published in late March. In that paper, Heisenberg (1927) 
criticized Jordan’s idea that quantum mechanics called for a modification of 
the basic rules of probability theory. In April (in his paper with Hilbert and 
Nordheim) and in May, von Neumann had endorsed Jordan’s position (see 
the quotations above). In November, however, he unequivocally rejected it. 
One of the shortcomings of his earlier paper, he wrote, was that

the relation to the ordinary probability calculus was not sufficiently clarified: 
the validity of its basic rules (addition and multiplication law of the probabil-
ity calculus) was not sufficiently stressed. (von Neumann 1927b, 246)

The title of von Neumann’s new paper accordingly promised a new 
“probability- theoretical construction” (Wahrscheinlichkeitstheoretischer 
Aufbau) of quantum mechanics. Von Neumann was familiar with the work 
on probability theory that Richard von Mises (1928) would publish in book 
form the following year. To define the probability that a particular property 
of a system has a particular value, von Neumann, following von Mises, imag-
ined an ensemble of a large number of copies of the system and asked about 
the relative frequency with which a copy randomly drawn from this ensem-
ble would have that value for that property. He introduced the as yet unknown 
function ℰ(…) for the expectation value of a property in such ensembles. 
Assuming that properties are represented by self- adjoint operators acting in 
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Hilbert space and imposing some seemingly innocuous conditions on the 
function ℰ(…), von Neumann was able to derive a unique expression for it 
(Duncan and Janssen 2013, 247– 50; Bub 2010; Dieks 2017).

In modern terms, von Neumann’s formula for the expectation value of a 
property of a system, a property represented by some self- adjoint operator 
Â, in an ensemble of a great many copies of this system, an ensemble charac-
terized by a density operator ρ̂ , can be written as

 ℰ(Â)= Tr(ρ̂  Â). (44)

For a uniform ensemble consisting of identical copies of the system, the 
density operator, von Neumann showed, is just the projection operator P̂ψ  
onto the unit vector |ψ〉 representing the state of all members of the en-
semble. Inserting

 ρ̂uniform = P̂ψ = |ψ 〉 〈ψ |  (45)

for ρ̂ in Equation (44), we recover the more familiar expression for the ex-
pectation value of the property represented by Â in a system in the state |ψ〉,

 〈A〉ψ = Tr(|ψ 〉 〈ψ |Â)=∑
i
〈ei |ψ 〉 〈ψ | Â |ei 〉 = 〈ψ | Â |ψ 〉.  (46)

For a nonuniform ensemble, the density operator ρ̂ is a weighted sum of 
projection operators P̂ψ k

 onto unit vectors in the set {|ψk〉} representing the 
various states of the members of the ensemble:

 ρ̂nonuniform =∑
k
αk  P̂ψ k

=∑
k
αk |ψ k 〉 〈ψ k |,  (47)

where the αk’s are real numbers such that ∑kαk=1.  Inserting Equation 
(47) for ρ̂ in Equation (44), we find that the expectation value in this non-
uniform ensemble is given by

 〈A〉 ψ k{ } =∑
k
αk Tr(|ψ k 〉 〈ψ k| Â)=∑

k
αk 〈ψ k | Â |ψ k 〉.  (48)

Von Neumann’s dissatisfaction with Jordan’s uncritical introduction of 
probabilities thus led him to the important distinction between uniform and 
nonuniform ensembles or, in modern terms, between pure states and mixed 
states. Thermal states are represented by mixed states in quantum mechan-
ics. Before the end of the year, von Neumann (1927c), using his density op-
erators to describe various ensembles, published yet another paper, the final 
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installment of his 1927 trilogy, that helped lay the foundations for quantum- 
statistical mechanics.

Jordan and von Neumann: arch or scaffold? If we look at the se-
quence of general formalisms for quantum mechanics in Neue Begründung 
(Jordan 1927a, 1927b), Mathematische Begründung (von Neumann 1927a), 
and Wahrscheinlichkeitstheoretischer Aufbau (von Neumann 1927b), we can 
clearly see how important elements of the earlier formalisms were retained in 
the later ones while others were dropped (such as, for instance, the need to 
group quantities in pairs of conjugate variables). However, if we try to charac-
terize this progression in terms of arches and scaffolds, it is not clear which 
version of the metaphor we should use. Was the earlier formalism used as a 
scaffold to facilitate the construction of the arch of the later formalism, or was 
the later formalism used as a scaffold to prevent the earlier arch from collaps-
ing? We can tell the story using either version of the metaphor. The best way to 
tell it may be by mixing the two. In any event, this case calls for a loosening of 
the metaphor. No matter which formalism played the role of the scaffold and 
which one that of the arch, the fact remains that the scaffold was never taken 
down. Instead we are left with a composite of arch and scaffold.

V. the arCh- and- SCaffold Metaphor and  
eVolutIonary BIology
In the introduction to his magnum opus, The Structure of Evolutionary 
Theory, Stephen Jay Gould (2002, 1– 6) used an architectural metaphor to 
describe the development of evolutionary theory that fits nicely with the 
arch- and- scaffold metaphor, even though they work on different scales. 
Gould compared a sequence of closely related theories to a cathedral; I com-
pare pairs of adjacent terms in such a sequence to arches and scaffolds.52

Gould took his metaphor from the Scottish geologist, botanist, and pa-
leontologist Hugh Falconer. In an 1863 paper on Darwin’s theory of descent 
with modification from a common ancestor through natural selection, Fal-
coner suggested that the further development of the theory would end up 
resembling the building of the Duomo in Milan. This cathedral was built over 
several centuries and combines conflicting Gothic and baroque styles. Gould 
contrasted Falconer’s view that Darwin had laid the foundations for a build-
ing bound to be built according to plans very different from Darwin’s original 
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ones with Darwin’s own view, expressed in his response to Falconer that the 
latter would continue to govern the construction of the entire building (or, 
in Darwin’s own terms, that the whole “framework will stand,” not just the 
foundations).

In Gould’s view, the actual development of evolutionary theory has been 
much closer to what Falconer than to what Darwin expected (Grantham 
2004, 30). In other words, the way Gould saw it, contemporary evolutionary 
theory resembles the Duomo in just the way Falconer envisioned. Whittaker 
made a similar observation about the development of Maxwell’s theory of 
electromagnetism. After discussing the elaboration of Maxwell’s theory by 
J.  J. Thomson, George Francis FitzGerald, Oliver Heaviside, Poynting, and 
others, he noted: “Maxwell’s theory was now being developed in ways which 
could scarcely have been anticipated by its author. But although every year 
added something to the superstructure, the foundations remained much as 
Maxwell had laid them” (Whittaker [1951– 1954] 1987, 1:318). My first stab at 
an analysis of the development of quantum theory in terms of arches and 
scaffolds in section IV suggests that similar observations can be made about 
quantum theory.

Talking about an early stage in the development of quantum theory, 
physicist and philosopher Henry Margenau used the same building meta-
phor as Falconer: “Bohr’s atom sat like a baroque tower upon the Gothic base 
of classical electrodynamics” (Margenau 1950, 311; quoted in Lakatos 1970, 
142). Unlike Falconer, however, he considered this “a malformation in the 
theory’s architecture” (Margenau 1950, 311; quoted in Lakatos 1970, 142). In 
a lecture at Keio University in 1989, condensed- matter icon Philip W. An-
derson also compared science to a cathedral but did so to emphasize science’s 
beauty. After a brief sketch of various important contributions to physics that 
build on the 1957 paper by John Bardeen, Leon Cooper, and John Robert 
Schrieffer introducing the BCS theory of superconductivity named after 
them, Anderson (1994, 239) asked: “Where does the beauty reside?” The best 
answer he could come up with is that it resides in the network of citations 
connecting the relevant papers. He then added:

Science has the almost unique property of collectively building a beauti-
ful edifice: perhaps the best analogue is a medieval cathedral like Ely or 
 Chartres  .  .  . where many dedicated artists working with reference to 
each other’s work jointly created a complex of beauty. (Anderson 1994, 
239)
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The same metaphor has been used to describe technological developments. 
Discussing the question “who deserves the most credit for inventing the 
internet” in his bestseller The Innovators, Walter Isaacson (2014, 260)53 
quotes pioneer Paul Baran “using a beautiful image that applies to all inno-
vation”:

The process of technological development is like building a cathedral. 
Over the course of several hundred years new people come along and 
each lays down a block on top of the old foundations. (Hafner and Lyon, 
1996, 79)

Another comparison of science to a cathedral can be found in the preface of 
a book on thermodynamics by Gilbert Lewis and Merle Randall (1923). Their 
image of the cathedral of science under construction is reminiscent of the 
factory that Duhem saw in Lodge’s Modern Views of Electricity (see section 
III). Unlike Duhem, however, Lewis and Randall saw this as a good thing. 
The awe inspired by science’s cathedrals should not get in the way of its day- 
to- day business.

There are ancient cathedrals which, apart from their consecrated purpose, 
inspire solemnity and awe . . . The labor of generations of architects and ar-
tisans has been forgotten, the scaffolding erected for their toil has long since 
been removed, their mistakes have been erased, or have become hidden by 
the dust of centuries. Seeing only the perfection of the completed whole, we 
are impressed as by some superhuman agency. But sometimes we enter such 
an edifice that is still under construction; then the sound of hammers, the 
reek of tobacco, the trivial jests bandied from workman to workman, enable 
us to realize that these great structures are but the result of giving to ordi-
nary human effort a direction and a purpose.

Science has its cathedrals, built by the efforts of a few architects and of 
many workers. In these loftier monuments of scientific thought, a tradition 
has arisen whereby the friendly usages of colloquial speech give way to a 
certain severity and formality. While this may sometimes promote precise 
thinking, it more often results in the intimidation of the neophyte. There-
fore, we have attempted, while conducting the reader through the classic 
edifice of thermodynamics into the workshops where construction is now in 
progress, to temper the customary severity of the science insofar as is compat-
ible with clarity of thought. (Lewis and Randall 1923, vii)
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In the preface of his textbook on special relativity, J.  L. Synge similarly 
wrote: “My ambition has been to make [Minkowski] space- time a real work-
shop for physicists, and not a museum visited occasionally with a feeling of 
awe” (Synge [1955] 1972, vii).

After these examples of physicists comparing the development of their 
field to the building of cathedrals, I return to Gould’s discussion of Falconer’s 
use of the metaphor. After contrasting the different ways in which Darwin 
and Falconer expected the cathedral of evolutionary theory to be built, he 
noted parenthetically that

no one has suggested the third alternative, often the fate of cathedrals— 
destruction, either total or partial, followed by a new building of contrary or 
oppositional form, erected over a different foundation. (Gould 2002, 6)

As I pointed out in section II, the original Waterloo Bridge did suffer the 
fate of Gould’s third alternative, which corresponds to the metaphor Kuhn 
used in his Guggenheim application of “tearing down one habitable struc-
ture and rebuilding to a new plan.” Neither the development of evolution-
ary theory nor the development of quantum and relativity theory fits this 
metaphor.

Since I brought up evolutionary theory, the question naturally arises how 
these architectural metaphors for theory change (arches and scaffolds, build-
ing a cathedral) relate to accounts of theory change modeled on biological 
evolution. Toward the end of Structure, Kuhn ([1962] 2012) used an analogy 
“that relates the evolution of organisms to the evolution of scientific ideas,” 
albeit with the caveat that the analogy “can easily be pushed too far” (171). 
The evolutionary biology Kuhn had in mind was almost certainly the popu-
lation genetics of the Modern Synthesis, which reigned supreme in the early 
1960s (Bowler 2003, chapter 9).

The analogy between population genetics and cultural evolution is best 
known through the last chapter of Richard Dawkins’s The Selfish Gene, in 
which selection of memes, units of culture, takes the place of selection of 
genes (Dawkins 1976, chapter 11). Dawkins does not apply his model for cul-
tural evolution to science but gives no indication that it could not be applied 
there as well.

One key difference between the evolution of theories and the evolution 
of species, however, is that modifications of theories, unlike variations in 
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species that form the input for natural selection, are anything but generated 
at random. Kuhn has little to say about where new theories come from,54 
and some of what he does say might give comfort to those tempted to push 
the analogy beyond its breaking point. Consider, for instance, the follow-
ing passage in Structure: “The new paradigm, or a sufficient hint to permit 
later articulation, emerges all at once, sometimes in the middle of the 
night, in the mind of a man deeply immersed in crisis” (Kuhn [1962] 2012, 
90). Combining statements such as these with Kuhn’s emphasis on the pro-
liferation of different articulations of a paradigm in a period of crisis— 
both in general (Kuhn [1962] 2012, chapter 7) and more specifically (Kuhn 
1970, 257; “more and wilder versions of the old quantum theory than 
before”)— one may come away with the impression that modifications of 
theories, not unlike variations in species, are typically generated in great 
profusion and in no particular direction and that the way in which modifica-
tions of theories compete for acceptance by a given scientific community is 
not dissimilar to the way variations in species compete for a given eco-
logical niche.

Incidentally, in his critique of Lodge mentioned in section III, Poynting 
used the biological metaphor suggested by Kuhn toward the end of Struc-
ture to characterize the tradition of constructing mechanical models for the 
ether. Lodge, he wrote,

uses the main idea of Maxwell’s model [see Figure 4.6] but replaces Maxwell’s 
duality of magnetic wheels and electric “idle” wheels by a duality of electric 
wheels. It is, perhaps, an open question whether this is really a simplification, 
but the attempt was well worth making, for it is only by variation and natural 
selection that the mechanical model will be suited to its environment in the 
electric world. (Poynting 1893, 635)

The random proliferation of ether models in great profusion suggested by 
this analogy hardly does justice to the development of ether theory by late- 
Victorian Maxwellians. The arch- and- scaffold metaphor fits this develop-
ment much better. Lodge’s ether was scaffolded by Maxwell’s, as a superficial 
comparison of Figures 4.3 and 4.6 already suggests.

Gould was among those leading the charge against the hard- line ver-
sion of the Modern Synthesis.55 In his attack on this hardening orthodoxy, 
he used an architectural metaphor that has become more popular than the 
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one by Falconer he unearthed. Gould’s own metaphor involves the Basilica 
di San Marco in Venice rather than the Duomo in Milan (see Figure 4.7 
below). In “The Spandrels of San Marco and the Panglossian Paradigm,” 
Gould teamed up with Richard Lewontin— he who warned that the price 
of metaphor is eternal vigilance (see section II)— to offer, as they an-
nounced in the subtitle of their paper, “a critique of the adaptationist pro-
gramme.” Panglossian refers to Dr. Pangloss, Voltaire’s caricature of 
Leibniz in Candide, who sees adaptation everywhere. In the abstract, the 
authors wrote:

An adaptationist programme has dominated evolutionary thought in Eng-
land and the United States during the past forty years. It is based on faith in 
the power of natural selection as an optimizing agent. It proceeds by break-
ing an organism into unitary “traits” and proposing an adaptive story for each 
considered separately . . . We criticize this approach and attempt to reassert 
a competing notion (long popular in continental Europe) that organisms 
must be analyzed as integrated wholes, with baupläne so constrained by phy-
letic heritage, pathways of development, and general architecture that the 

Figure 4.6. The “honeycomb ether” scaffolding Maxwell’s equations for electric and magnetic fields 
(Maxwell 1861– 1862, pt. II, plates following 488).
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constraints themselves become more interesting and more important in delim-
iting pathways of change than the selective force that may mediate change 
when it occurs. (Gould and Lewontin 1979, 581 [my emphasis]; see also 593– 94 
as well as Gould 1980, 39– 40)

Gould and Lewontin thus championed an approach to biological evolution 
that de- emphasizes the agent of evolutionary change (natural selection) and 
puts the emphasis on the role of constraints instead. In his bestseller Your 
Inner Fish, Neil Shubin (2008) shows what an account of evolutionary change 
along these lines looks like. Taking the same backward- looking perspective 
that I argued we should strive for in arch- and- scaffold narratives (see sec-
tion III), Shubin traces the evolution of various parts of the human body back 
along our branch of the evolutionary tree. Although he clearly acknowledges 
that natural selection is the mechanism that “mediate[s] change when it 
occurs,” I do not recall coming across the term natural selection even once 
when reading his book and a search in an electronic version did not return 
a single instance of the term. Shubin’s emphasis is on Gould and Lewontin’s 

Figure 4.7. Spandrels in the Basilica di San Marco. Courtesy of the Procurator of San Marco.
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constraints. He even uses the term scaffolding at one point: “The scaffolding of 
our entire body originated in a surprisingly ancient place: single- celled ani-
mals” (Shubin 2008, 123).

A full- blown version of the approach advocated by Gould and Lewon-
tin, which goes by the acronym evo- devo (for evolution and development), 
has become popular in biology (Sansom and Brandon 2007). Evo- devo fits 
much better with the arch- and- scaffold metaphor for the evolution and de-
velopment of scientific theories than the population genetics of the Modern 
Synthesis. An arch- and- scaffold narrative for an episode of theory change 
highlights how structures in a later theory can be traced to structures in an 
earlier one. It brackets the question of how the new theory displaced the old 
one and instead focuses on how the new theory grew out of the old one. The 
parallels to Gould and Lewontin’s “Spandrels of San Marco” or Shubin’s 
Your Inner Fish should be obvious. They are interested in tracing structures 
in later species to structures in earlier species and less interested in spelling 
out the details of the selection process through which the former displaced 
the latter.

The concept of constraints can fruitfully be used both in evo devo– type 
accounts of biological evolution and in arch- and- scaffold- type accounts of 
theory change, even though the forces behind the constraints are different. 
With biological organisms, as with architectural structures, the constraints 
ultimately come from limitations of the malleability of (the arrangement of) 
the components out of which the organism or the architectural structure are 
made. These components and arrangements can only be tweaked so much 
before the creature ceases to be viable or the building collapses. Over time, 
natural selection can change one creature into a radically different creature, 
but it cannot get there in one fell swoop. In a mature science, it turns out, a 
theory that has proved its mettle by accounting for a wide array of empirical 
data can likewise only be tweaked so much before it ceases to be empirically 
viable. In this case, it is conceivable, of course, that an exceptionally imagi-
native scientist dreams up a radically different theory that accounts for an 
even more impressive array of data than the prevailing one. At first sight, it 
may even look as if that is essentially how relativity theory and quantum the-
ory burst upon the scene. On closer examination (see section IV), the found-
ing fathers of these theories arrived at them by tweaking existing theories 
under the tight constraints imposed by empirical viability. But whereas 
nature tweaks species at random, scientists tweak theories by design— or 
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so one would hope! Because of this key difference, constraints play an even 
larger role in the evolution of theories than in the evolution of species. It is 
only natural then for modern historians of science looking for help from 
evolutionary biology in their studies of theory change to turn to Gould and 
evo- devo and to forget about Dawkins and population genetics. Of course, 
fifty years from now this new alliance might mainly show us that we were 
prisoners of our time, just as Kuhn was of his.

Be that as it may, it seems to me that the concept of constraints, as  developed 
by Gould and others, has the potential to help us overcome the  limitations 
of the arch- and- scaffold metaphor that we ran into at various junctures in 
section IV. In particular, it may help us articulate relations between the 
scaffolded and the scaffolding theory that do not naturally fit the basic ar-
chitectural metaphor of arches and scaffolds. To illustrate this potential, I 
close this section with a first exploration of the possible applications of 
Gould’s ideas about constraints to the evolution and development of scien-
tific theories.

In a paper titled “The Evolutionary Biology of Constraint,” written 
around the same time as “The Spandrels of San Marco,” Gould distinguishes 
two kinds of constraints that the adaptationist tends to neglect:

One is that the possible routes of selection are channeled by inherited 
morphology, building material, and the amount and nature of variation 
itself. Though selection moves organisms down the channels, the channels 
themselves . . . impose primary constraints on the direction of change. The 
second is that selection on one part of a structure may impose a set of cor-
related and nonadaptive modifications of other parts  .  .  . Many features, 
even fundamental ones, may be nonadaptive (though not, to be sure, strongly 
unadaptive) either as developmental correlates of primary adaptations or as 
“unanticipated” structural consequences of primary adaptations themselves. 
(Gould 1980, 44)

The structural constraints most relevant to my arch- and- scaffold meta-
phor for theory change are of the first kind. The transition from the old 
quantum theory to matrix mechanics provides a nice example of this kind 
(cf. section IV). Consider perturbation theory in matrix mechanics devel-
oped in the famous Dreimännerarbeit (Born, Heisenberg, and Jordan 
1926). Perfectly adapted to the task at hand, one might think that it was 
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especially developed for matrix mechanics. It was not. The perturbation 
techniques of celestial mechanics had been transferred to atomic mechan-
ics in the old quantum theory of Bohr and Sommerfeld. Heisenberg’s 
(1925) Umdeutung, or “reinterpretation,” of classical mechanics to what 
would become matrix mechanics essentially also dictated how these per-
turbation techniques had to be “reinterpreted.” Recognition of this state of 
affairs helps us pinpoint what accounts for the continuity in the transition 
from the old quantum theory to modern quantum mechanics (cf. section 
II). Suman Seth (2010, 266) quotes Sommerfeld emphasizing that conti-
nuity in 1929: “The new development does not signify a revolution, but a 
joyful advancement of what was already in existence, with many funda-
mental clarifications and sharpenings.” Seth focuses on a continuity of 
scientific practice. What made this continuity of practice possible, how-
ever, was a continuity of mathematical structure and technique (Midwin-
ter and Janssen 2013, 146– 47, 198).

The spandrels of San Marco from the title of Gould and Lewontin’s ar-
ticle are constraints of the second kind— more specifically, “‘unanticipated’ 
structural consequences of primary adaptations.” As they explain in the in-
troduction of their paper,

[s]pandrels— the tapering triangular spaces formed by the intersection of 
two rounded arches at right angles [see Figure 4.7]— are necessary architec-
tural by-products of mounting a dome on rounded arches. Each spandrel 
contains a design admirably fitted into its tapering space. An evangelist sits 
in the upper part flanked by the heavenly cities . . . The design is so elaborate, 
harmonious, and purposeful that we are tempted to view it as the starting 
point of any analysis, as the cause in some sense of the surrounding archi-
tecture. But this would invert the proper path of analysis. The system begins 
with an architectural constraint: the necessary four spandrels and their ta-
pering triangular form. (Gould and Lewontin 1979, 581– 82, see also Gould 
2002, 1249– 53)

As a simple example of “spandrels” in biological evolution, Gould and 
Lewontin point to the tiny front legs of Tyrannosaurus rex. One could try 
to give an adaptationist account of this odd feature— maybe they developed 
“to help the animal rise from a lying position” (Gould and Lewontin 1979, 
587)— but, given the homologies between T. rex and its ancestors (i.e., every 
bone in the skeleton of one corresponds to a bone in the skeleton of any other), 
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it is more likely that it was “a developmental correlate of allometric fields 
for relative increase in head and hindlimb size” (Gould and Lewontin 1979, 
587). Simply put: with a limited supply of bone material, for some parts to get 
bigger, other parts had to get smaller. The tiny front legs would then be an 
automatic by- product of evolution driven by constraints. As with the span-
drels of San Marco, this seemingly useless feature was subsequently given 
some purpose.56

This simple example can be used to give a (rough) definition of the con-
cept of a “spandrel” independently of its architectural origin. A spandrel is 
a feature that initially looks specifically designed for a particular purpose but 
that on closer examination is an inessential but inevitable by- product of a 
highly constrained development that was only subsequently given some 
purpose. Defined in this way, “spandrels” can also be recognized in in-
stances of scientific theory change. I can think of at least one example in the 
history of quantum theory.

On first encountering Bohr’s theory of the atom and the old quantum 
theory of Bohr and Sommerfeld that grew out of it, one might think that the 
notion of electron orbits is perfectly adapted to the job at hand— that is, the 
explanation of atomic spectra. Electron orbits represent the different energy 
states of electrons in atoms, and jumps between those energy states are as-
sociated with the spectral lines that were the main object of study in the old 
quantum theory. Electron orbits are so central to the old quantum theory 
that they came to dominate the theory’s iconography (Schirrmacher 2009). 
Using Gould and Lewontin’s metaphor, however, one can say that electron 
orbits were nothing but “spandrels” arising as by- products of the use of 
mathematical techniques borrowed from celestial mechanics in atomic 
physics. These techniques were very effective in determining the energy lev-
els of an electron in an atom. It was therefore only natural that elements 
associated with these techniques got transferred along with them. Planets 
orbiting the sun in the solar system thus became electrons orbiting the 
nucleus in an atom. This element, it seemed, could be put to good use. Energy 
states of electrons were represented in the old quantum theory by definite 
electron orbits. This representation, however, turned out to be highly prob-
lematic and was abandoned in the transition from the old to the new quan-
tum theory (see the fourth case study in section IV; Duncan and Janssen 
2007, 2014, 2015).57
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VI. the arCh- and- SCaffold Metaphor and  
SCIentIfiC InnoVatIon
In this chapter, I showed that a metaphor of arches and scaffolds can be used to 
capture both continuities and discontinuities in various episodes in the early 
history of special relativity, general relativity, and quantum theory. The meta-
phor thus helps stake out a middle ground between the traditional cumulative 
picture of theory change and the discontinuous picture of paradigm shifts 
made popular by Kuhn’s Structure (though its author, as we saw in section II, 
vacillated between different and not necessarily compatible metaphors for the-
ory change). In four of my five examples, I indicated how the narrative could 
be constructed backward in time, which, I argued, is the most effective defense 
against the obvious charge of Whiggishness against the metaphor (section III).

I identified two specific ways in which a scientist can get from the 
 theory playing the role of the scaffold in the metaphor to the theory playing 
the role of the arch and gave concrete examples of each in the five case studies 
in section IV.

1. Generalization. A scientist recognizes that a structure exhibited by 
the scaffold for a special case has broader significance.

1a. Einstein and Minkowski realized that the Lorentz invariance of 
Lorentz’s theory of electromagnetism transcends its connection 
with electromagnetism and reflects a symmetry of a new 
space- time structure (first case study).

1b. Laue developed relativistic continuum mechanics by stripping 
Abraham’s electromagnetic mechanics of its electromagnetic 
particulars (second case study).

1c. Heisenberg recognized that the way in which Kramers had used 
Bohr’s correspondence principle to construct a new formula for 
optical dispersion could be generalized to construct a new 
framework for all of physics (fourth case study).

1d. Von Neumann unified wave mechanics and matrix mechanics by 
showing that their mathematical formalisms are diff er ent instan-
tiations of a more general formalism that he called Hilbert space 
(fifth case study).

2. Substitution. A scientist replaces the basic building blocks of the 
scaffold with new ones while leaving the structure built out of them 
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intact. An example of this in the evolution of technology would be 
the replacement of vacuum tubes by transistors in a logic board.

2a. Einstein arrived at equations within hailing distance of the Einstein 
field equations of general relativity by changing the definition of 
the gravitational field in the formalism he had developed around 
the older Entwurf field equations (third case study).58

2b. The central idea of Heisenberg’s Umdeutung paper was to replace 
classical quantities by two- index quantum objects soon to be 
recognized as matrices without changing the relations between 
those quantities given by the laws of classical mechanics (fourth 
case study).

2c. One obtains the Hilbert- space incarnation of the Dirac- Jordan 
transformation theory by replacing transformation matrices by 
inner products of vectors in Hilbert space (fifth case study).

In this last example, however, I also noted that this is not how von Neumann 
introduced Hilbert space. Like John Stachel’s (2007) Newstein fable (see note 
35), this arch- and- scaffold story provided a counterfactual history that could 
be used as a foil for the actual history. The actual history in this case can also 
be captured in terms of the arch- and- scaffold metaphor. It is not clear, how-
ever, whether the best way to do so is in terms of a scaffold built before the 
arch, discarded when the arch could support itself, or in terms of a scaffold 
built after the arch, left in place to prevent the arch from collapsing. The for-
mer use of the metaphor is mine; the latter is a tweaked version of Hilbert’s 
metaphor of building a house before laying its foundations (see section II). In 
my version of the metaphor, Jordan’s transformation theory is the scaffold, 
and von Neumann’s Hilbert space- formalism is the arch. In the Hilbert- 
inspired version, it is just the other way around. In this final case study, I 
ended up mixing these two metaphors in my attempt to characterize the re-
lation between these two general frameworks for quantum mechanics.

This should serve as a reminder that the arch- and- scaffold metaphor is 
an expository device— a gimmick, some might say— not an analytical tool. 
As an expository device, it does useful work, as is perhaps best illustrated by 
the general- relativity example (Janssen and Renn 2015). Both Einstein him-
self and later commentators have suggested that he found the Einstein field 
equations in November 1915 by switching from physics to mathematics at 
the eleventh hour. The arch- and- scaffold metaphor helped counter this 
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dramatic but highly misleading account by putting the alternative account, 
with Einstein doggedly pursuing his physics, in sharper relief.

At a more basic level, the arch- and- scaffold metaphor served to bring out 
common patterns in different instances of theory change that would have 
been much harder to spot without it. In the introduction, I broke down the 
metaphor into specific elements using a picture of the construction of the 
Waterloo Bridge (Figure 4.1). These elements worked well to draw special at-
tention to certain features of the examples I presented in section IV. The 
metaphor of Minkowski providing the springers and Laue providing the key-
stone of the arch of special relativity helped underscore the importance of 
relativistic continuum mechanics. The metaphor of Kramers and Heisenberg 
using the correspondence principle as their windlass nicely brought out the 
way in which several physicists used this principle in the period right around 
Umdeutung. But breaking down the metaphor in this way should not be mis-
taken for turning it into a philosophical tool for further analysis, either of 
the general pattern or of the individual examples. It remains an expository 
device similar to the curatorial devices used in museum exhibits of dino-
saurs (see section III).

For analytical tools we need to look elsewhere. As I suggested in sec-
tion V, they may be found in evolutionary biology, not in the population 
genetics of the Modern Synthesis but in the more recent tradition known 
as evo- devo. The concept of constraints looks especially promising, but ad-
ditional concepts will undoubtedly be needed. In the development of spe-
cial relativity, for instance, we saw that the transition from scaffold to arch 
involved grouping various quantities defined in three- dimensional space 
into new quantities defined in four- dimensional space- time. Can analo-
gous processes be identified in evolutionary biology? If so, can the con-
cepts developed to deal with those processes be customized to deal with 
their possible analogues in the evolution of theories? Such concepts could 
then be used to bring features glimpsed through the lens of the arch- and- 
scaffold metaphor into sharper focus. In this way, my project could sup-
port broader efforts, already underway, to develop a new framework for 
cultural evolution, including the evolution of science, that draws on ad-
vances made in evolutionary biology over the past few decades (Caporael, 
Griesemer, and Wimsatt 2014; Laubichler and Renn 2015; Renn 2019). In 
the spirit of Hooke (see section III), I would be satisfied if the arch- and- 
scaffold metaphor were to help scaffold this new framework and were then 
thrown away like Wittgenstein’s ladder.59
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collaborators have been trying to work out, drawing on ideas from evo- devo 
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devo, rather than population genetics, makes for a fruitful comparison be-
tween evolutionary biology and theory development in science. Jim thus took 
me “beyond the meme.” I have benefited from further discussion of this com-
parison with Mark Borrello, Max Dresow, Manfred Laubichler, Jürgen Renn, 
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from the Max-Planck-Institut für Wissenschaftsgeschichte and the Alexander 
von Humboldt Stiftung. Special thanks to Jim Smoak, veteran of the Vietnam 
War, for his heroic efforts in checking the page proofs for this paper.
 2. This statement comes from a section of the application called “Plans 
for Research,” which is included in the appendix of an article on Kuhn’s ed-
ucation and early career by Karl Hufbauer (2012).
 3. John Earman (1993) shows that Carnap and Kuhn have much more 
in common than these two quotations suggest. In line with what I will argue 
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about the development of modern physics, Earman (1993, 9) sees evolution 
rather than revolution in going from Carnap to Kuhn.
 4. In February 1947, responding to the hype in various newspaper re-
ports about a new theory by Erwin Schrödinger, Albert Einstein released a 
press statement saying that “the reader gets the impression that every five 
minutes there is a revolution in science, somewhat like the coups d’état in 
some of the smaller unstable republics” (Klein 1975, 113). See also the chap-
ter on Einstein in Cohen (1985, chapter 28, 435– 45).
 5. The origin of this warning remains unclear (like the original about 
liberty rather than metaphor, which is often but wrongly attributed to Thomas 
Jefferson). Lewontin put it in quotation marks but did not give a source. In a 
book review decades later, Lewontin (2001) wrote: “As Arturo Rosenblueth 
and Norbert Wiener once noted, ‘The price of metaphor is eternal vigilance.’ ” 
This may be why the warning is often attributed to Rosenblueth and Wiener 
(1945), which is cited in Lewontin (1963), though not for this warning, which 
is nowhere to be found in it. I am grateful to Kris Fowler for her help in try-
ing to track down the source of this warning.
 6. See Klein, Shimony, and Pinch (1979, 437).
 7. See Kuhn (1984, 363), reprinted as a new afterword in the second edi-
tion of Kuhn (1978).
 8. See also an unpublished essay on the “crisis of the old quantum the-
ory” (Kuhn 1966) and the videotape of a 1980 lecture at Harvard based on 
this essay. In the proceedings of the 1965 London conference, Kuhn (1970, 
258) wrote: “History of science, to my knowledge, offers no equally clear, de-
tailed, and cogent example of the creative functions of normal science and 
crisis.” In the Q&A following his 1980 lecture at Harvard, he reiterated that 
the crisis of the old quantum theory is “a textbook example . . . as described in 
Structure,” adding: “I don’t think there are many if any that are that good” 
(transcribed from the videotape of the lecture). In his interviews in the early 
1960s with surviving members of the first generation of quantum physicists 
for the Archive for History of Quantum Physics (AHQP) (Kuhn et al. 1967), 
Kuhn routinely asked his subjects (leading) questions about their awareness 
of this crisis at the time (Seth 2010, 265).
 9. See also Renn and Rynasiewicz (2014, 38) and a more programmatic 
earlier paper, Renn (1993, 312– 13).
 10. See, e.g., Duncan and Janssen (2007, 2013, 2015); Joas and Lehner 
(2009); Seth (2010); Midwinter and Janssen (2013); James and Joas (2015); 
Jähnert (2016); Jordi Taltavull (2017); Blum et al. (2017).
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 11. A new history of quantum mechanics of which I am a coauthor 
(Duncan and Janssen, in preparation) will also make use of this metaphor 
as is reflected in the subtitles of its two volumes. Following Kuhn’s exam-
ple, however, we largely refrain from explicitly using the metaphor in the 
text (cf. note 7).
 12. I am grateful to John Eade, who maintains a website about the 
Thames, for drawing my attention to these bridges.
 13. Neurath may have drawn inspiration from another ship metaphor: 
Does the ship of Theseus remain the same when all its parts are replaced? 
For discussion of this conundrum in the philosophy of identity, see, e.g., 
Pesic (2002, 15–23). I am grateful to Alexander Greff for this suggestion.
 14. See Rabossi (2003, section II, 176– 78) for a discussion of how W. V. O. 
Quine used Neurath’s ship metaphor in several places (e.g., Quine 1960, 
3– 4) and combined it with his own metaphor of a “web of belief.” In the 
paragraph that ends with the ship metaphor in his book against Spengler, 
Neurath (1921, 198– 99) actually uses language suggestive of Quine’s “web of 
belief” (“We always have to do with a whole network of concepts”), and the 
ship metaphor is introduced as a metaphor for the kind of holism found in 
Duhem, whom Neurath explicitly mentions at this point.
 15. This oft- repeated but never properly sourced comparison is attributed 
to Niels Henrik Abel in some versions of the story and to Carl Gustav Jacob 
Jacobi in others.
 16. See Michael Gordin’s (2014) review of Chang (2012) for some in-
teresting musings on Whiggishness, anti- Whiggishness, and anti- anti- 
Whiggishness.
 17. See Midwinter and Janssen (2013, 162– 63) for further discussion of 
this passage.
 18. Ofer Gal (2002) used Hooke’s terms as the title for a book on Hooke 
and Newton.
 19. Einstein (1917b, 91) gives two examples: electrostatics and Max-
wellian electrodynamics and special and general relativity.
 20. For discussion of this model and Lodge’s book, see Hunt (1991, 
 87– 95). Figure 4.3 is reprinted as Figure 4.7 on p. 92 of Hunt’s book.
 21. See, e.g., the episode “The Betrayal” of the sitcom Seinfeld, which first 
aired November 20, 1997.
 22. Cameron Lazaroff- Puck (2015) has shown that the characterization of 
the relation between Maxwell’s 1864– 1865 and 1861– 1862 papers by Whit-
taker and Kargon is misleading, but even on Lazaroff- Puck’s alternative 
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account, the relation between the two can still be captured in terms of arches 
and scaffolds.
 23. I am grateful to Paul Brinkman, a leading historian of vertebrate 
paleontology, for helping me develop this analogy. One could develop a 
similar one about ancient sculptures.
 24. For a discussion of composite dinosaur displays and the metal arma-
tures used to support them, see Brinkman (2010, especially 237– 46).
 25. See my home page for links to the slides of my lectures at a summer 
school in Tübingen in 2014 on all five examples and to the papers on which 
these lectures and section IV are based.
 26. Based on Janssen (1995, 2002, 2009, 2017).
 27. Jon Dorling (1976) showed how, in principle, Euclid could have ar-
rived at Minkowski space- time by dropping one of the axioms of his geo-
metry (Janssen 2009, 49). Dorling’s analysis beautifully brings out the 
relation between Euclidean geometry and the pseudo- Euclidean geome-
try of Minkowski space- time. At the same time, it serves as a reductio of the 
notion that special relativity could have arisen prior to the development of 
electrodynamics in the nineteenth century.
 28. The German original has Treppenwitz, which is based on the French 
idiom l’esprit de l’escalier, meaning “thinking of the perfect retort too late.” 
Here is an example in honor of singer-songwriter Glenn Frey (1948– 2016), 
cofounder of the Eagles. On a flight from San Diego to Minneapolis in 
February 2013, the pilot told the passengers over the intercom that we 
could see Winslow, Arizona, from the plane. Upon arrival, the pilot joined 
the flight attendants saying their goodbyes as we got off the plane. I was 
already in the terminal when I realized what I should have said to him: 
“Take it easy.”
 29. In the German original, it is unambiguous that which [der] refers to 
nucleus [der Kern] rather than to image of the world [das Weltbild].
 30. Based on Janssen and Mecklenburg (2007) and Janssen (2009).
 31. See, e.g., Miller ([1981] 1988, sections 1.8– 1.14, 7.4, and 12.4) and 
Kragh (1999, chapter 8, “A revolution that failed”).
 32. When Equation (1) is integrated over all of space, the second term 
on the right- hand side vanishes (as long as TselfEM

ij  drops off fast enough if we 
go to infinity), and what is left can be written in vector form as

FselfEM
= −

dPselfEM

dt
.
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The total force on the charge distribution is the sum of this force and the force 
 coming from the external field. Since the Newtonian mass mN of the 

charge distribution is assumed to be zero, it follows from Newton’s second 
law, Ftot = mNa, that the total force,  vanishes. Using the 
expression for  above, we then find that

which has the same form as the Newtonian law, F = dp/dt = mNa (where we 
used that momentum is the product of mass and velocity, p = mNv, and that 
acceleration is the time derivative of velocity, a = dv/dt). This, then, is how 
Newton’s second law is recovered in Abraham’s electromagnetic mechanics 
(Janssen and Mecklenburg 2007, 108– 10).

33. The energy- momentum tensor is sometimes called the stress- energy
tensor or the stress- energy- momentum tensor. As Joe Martin once ob-
served (private communication), it is the Crosby, Stills, Nash, and Young of 
the tensors.

34. Based on Janssen and Renn (2007). See also Janssen (2005) and
Renn (2006). In an article in Physics Today to mark the centenary of general 
relativity, the two of us explicitly used the arch- and- scaffold metaphor to tell 
the story of how Einstein found the field equations of general relativity (Jans-
sen and Renn 2015). An expanded version of this article will serve as the intro-
duction of a sourcebook we are preparing on the subject (Janssen and Renn 
2020).

35. Although I will not attempt to do so here, the early phase of the de-
velopment of general relativity can also be captured quite naturally in terms 
of arches and scaffolds. Einstein essentially generalized the metric field of a 
flat Minkowski space- time to the metric field of curved space- times, identi-
fying paths of extremal length as the trajectories of free- falling bodies. Such 
extremal paths are called metric geodesics to distinguish them from straight-
est paths, which are called affine geodesics. In the pseudo- Riemannian geo-
metry of general relativity (pseudo in the same sense that the geometry of 
Minkowski space- time is pseudo- Euclidean), metric and affine geodesics 
coincide. The concept of an affine connection used to characterize affine 
geodesics was only introduced a few years after Einstein completed general 
relativity by the mathematicians Gerhard Hessenberg, Tullio Levi- Civita, 
and Hermann Weyl. John Stachel (2007) has written a counterfactual history 
of general relativity in which a fictitious nineteenth- century mathematician, 
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Weylmann (a composite of Weyl and Grossmann), rewrote Newton’s gravi-
tational theory in terms of an affine connection in Newtonian space- time (a 
reformulation actually provided in 1923 by the French mathematician Élie 
Cartan), which a fictitious early twentieth- century physicist, Newstein (a 
composite of Newton and Einstein), then reworked in a relativistic space- 
time. Stachel’s counterfactual history, which helps put various aspects of 
the actual history in sharp relief, can be recast in terms of an arch (general 
relativity) built on a scaffold (Newton- Cartan theory). A clear exposition 
of the mathematics needed for such a recasting can be found in Fletcher 
(2017).
 36. Hilbert had no such compunctions. He was, metaphorically speak-
ing (see section II), ready to move into new dwellings without checking the 
foundations first. In the fall of 1915, as I mentioned in section III, Einstein 
and Hilbert found themselves in a race for the field equations (Janssen and 
Renn 2015). In a letter to Sommerfeld of November 28, 1915, Einstein gave a 
detailed account of his route to these equations. That he did so in a letter to 
Sommerfeld, who knew both Einstein and Hilbert well, was probably at least 
in part to secure his priority. “It is easy,” Einstein told Sommerfeld, clearly 
referring to Hilbert, “to write down these generally- covariant field equations 
but difficult to see that they are a generalization of the Poisson equation [of 
Newtonian theory] and not easy to see that they satisfy the conservation 
laws” (Einstein 1987– 2018, vol. 8, doc. 153).
 37. A similar mechanism can be discerned in Planck’s attempts to find the 
formula for the spectral distribution of blackbody radiation. Blackbody radia-
tion is an ideal kind of heat radiation. The formula for its spectral distribu-
tion should tell us how much energy is emitted at each frequency given the 
temperature of the emitting body. In the late 1890s, Planck developed a 
framework that allowed him to derive this formula from an expression for 
the entropy of a resonator (which can be thought of as a charge on a spring 
with a particular resonance frequency) in interaction with the radiation. 
Initially, Planck (1900a) convinced himself that the second law of thermo-
dynamics uniquely determines the expression for this entropy, which when 
inserted into his general formalism gives the formula for the spectral distri-
bution of blackbody radiation proposed in 1896 by Wien. When the empiri-
cal adequacy of the Wien law was called into question shortly thereafter, 
Planck (1900b) discovered that this uniqueness claim was in error. The sec-
ond law of thermodynamics is compatible with a range of expressions for 
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the entropy of his resonators. A few months later, Planck (1900c) used this 
wiggle room to cook up a new expression for resonator entropy, which when 
inserted into the same general formalism gives a new formula for the spec-
tral distribution of blackbody radiation. This Planck law, as it came to be 
called, was in excellent agreement with the experimental data. Planck now 
found himself in the same predicament as Millikan a decade and a half later 
(see section II). His new formula for blackbody radiation, like Einstein’s for-
mula for the photoelectric effect, stood “complete and apparently well tested, 
but without any visible means of support” (Millikan 1917, 230). Planck im-
mediately set out to find such support. Supplying a derivation of the expres-
sion for the entropy of his resonators that led to his new formula for blackbody 
radiation, Planck (1900d, 1901) took the first steps toward quantizing the 
energy of these resonators (Kuhn 1978).
 38. In 1917, Einstein added another term with the infamous cosmologi-
cal constant (Janssen 2014).
 39. My home page has links to the video and the slides of the version 
presented at the symposium “General Relativity at 100” at the Institute for 
Advanced Studies in Princeton in 2015.
 40. See the introduction of Janssen and Renn (2020) for such a com-
parison.
 41. Lehmkuhl (2014, 317) cites a passage from a 1926 letter to Hans 
Reichenbach, in which Einstein uses language that is suggestive of the arch- 
and- scaffold metaphor: “It is wrong to think that ‘geometrization’ is some-
thing essential. It is only a kind of crutch [Eselsbrücke] for the discovery of 
numerical laws” (Einstein, 1987– 2018, vol. 15, doc. 249).
 42. Based on Duncan and Janssen (2007). For a concise version of this 
story, see Midwinter and Janssen (2013, 156– 62).
 43. It is beyond the scope of this paper to evaluate the argument of Blum 
et al. (2017). I will just note that time is on their side. The Kramers- 
Heisenberg paper on dispersion theory was written around Christmas 
1924. An important letter from Heisenberg to Ralph Kronig, documenting 
key steps toward the Umdeutung paper, was not written until early June 
1925. It is implausible, on the face of it, that nothing of consequence would 
have happened between January and June. Heisenberg may thus already 
have been rewriting history when he gave dispersion pride of place in his 
Umdeutung paper (just as Einstein, as we saw in the preceding case study, 
was already rewriting history when he suggested in November 1915 that an 
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eleventh- hour switch from physics to mathematics had led him to the field 
equations of general relativity). This illustrates the residual dangers of the 
benign Whiggishness still lurking in my use of the arch- and- scaffold meta-
phor (see section III).
 44. For the history of dispersion theory in the period of interest here, 
roughly from 1870 to 1925, see Jordi Taltavull (2017).
 45. Duncan and Janssen (2007) and Midwinter and Janssen (2013) focus 
on these particular correspondence- principle arguments. See Rynasiewicz 
(2015) and Jähnert (2016) for broader accounts of the correspondence prin-
ciple and its evolution.
 46. Quoted and discussed in Duncan and Janssen (2007, section 3.5, 
593– 97; see also section 4.3, 613– 17).
 47. This is the key to the resolution of the paradoxical statement by 
Dirac quoted in section II.
 48. An instructive application of the Umdeutung strategy outlined in 
these last two paragraphs is Jordan’s derivation of a formula for the mean- 
square fluctuation of the energy in blackbody radiation in Born, Heisenberg, 
and Jordan (1926), the sequel to Heisenberg (1925) and Born and Jordan 
(1925), known as the Dreimännerarbeit. For a detailed reconstruction of Jor-
dan’s derivation, see Duncan and Janssen (2008).
 49. Based on Duncan and Janssen (2009, 2013).
 50. I also suppress Jordan’s notion of a “supplementary amplitude” 
[Ergänzungsamplitude] (Duncan and Janssen 2013, 189 and section 2.4, 
217– 21).
 51. The “supplementary amplitude” (see note 50) was an (unsuccessful) 
attempt to avoid such restrictions.
 52. Norton (2014, 685– 87) uses the arch- and- scaffold and cathedral meta-
phors on an even larger scale to capture the construction of the totality of 
our empirical knowledge (cf. section III).
 53. Isaacson’s overall account of the digital revolution fits nicely with the 
accounts of the relativity and quantum “revolutions” sketched in this paper. 
This is obscured by the unfortunate choice of the book’s subtitle, the nega-
tion of which would actually have provided a more accurate characterization 
of its contents: “how [it was not just] a group of hackers, geniuses, and geeks 
[who] created the digital revolution.”
 54. The same can be said about the bold conjectures of Popperian falsi-
ficationism or the hypotheses tested according to the rules of hypothetico- 
deductivism or Bayesianism.
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 55. Gould’s dissatisfaction with the dominant selectionist paradigm was 
fueled by outrage over its shoddy applications to human populations (Gould 
1981; cf. Kevles 1985, 284).
 56. Many more and much better examples can be found in Shubin (2008).
 57. Quantum mechanics, as it is taught and practiced  today, may provide 
another example of a spandrel. In the old quantum theory, the spandrel was the 
misleading visualization of energy levels as electron orbits that was imported 
into the theory along with the mathematical techniques Schwarz schild, Som-
merfeld, and  others borrowed from celestial mechanics. One could argue (see, 
e.g., Bub 2019) that wave mechanics, which remains a popu lar form of quantum 
mechanics, likewise provides a misleading visualization of quantum states as 
wave functions, which was imported into the theory along with the mathemat-
ical techniques Schrödinger borrowed from wave optics and analytical me-
chanics to develop his optical- mechanical analogy (Joas and Lehner 2009).
 58. I briefly described a similar example in Planck’s work on blackbody 
radiation (see note 37).
 59. The arch- and- scaffold metaphor will also have done its job if it helps 
put to rest the question of whether science develops continuously or discon-
tinuously. That question, in the end, only distracts from a more fundamen-
tal one: Where is scientific novelty coming from? This is where population 
genetics seems to have seriously tripped up Kuhn. Evo- devo should provide 
a much better guide in the search for answers to this question.
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“Trillian, this is my semi- cousin Ford, who shares three of the same mothers 
as me . . .”
— Zaphod Beeblebrox, The Hitchhiker’s Guide to the Galaxy

In this chapter, we argue that ideas and inventions— like 
Zaphod— can have many mothers. This is not always the default assump-
tion. Powerful tools from macroevolution have been used to reconstruct 
cultural phylogenies (“trees”) in a variety of spheres (O’Brien et al. 2013), 
including language (Gray, Drummond, and Greenhill 2009), crafts (Teh-
rani and Collard 2002), and lithic technology (O’Brien, Darwent, and 
 Lyman 2001). In order for these tools to retrieve accurate genealogies, how-
ever, the underlying patterns of cultural evolution must fit the assumptions 
of the biological methods— above all, the predominance of vertical informa-
tion transfer (from “mother” to “child”) and tree- like branching. Such 
phylogenetic methods treat the horizontal transfer of information from 
other lineages as contaminating noise. For this reason, the application of 
phylogenetic methods to prokaryotic taxa has been challenged. Far from be-
ing “noise,” horizontal transfer is common among these organisms (Doo-
little and Bapteste 2007).

Horizontal transfer is common in human culture, too, thanks to our rich 
communicative capacity and increasingly frequent population movement. In 
fact, scholars of modern technology often assume recombinant processes and 
hence substantial horizontal transmission (Arthur 2009; Wimsatt 2013b). 
This common assumption suggests that phylogenetic methods are not 
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 always applicable to cultural data, just as they have limited application to 
prokaryotes. In a further contrast with biology, contemporary cultural evo-
lution often leaves a detailed and relatively complete “fossil record” of past 
forms. Standard phylogenetic methods are designed to work without fossil 
data and typically only use them, if at all, for calibration (Felsenstein 2004; 
Gray and Atkinson 2003). More sophisticated methods that fully incorpo-
rate available fossil data (Fisher 2008; Huelsenbeck and Rannala 1997) exist 
but are rarely deployed.

In this chapter, we sketch an exploratory framework that learns from this 
rich historical data to infer the possible histories and patterns of cultural in-
heritance, beginning with which and how many “parents” contribute to 
each offspring. Simple vertical transfer is now treated as a special case of com-
binatorial evolution (Arthur 2009; Wimsatt 2013a), in which one or more 
parents from distinct lineages provide the raw materials involved in spawn-
ing a new “child,” which could be an invention, an organization, or a literal 
developing human being. We focus on the directed acyclic graphs (DAGs) 
that best trace the inheritance of known features and explain their observed 
distribution across cultural types. Temporal and geographical constraints on 
the space of plausible histories allow us to enforce the time directedness and 
spatial localization of inheritance. We describe a formalism that assumes in-
dependence in the choice of parents, but this can be relaxed to allow non-
independence and structured parent choice. Groups of parents can “mate” 
with each other (or be “chosen” by offspring) according to a range of crite-
ria, including unobserved but inferred fitness (i.e., appeal), past fecundity 
(i.e., number of offspring), or population structure (e.g., different disciplines 
or craft traditions that limit interbreeding between lineages). We describe 
both parsimony- based and probabilistic, generative approaches. Probabilis-
tic methods are especially valuable when dealing with historical phenom-
ena because they allow us to encode our assumptions about the underlying 
process and then reason rigorously from the data to a universe of plausible 
historical trajectories. In other words, these methods demand and leverage 
“new conceptual frameworks” to tackle the “massive new data sets” that are 
often available to trace the trajectories of cultural evolution (see chapter 1).

We show that our approach can apply to a wide range of cultural phe-
nomena, including the evolution of technology, organizations, genres, and 
art forms, as well as the changing cultural constitution of individual human 
beings— that is, it can be used to model the “sequential dependencies in the 
acquisition of cultural traits during development” (see the introduction). We 
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conclude by describing the relationship between the modes of cultural in-
heritance revealed by this approach (branching or reticulate) and the mix-
ture of transmission- isolating mechanisms (TRIMs) (Durham 1991) and 
transmission- accelerating mechanisms (TRAMs) that together shape inher-
itance and pattern cultural evolution.

This chapter responds to the key question raised by Love and Wimsatt 
in their introduction to this volume: “How to characterize cultural heredity 
with multiple parents.” In answering that question, we embrace core insights 
about the distinctive internal and external structures (Wade 2016) that 
influence cultural evolution: “Sequential dependencies in the acquisition of 
cultural traits” and “the roles of external structure” like institutions, organi-
zations, and infrastructures in setting up the population structure that shapes 
cultural evolution (see the introduction by Love and Wimsatt; chapter 1 by 
Wimsatt).

Our approach incorporates several of the elements of an “adequate the-
ory of cultural evolution” outlined by Wimsatt (chapter 1). It explicitly ana-
lyzes the complex lineages of “ideational, behavioral, and material items, 
which are capable of being modularly decomposed or chunked and black 
boxed hierarchically.” It can be used to model the complex cultural growth 
of “developing biological individuals” as well as organizations. Finally, in our 
analysis of TRIMs and TRAMs, we show how institutions and infrastruc-
tures can work together to produce and maintain “cultural breeding popu-
lations” and structure the processes of inheritance and invention by which 
culture evolves. In other words, it represents a sustained conceptual and 
mathematical effort to think “beyond the meme.”

the Question concerning Phylogenies
Are cultural phylogenies possible? In other words, are there cultural units 
whose evolution traces tree- like topologies? As recently as 1997, this was an 
open question (Boyd et al. 1997). Less than twenty years later, it has been an-
swered decisively in the affirmative. Formal methods for phylogenetic infer-
ence, including parsimony, maximum likelihood, and Bayesian inference, 
have been applied to a range of cultural forms, from languages (Gray, Drum-
mond, and Greenhill 2009) to projectile points (O’Brien, Darwent, and 
Lyman 2001) and textiles (Tehrani and Collard 2002); see O’Brien et al. 
(2013) for an extensive list. Explicit tests using a standard goodness- of- fit 
metric (the retention index) suggest that trees fit cultural data just as well as 
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they do biological data (Collard, Shennan, and Tehrani 2006). What is the 
alternative to the branching, tree- like pattern of cultural inheritance? Re-
ticulation: a topology in which lineages not only split but blend, join, and re-
combine. Given that cultural phylogenies are indeed possible, why did we 
(and should we) consider reticulation?

Reticulation is plausible for a simple reason: the capacity to generate par-
ticular cultural traits moves with relative ease from one living individual to 
another. In other words, such traits or transmissable elements (Wimsatt 
2013a) are capable of horizontal transmission between cultural lineages. A 
small note on terminology: when discussing the transmission of genetic in-
formation, biologists typically refer to transfer. In vertical transfer, genetic 
information flows from parent to offspring via reproduction. This preserves 
the integrity of lineages and ultimately builds up tree- like, branching topol-
ogies. In horizontal transfer, genetic information flows nonreproductively 
from one individual to another, potentially between distinct lineages. This 
breaks down the integrity of lineages and, if common, produces highly re-
ticulate, recombinant topologies.1 In both cases, the underlying genetic 
information is assumed to transfer unaltered, although under special cir-
cumstances it may undergo simultaneous mutation or recombination.

When discussing the flow of cultural traits (Mesoudi 2011), evolutionary 
anthropologists often refer to transmission rather than transfer, making an 
analogy to epidemiology. In vertical transmission, cultural traits flow from 
parent to child. In horizontal transmission, cultural traits flow between a pair 
of individuals, who may be unrelated.2 Vertical transmission helps to pre-
serve the integrity of cultural lineages. Horizontal transmission can produce 
distinct and well- separated lineages, as long as the reach of horizontal trans-
mission is limited— for example, via TRIMs (Durham 1991) that maintain 
separate cultural breeding populations (see chapter 1). In contrast to the ge-
netic case, however, the “flow” of cultural traits can be much more complex 
than the “flow” of genetic information. While genetic information can be 
copied with minimal error, transmitting the capacity to manifest particular 
cultural traits is nontrivial. Far from mere copying (as in simple memetic 
pictures), it often involves detailed reconstruction and reverse engineering 
(Claidière, Scott- Phillips, and Sperber 2014) and can depend on the prior ac-
quisition of other cultural traits that scaffold sequential acquisition (see the 
introduction by Love and Wimsatt, as well as chapter 1).

Despite the need for reconstruction and reverse engineering, the hori-
zontal transmission of cultural traits from person to person can be relatively 
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easy, and hence the transmission of cultural traits from one cultural “lin-
eage” to another becomes possible. As Stephen J. Gould (2010) quipped in 
an oft- cited quote, “Five minutes with a wheel, a snowshoe, a bobbin, or a 
bow and arrow may allow an artisan of one culture to capture a major 
achievement of another.” While Gould underestimates the difficulty of in-
ferring a generative procedure from an artifact, five years as apprentice to 
an artisan from another culture probably suffices for the horizontal, cross- 
cultural transmission of many major technical achievements (see chapter 8). 
Given the right scaffolding3 and enough time, a novice will acquire the skills, 
knowledge, and practices that make her “infectible” by a new technology 
(Wimsatt 2013a).4 The same is true for other cultural traits, like complex be-
liefs. For this reason, proponents of cultural phylogenetics are careful to 
emphasize that tree- like structures may not always be appropriate (Cochrane 
and Lipo 2010). As we noted above, tree- like structures are not always suit-
able for biological evolution either, as in the case of bacteria, with their ram-
pant horizontal transfer of genetic information via plasmids, transformation, 
or transduction (Gogarten and Townsend 2005). Whether phylogenetic trees 
can accurately represent a particular evolutionary history is therefore an em-
pirical question, not a theoretical one. Trees provide a reasonable represen-
tation of particular histories of cultural transmission when TRIMs (Durham 
1991) limit or prevent cross- lineage transmission for the trait in question and 
thus maintain branching as the dominant mode of cultural macroevolution 
(at a certain level of analysis).

As Mesoudi (2011) notes, however, the TRIMs that apply to projectile 
points and textiles (e.g., language, limited intergroup contact, and ethnocen-
trism) are unlikely to apply directly to the evolution of scientific ideas and 
technological inventions— although related social mechanisms might, along 
with the need for scaffolded skill acquisition (Goodwin 2017).5 Instead, the 
picture presented by the literature on science and technology is positively pro-
miscuous, with recombination an essential and often primary process (Flem-
ing and Sorenson 2001, 2004; Uzzi et al. 2013; Arthur 2009; Foster, Rzhetsky, 
and Evans 2015). This implies that reticulation should be common; that ideas 
and inventions— like Zaphod in our epigraph— can have many mothers.

Before proceeding, an important caveat. We note that vertical and hori-
zontal transmission at the level of people is logically independent from ver-
tical and horizontal transmission at the level of specific cultural traits or 
products. For example, the degree to which a biological individual’s reper-
toire of cultural traits or products (e.g., ideas, beliefs, practices, technologies) 
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emerges within a social lineage or across them is independent of whether spe-
cific, novel instances of cultural traits or products are produced through 
conservative, vertical tinkering or liberal, horizontal recombination. We 
focus here not on the vertical or horizontal transmission of cultural traits 
from person to person (though see section 7) but on the vertical or horizon-
tal transmission of elements from one cultural trait to another. Still, the two 
may be empirically related. If the capacity for horizontal transmission from 
person to person were limited, then possibilities for the combinatorial gen-
eration of new culture would be highly constrained. As a result, promiscu-
ous horizontal transmission between people is a necessary but not sufficient 
condition for promiscuous combinatorial invention in which cultural arti-
facts have multiple parents.

tackling multiPle inheritance
This picture of promiscuous combinatorial invention suggests that standard 
methods of phylogenetic inference will often produce distorted pictures of 
the pattern of cultural evolution in contemporary science and technology.6 
It is worth noting that some extensions of phylogenetic methods permit hor-
izontal transmission between lineages (Nicholls and Gray 2006). Inference 
can be robust to moderate levels of horizontal transmission (Greenhill, Cur-
rie, and Gray 2009), and network- based methods can detect signals of re-
ticulation directly (Lipo 2006; Gray, Bryant, and Greenhill 2010; Huson 
Rupp, and Scornavacca 2010). Ignoring reticulation, however, runs the risk 
of distorting a true history by forcing multiple inheritance into a branching 
tree. Network- based methods, on the other hand, are essentially exploratory. 
Because they lack an underlying generative model (but see Wen, Yu, and 
Nakhleh 2016), they can neither draw on existing knowledge about the in-
ventive process nor represent uncertainty or improve with additional data 
(Ghahramani 2015). Nevertheless, cultural evolution is sufficiently complex 
(see chapter 1) that all models are distortions (Wimsatt 2002), and there is 
no one “true” representation for every trajectory. As Doolittle and Bapteste 
(2007) note, “Different evolutionary models and representations of relation-
ships will be appropriate, and true, for different taxa or at different scales or 
for different purposes.” We thus embrace pattern and process pluralism in 
cultural just as in biological evolution.

Pattern pluralism aside, traditional phylogenetic methods do not take ad-
vantage of a distinctive feature of contemporary technological evolution: the 
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incredibly rich “fossil” record of past forms, which often possesses detailed 
information about timing, sequence, and spatial location (Evans and Foster 
2011). In biology, such information is often sparse and always hard to come 
by. It usually involves a lot of digging and scraping. For this reason, phylo-
genetic methods are generally designed to make inferences in the absence of 
extensive evidence about past forms. Available information can be used to 
“root” trees with an out- group or to calibrate particular branching points 
(Felsenstein 2004). The latter application is relatively common in the recon-
struction of linguistic phylogenies, where fossil traces, for example, writ-
ten materials that have persisted to the present, are exceedingly rare (see, for 
example, Gray and Atkinson 2003). Biologists have also developed parsi-
mony (Fisher 2008) and likelihood- based (Huelsenbeck and Rannala 1997) 
methods that penalize trees if they infer ancestral states with no trace in the 
fossil record.

We set these methods aside for two reasons. First, they are fundamentally 
tree- based and hence suffer the same problem of forcing multiple inheritance 
onto branching topologies.7 Second, they depend on the inference of past 
forms. Yet past forms are densely documented in scientific and technological 
data sets (see chapter 6), thanks to ongoing incentives to publish (Merton 
1973) and patent (Owen- Smith and Powell 2001). This rich history is ripe for 
analysis, thanks to the increasing electronic availability of data (Evans and 
Foster 2011). Scholars of technological evolution should use it, and phyloge-
netic methods are simply not designed for situations in which history is as 
richly and densely documented as it is in science and technology. Taking this 
record into account will dramatically improve our characterization of the 
process that generated it, as well as our prediction of what will come next.

Finally, ancestral cultural forms can influence the present in a way that 
ancestral biological forms cannot. When a species goes extinct, its distinct 
genetic information is lost forever, along with its phenotype, behavior, and 
entailed ecological interactions, the loss of which can tip other species to-
ward extinction. When an idea or technology “goes extinct”— in the sense 
that it no longer occupies any minds or has a physical presence in the con-
temporary population— it can nevertheless contribute to a new technology 
or idea. If an artifactual or textual trace of the extinct idea remains, contem-
porary inventors can draw components, features, or inspiration from it 
(Tёmkin and Eldredge 2007). Because any act of cultural transmission al-
ways involves some inference and reconstruction (Claidière, Scott- Phillips, 
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and Sperber 2014), even limited traces of an earlier idea or technology can 
contribute ingredients to a novel cultural unit decades or even centuries later.

These considerations suggest that if we take the possibility of multiple 
inheritance seriously, we should develop models that allow both reticulate 
patterns of multiple inheritance and tree- like patterns of descent with mod-
ification. In other words, we should go beyond the inference of phylogenetic 
trees. In the rest of this chapter, we introduce exploratory and model- based 
methods that can detect and describe multiple inheritance in densely sam-
pled cases of cultural evolution. These methods themselves have multiple par-
ents; in addition to the phylogenetic tradition, they draw on ideas from latent 
variable modeling (Blei 2014), Bayesian nonparametric models (Gershman 
and Blei 2012; Ghahramani 2013), probabilistic machine learning (Ghahra-
mani 2015), and network analysis (Newman 2003). In the following sections, 
we provide a high- level description of these methods and the underlying 
ideas and intuitions. The appendix gives specific mathematical descriptions 
of several methods. We also discuss the philosophy behind inference using 
probabilistic models. We close with a reflection on the role of entrenchment 
and scaffolding in the tempo and mode of technological evolution.

Before proceeding, we describe in words and a little notation our gen-
eral picture of the evolution of ideas and technologies. Imagine that we ob-
serve an invention at time tj. Given our observation, we know that at some 
earlier time (tj − є) a “creative unit” (which could be an individual inventor/
scientist or a team) must have assembled (consciously or not) a set of influ-
ences Pj. For example, the Bessemer process of steel production involved 
removing impurities from pig iron with oxidation by blowing air through 
the molten metal (Birch 1967). “Parental influences” here include pig iron, 
the oxidation process, and, ultimately, the use of dolomite or limestone lin-
ings for the Bessemer converter. Taken together, these influences Pj provide 
the raw material from which the invention was assembled; hence the set Pj 
contains the parents of the new invention j. If cultural evolution in this par-
ticular domain is dominated by vertical transmission and descent with 
modification (i.e., tinkering), then Pj may only have one member, and the 
invention j only has one parent (for example, the inventor slightly adjusts the 
technique typically used to process a particular stone). If cultural evolution 
is dominated by horizontal transmission and is combinatorial, then Pj may 
have several members, and the invention will have multiple parents. Note 
that, in principle, any invention that precedes invention j in time is a possible 
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parent. The set of all possible parents is denoted Pt j. It is time ordered (each 
earlier invention is time stamped). Depending on the typical length of the 
inventive process and the typical difficulty of mastering a new invention, it 
may take some time before a given invention p can become a parent. This 
implies a lower bound on the difference between the time of invention tj and 
the time of observation of an allowable parent tp, such that some time Δtjp 
must have passed before p is a possible parent of j.

Any idea or technology may be coarsely characterized by its elementary 
building blocks; as Wimsatt notes in his discussion of transmissible or rep-
licable elements (chapter 1), TREs can be “modularly decomposed.” The out-
come of this modular decomposition might be the components that make 
up an invention or the concepts that make up the idea of a scientific paper. 
We refer to these parts as features, and the set of all features as F .8 This char-
acterization is a necessary precondition for analysis, but it is more than a 
useful fiction: for any particular community of practice, the relevant coarse- 
graining— the “principles of vision and division” (Bourdieu 1990; Foster, 
Rzhetsky, and Evans 2015)— will be relatively consistent.9

For any invention j, each of its parents p∈Pj is characterized by its own 
set of features Fp ∈F . To create a new invention j, the inventor selects its 
features from the set of features possessed by its parents. This set is simply 
the union of all the parental feature sets: ∪ p∈Pj Fp. Occasionally, an inven-
tion introduces an entirely novel feature rather than just drawing on the fea-
tures of the past. At other times, an invention may “bundle” together several 
preexisting features (from one or several parents) into an effective, integrated 
unit. This new unit becomes a “feature” available to future inventions— its 
constituent subfeatures are henceforth sampled together. This process is 
called black boxing (Latour 1987). To embrace these generative possibilities, 
our model must allow inventors to black box or introduce a novel feature with 
some probability (which will typically be small in cases where invention is 
largely combinatorial).

Note that this inventive process can generate a range of inheritance path-
ways and hence topologies. It can describe unilineal inheritance, in which a 
single (cultural) parent is selected and (perhaps) slightly modified. It can also 
describe multilineal inheritance, in which multiple (cultural) parents are se-
lected and their features recombined. Starting from a picture of invention 
that is entirely agnostic about tinkering versus recombination is essential if 
we are to let the rich traces of inventive activity reveal the underlying modes 
of inheritance and pattern(s) of technological evolution. Such an agnostic 
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analysis can also provide data- driven hints as to the modes and mechanisms 
of cultural evolution.

Before defining a model- based approach for studying multiple inheri-
tance, we describe some exploratory methods for tracing multiple inheritance 
in densely sampled, time- ordered data. These methods are much simpler 
than the model- based approach but require further assumptions about 
the inventive process.

generalizing Parsimony
Parsimony- based methods provide powerful exploratory tools for construct-
ing possible phylogenies (O’Brien et al. 2013). Here we describe methods 
than can reconstruct possible reticulated histories (directed graphs) in the 
case of multiple inheritance. As a modeling strategy, parsimony emphasizes 
simplicity; it seeks the minimal explanation for the observed facts. In phy-
logenetic reconstruction, the present distribution of features (genetic or mor-
phological) provides the observed facts; the phylogenetic tree provides a 
potential explanation for those facts. In seeking the simplest explanation, 
parsimony methods minimize the number of genetic changes implied by the 
proposed tree. A tree that can explain the present distribution of features 
with five changes is preferable to a tree that requires six. The intuition un-
derlying this simplicity criterion is quite plausible: not only are fewer changes 
“simpler” in an absolute sense, but every change (mutation) is a low- probability 
event. Hence, we should generally seek explanations for present facts (i.e., 
trees) that minimize the number of such events (note that this basic idea is 
also used in some approaches to phylogenetic networks; see Huson and 
Scornavacca [2011]).

What is the analog of this parsimony principle in our generalized model 
of inheritance? Recall that in our model, new inventions sample over the fea-
tures of past inventions. All else being equal, it probably takes more time 
and effort to sample from three past inventions than from two. Hence, the 
most parsimonious or simplest explanation might minimize the number of 
past inventions needed to account for the features of the present invention. 
On the other hand, consider the following scenario. A new invention has six 
features. Four of those six features can be found in a single predecessor; the 
remaining two can be found separately in several possible predecessors. This 
history would lead to three “parents.” Alternately, three of the features can be 
found in a single predecessor and the remaining three in another predecessor. 
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This history would lead to two parents. Which history provides the simplest 
explanation? Naive parsimony (i.e., minimizing the number of parents) 
ignores the fact that a single parent can account for the majority of features 
in the new invention; in such ambiguous cases, it’s quite likely that there are 
many ways to account for the residual features, whereas there might be only 
one history that splits all features across two parents. We balance these 
various nuances of the parsimony principle through a greedy inventive pro-
cess. In essence, we assume that at any stage of invention inventors draw as 
many features from a parent as possible.10 In particular, inventors tend to 
draw a large number of features from one parent and a small number from 
several others, rather than drawing a moderate number from two or three. 
This greedy assumption also makes the problem more computationally trac-
table, as we do not have to search over different combinatorial histories.11 
At every step, we pick the simplest explanation— the parent that accounts 
for the most features.12

We now describe how to implement this parsimony principle in practice. 
Before implementing the following algorithm, we first reduce the feature sets 
of all inventions by removing any novel features— features that appear for 
the first time in that particular invention. These features cannot be accounted 
for by the past. In cases where the same novel feature appears in multiple 
inventions in the same time slice, we treat those features as novel for all in-
ventions. Now, we execute the following algorithm for each invention j. Note 
that this algorithm can be executed independently for every invention.

Parsimony Algorithm
1.  Establish the set of possible parents. This may be the set of all earlier 

inventions, or it may have some restrictions (e.g., all inventions more 
than six months older than the focal invention).

2.  For each possible parent, count up the number of features in the focal 
invention that could have been inherited from that parent.

3.  Add to the set of j’s parents whichever prior invention explains the most 
features (and remove that invention from the set of possible parents). If 
there are multiple equally explanatory inventions, we can implement 
additional principles of simplicity as desired. For example, we can prefer 
the most recent ancestor or the ancestor with the smallest spatial 
distance, social distance (e.g., as computed in a social network), or 
cognitive distance (e.g., as computed in a network or space of skills, 
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ideas, etc.). If all parsimony principles have been exhausted and multiple 
possible parents remain, choose at random.

4.  Eliminate from the feature set of the focal invention all features that have 
been explained by the parent set.

5. If features remain to be explained, go back to step 2. Otherwise, stop.

We repeat this procedure for all j to reconstruct a parsimonious history 
for our observed technologies. This history will be a directed acyclic graph 
(DAG); we establish the convention that arcs run to an invention j from its 
parents p, k, m, and so on to represent the flow of ideas from past to pres-
ent.13 This directed graph can be weighted, with arc weights counting the 
number of features inherited from each parent. Because of the random steps 
in the construction of the DAG, we should construct multiple complete his-
tories for a given data set and look at properties of the ensemble, which is 
only necessary if the random number generator is called. Because the re-
construction process is independent for each distinct invention, it can be 
trivially parallelized. See appendix for mathematical details.

Parsimonious Insights
What can we learn from the DAGs reconstructed via parsimony? First, re-
member that we are trying to make inferences about an unobserved history 
of invention and inheritance from richly sampled but incomplete evidence. 
In general, we will not have traces of the inheritance process (i.e., that the 
inventors of technology j drew on technologies p, k, and m); even when we 
do, those traces are incomplete and potentially biased. What we do have is a 
record of what technologies with what features exist at what times. Our in-
ferences are also shaped by assumptions about the inventive process that 
has generated this record— namely, that it is a greedy local search, in which 
inventors sequentially sample the space of possible parents and prefer to 
extract as much as possible from each parent along the way, until their 
new invention is complete.14

We can mine several insights from the weighted DAG that represents a 
parsimonious reconstruction of cultural inheritance under this model of 
technological evolution and the inventive process. First, we can ask what frac-
tion of “explicable” features in each invention is inherited from each parent. 
For a particular invention, this tells us whether most of its features come 
from a single parent or whether its features can be better explained by even 
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sampling from several parents. Consider the largest such fraction for each 
invention; call this the primary inheritance. The frequency distribution of 
primary inheritance reveals how many inventions are largely explicable with 
a single parent and how many require multiple parents to explain their fea-
tures (see Bedau, chapter 6, for an empirical analysis of multiple parentage 
in U.S. patents). From this distribution, we can obtain a good guess at the 
dominant mode of cultural inheritance in a given domain and make infer-
ences about the dominant mode of cultural evolution. If the distribution is 
peaked at large values (close to one), then the mode of inheritance is primar-
ily unilineal, and evolution proceeds via descent with modification. We can 
turn the DAG into a tree by retaining the highest- weight incoming arc for 
each node. This tree likely represents a good first approximation of the in-
heritance pattern. At the very least, it suggests that vertical transfer and de-
scent with modification together provide a parsimonious explanation for 
the facts. If the distribution is spread out across possible fractions— or even 
peaked at lower values— then we have evidence that the inheritance pattern 
is reticulate, involving multiple parents, and that the mode of evolution may 
be combinatorial. Given that our greedy reconstruction process is biased to-
ward trees, a broad distribution of primary inheritance provides substantial 
evidence for reticulate cultural evolution and multiple parentage.

Second, consider the number of features present in a given invention p. 
These are the features that could be passed on to any descendants. In a given 
reconstruction, we can compute the fraction of such features that are actu-
ally passed on to each descendant; call this the primary contribution. The 
mean and mode of this quantity, computed over all descendants, can tell us 
whether the features of p are typically inherited as a block or whether they 
are separable and used as a selective smorgasbord. While block inheritance 
of features happens in biology (e.g., genes are bundled together into chro-
mosomes), cultural and especially technological evolution is distinctive in 
its capacity to create such building blocks from more primitive pieces; this 
is a key part of the internal or endogenetic structure of cultural inheritance 
(see the introduction by Love and Wimsatt).15 We briefly discuss how such 
black- boxing events can be detected in parsimonious DAGs.

Black Boxing
We can use the two measures described above to identify potential moments 
of modularization or black boxing (Latour 1987). In practice, black boxing 
may involve miniaturization (allowing a bundle of features to “fit” in new 
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places); compression (simplifying components, removing redundancies, and 
integrating parts to maximize efficiency); autocatalysis (relations of mutual 
dependence across parts that sustain and reproduce coparticipation; see 
chapter 11 of this book); and the streamlining and/or standardizing of in-
put and output (making it easier for the set of features to recombine; see chap-
ter 2 for the importance of standardization to combinatorial processes in 
genomics and proteomics). The key signature of black boxing for a particu-
lar invention p is the relative size of its (average) primary contribution, com-
pared to all other inventions. If recombinant evolution is typical, the average 
size of the average primary contribution will be relatively low. When an in-
vention has an above- average primary contribution across descendants, 
this strongly suggests that its components are black boxed and drawn upon 
as whole units rather than as a set of parts. Now consider the primary in-
heritance of a specific invention k. If the primary inheritance is low, then in-
vention k has sampled from several sources. When the primary inheritance 
is low and the primary contribution is high, this suggests that k has drawn 
on several parents and bundled the parts together into a unit with emergent 
value.16 There is a synergistic, nonadditive, epistatic interaction among the 
parts, which leads others to select the whole black box. We can validate this 
intuition using related traces. For example, black- boxing events will likely 
correspond to cases in which the citations to a black- boxing patent super-
sede and largely replace citations to the patents (and separable components) 
on which it draws (Funk and Owen- Smith 2016).

Probabilistic models, Possible histories
Before discussing model- based approaches to the study of cultural genealo-
gies, we pause to discuss the role of models, uncertainty, and evidence. Des-
pite the rich electronic record of inventive activity in science, technology, 
and other cultural domains, much remains unknown. Specific influence 
pathways may be discoverable, but only after considerable effort— for exam-
ple, using traditional historical methods. Hence, the principled integration 
of model and evidence is important and the rigorous representation of un-
certainty essential. Probabilistic models provide a comprehensive framework 
for such integration (Ghahramani 2015).

Insights from the previous section were limited in two ways. First, our 
model of the discovery process was implicit and narrow: greedy search. While 
this model provided a useful parsimony principle allowing us to construct 
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well- defined, parsimonious “explanations” of observed histories (i.e., DAGs), 
it may distort inference insofar as it misspecifies the inventive process. By 
biasing reconstruction toward tree- like structures, parsimony provides a 
conservative test for multiple inheritance. Data that support a parsimonious 
explanation with multiple inheritance are quite likely to have been gener-
ated by some kind of recombinant process, but the details are likely to be 
wrong, and we learn nothing about the inventive process from the data. This 
leads to the second limitation. We have no idea how much certainty to have 
in our reconstructed cultural genealogy.

Probabilistic model- based inference has neither of these difficulties. First, 
we can construct a much more flexible model than greedy search. This flex-
ible model allows us to specify what we know about cultural inheritance (e.g., 
from qualitative or historical investigations of innovation, of which there are 
several examples in this book)— and what we do not know. This lack of knowl-
edge is represented by parameters in the model: we may have a general sense 
of the underlying generative process, but different model parameters realize 
different generative scenarios. Any hunches we have about the generative 
process can be further specified through priors on the parameters. For ex-
ample, our model might have a parameter controlling the average number of 
parents that contribute to a new invention (it will). If we have a strong reason 
to suspect that the average number of parents is two, then we can put a prior 
on that parameter concentrated around two. If not, we may choose a totally 
uninformative prior to represent our uncertainty about its value. But most of 
the action in probabilistic modeling does not take place in the priors; it takes 
place in inference. Inference is simply a process of learning from the data. The 
rules of probability (specifically, Bayes’ rule) allow us to use data to update 
our uncertainty. Doing so avoids the second limitation of parsimony meth-
ods: we can precisely quantify our certainty in the reconstructed genealogy.

Flexibility is important when reconstructing cultural genealogies, be-
cause of our agnostic position on patterns and processes of cultural evolu-
tion. It is very likely that cultural evolution follows different patterns in 
different domains. We know that stone tools and some features of language 
(to pick two examples) follow branching patterns. We strongly suspect that 
some areas of high technology follow combinatorial, reticulate patterns 
(Fleming and Sorenson 2001, 2004; Arthur 2009). Model- based inference al-
lows us to discover different patterns and processes of cultural evolution in 
different domains. We do not claim that our models perfectly describe the 
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world (even after inference). We do claim, however, that they give a relatively 
precise sense of the generative processes and historical trajectories that could 
explain available evidence. Crucially, our models can focus attention on the 
most plausible or informative influence pathways that merit detailed, costly 
historical or ethnographic investigation (Wimsatt 2013b); in other words, 
they can provide structure to the larger problem agenda of understanding 
cultural evolution in specific domains and guide the attention of relevant dis-
ciplinary partners to maximize the value of their contributions (see the in-
troduction by Love and Wimsatt).

learning about multiPle inheritance
With model- based inference, we allow the data to reduce our uncertainty 
about the nature of the inheritance process (Ghahramani 2015). As input 
data, we again have a set of types ordered in time. These types could be pat-
ents, publications, products, or other complex cultural entities (e.g., organi-
zations or people— anything decomposable into documented building blocks; 
see chapter 1). Each type j is characterized by a unique set of features.17 A 
type may correspond to multiple entities, insofar as these entities are “indis-
tinguishable” from the perspective of these features. The more refined the 
set of elementary features (i.e., the larger the number of distinct features), 
the more types there will be. Consider, for example, the description of pat-
ents using a few classification codes, as opposed to more detailed descrip-
tions extracted and normalized from full text. In the former case, many 
patents might correspond to the same type; in the later case, a single type 
might correspond to just a few patents, or even a unique one.

Types are ordered in time; we can retain time as a component of the 
model to account for time intervals, as in parsimony. We can also use tem-
poral information to model the probability that the recent and the ancient 
past are considered as sources of potential parents. If we have information 
about the spatial, social, and cognitive “place” of invention, we can learn from 
the data whether there are similar “local” biases (Adams 2002). For exam-
ple, we might have detailed information about the time and place of inven-
tion. Since recent inventions are generally easier to retrieve than much older 
inventions and local knowledge is easier to access than distant knowledge 
(e.g., due to the institutional or organizational structuring of cultural breed-
ing populations), we might modulate the probability of choosing a particular 



216 Jacob G.  Foster and James A.  Evans

parent by a decaying function of temporal separation and geographic dis-
tance. But since we do not know how much more likely inventors are to re-
trieve recent or local knowledge over ancient or distant knowledge, we 
characterize that function with unknown parameters. We can learn from the 
data a reasonable range of possible parameter values.

For simplicity and concreteness, we describe the model as a generative 
process. From the generative model, we can construct a joint probability dis-
tribution over the observed types F, the DAG of parentage assignments P, 
and the parameters Θ that control the number of parents and the sampling 
of features from parents. Given the joint distribution, we can construct the 
posterior probability over DAGs and parameters conditional on the obser-
vations using Bayes’ rule. The posterior probability is our ultimate target: 
given our modeling assumptions, our priors, and (most importantly) our 
available evidence, we can sample from the posterior probability distribu-
tion to discover which DAGs are more (and less) likely and which parameter 
values are more probable, given the evidence.

This is conceptually identical to the standard Bayesian approach to phylo-
genetic tree reconstruction (Felsenstein 2004; Bergstrom and Dugatkin 2012). 
In that case, we want to construct (or at least sample from) the posterior dis-
tribution over trees, conditioned on available data D. In principle, we may 
have a prior over trees; in practice, a flat prior is usually used so that every tree 
is equally probable, a priori. Using Bayes’ rule, we can construct the posterior:

 Pr(Tree|D)= Pr(D |Tree)Pr(Tree)
Pr(D)

 (1)

where parameters of the model of character or sequence evolution have been 
suppressed. The likelihood Pr(D | Tree) is well defined and can be easily 
computed; it is the probability of the observed data given a particular tree, a 
particular model of evolution, and particular parameter values characteriz-
ing that model.

Our generative model for multiple inheritance can be quickly summa-
rized by listing its steps. The model begins at the earliest observation and 
iterates over the following:

1. Choose the number of parents.
2. Choose the identity of the parents.
3. Choose features from the set of parents.
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This is, of course, the same basic picture that guided our parsimony 
method above. In a fully Bayesian approach, we would begin the generative 
process by drawing the parameters from prior distributions (Gershman and 
Blei 2012). Given these parameters, we would then iterate the steps above. 
Note that even here some assumptions are baked into the model; for exam-
ple, the number of parents is not influenced by the identity of the parents 
nor can the features selected from one particular parent influence the selec-
tion of subsequent parents.18 We now (briefly) describe each step; we provide 
mathematical details in the appendix.

Number of Parents
For a given observation, the generative process begins by choosing the num-
ber of parents. The number of parents is drawn from a distribution con-
trolled by one or more parameters θp. The simplest such distribution would 
be a Poisson, in which case the parameter would control the average num-
ber of parents. This picture is similar to the so- called Indian buffet process, 
in which customers sample dishes from the buffet until they have chosen 
a number of dishes drawn from a Poisson distribution (Griffiths and Ghahra-
mani 2011). Using a Poisson distribution, however, assumes that there is a 
typical number of parents and that the distribution of parents is tightly 
peaked around that number. That might not be the case— another instance 
in which model specification will shape inference. Ideally, one would explore 
models with alternative distributions (and mixtures of distributions) and 
check them using techniques for model criticism, as through predictive sam-
ple reuse or posterior predictive checks (Blei 2014). In full generality, one 
might permit the parameter(s) controlling the number of parents to change 
over the course of evolutionary history, allowing one mode of cultural evo-
lution (e.g., branching) to dominate earlier portions of the DAG and another 
mode (e.g., reticulation) to dominate later parts. See Silvestro et al. (2014) for 
an inspiring approach to capturing such shifts.

Choosing Parents
Once the number of parents has been selected— equivalently, once we 
have selected the in- degree of the node j in the directed acyclic graph 
representation— we must choose specific parents. There are many ways to 
formalize this choice process. For simplicity, we assume that each parent is 
chosen independently. If each parent, in turn, has an equal probability of 
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being chosen (a highly unrealistic assumption), then each invention will have 
an asymptotically Poisson number of offspring (i.e., out- degree). A slightly 
more complicated model, imitating the Indian buffet process, assumes that 
inventors start with the most recent potential parents and then work back-
ward in time. Each potential parent is considered; it is selected as an ancestor 
with a probability proportional to its popularity (i.e., its current number of 
offspring or, equivalently, out- degree). This process repeats until the full com-
plement of parents is chosen. In this model, preferential attachment (which 
asymptotically produces a power- law distribution of out- degrees) competes 
with recency bias. Although older nodes may have given birth several times, 
they are less likely to be selected as they get older; more nodes must be 
“skipped” to get to them. In general, the probability of choosing a particular 
parent can depend on many different factors. Parents might have an intrin-
sic “fitness.” This fitness could be drawn from some distribution when the 
parent is initially created. More realistically, the fitness could be determined 
by the constellation of features present in the invention (thus allowing for 
inventions with similar features to have similar fitness). Preferential attach-
ment (rich- get- richer dynamics) could play a role, reflecting prestige bias, 
conformist bias, or both (Boyd and Richerson 1988; Mesoudi 2011). Parent 
choice may be shaped by explicit markers of social identity, such as disci-
plinary, professional, or institutional affiliation (see chapters 1 and 12), as 
well as by temporal, spatial, social, and conceptual distance. Finally, we 
could explicitly model choice- set formation so that inventors make a cogni-
tively plausible choice across a small number of possibilities, rather than 
implicitly considering the entire universe of possible parents (Swait and 
Ben- Akiva 1987; Bruch, Feinberg, and Lee 2016). These more complex mod-
els of parent choice would allow researchers to test important assumptions. 
For example, we could discover that inventors are more likely to select a set 
of parents from the “same” cultural breeding population (e.g., scientific 
discipline or technology area).

Number of Features
We assume that the number of features sampled from the parents is inde-
pendent of the number or identity of the parents. This is, again, a simplify-
ing assumption; it could be that inventions with more parents tend to sample 
more features or that inventions with high- fitness or popular parents sam-
ple more. As with the number of parents, the simplest choice for this distri-
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bution is Poisson, though this could be generalized to admit more complex 
distributions.

Increasing Complexity
As currently described, this generative model has a major limitation. It can-
not easily deal with cultural evolution in which features accumulate. Yet this 
is an incredibly common mode, both in technological evolution (Arthur 
2009) and in the sequential acquisition of skills by developing biological in-
dividuals (Love and Wimsatt, the introduction to this book; see also Wim-
satt, chapter 1). Building blocks already characterized by many features can 
be used to assemble an even larger invention, such as airplanes and boats 
combined into an aircraft carrier (Arthur 2009). If our types are defined by 
features at a consistent granularity, then later inventions may have more fea-
tures, on average. We can capture this by allowing the average number of 
features to grow over time; this growth rate can be controlled by one or more 
parameters subject to inference. A more interesting approach would allow 
the data to “suggest” bundles of elemental features that should be treated as 
a single feature because of frequent copresence. This compression or dimen-
sionality reduction of the feature space implements a form of parsimony; it 
attempts to simplify the explanation of observed facts by reducing the num-
ber of components. There are a range of approaches to so- called feature or 
representation learning. Matrix factorization (Bengio, Courville, and Vin-
cent 2013) could be applied periodically or continuously to update the feature 
space confronting inventors; the compression schedule could be optimized so 
that the number of compressed features in any given invention remains rela-
tively constant. A latent aggregation– fragmentation process provides a purely 
probabilistic alternative. Features can aggregate into a bundle with some 
small probability, and bundles can disaggregate into constituent features with 
another (Ghahramani 2013; Blei 2014). This would provide an explicit prob-
abilistic model of the black- boxing process. A more radical alternative would 
replace surface features with latent feature generators, emulating topic mod-
eling (Blei 2014). However it is implemented, such chunking (Wimsatt 2013a) 
is consistent with both plausible limits on working memory (Miller 1956) 
and the robustness of modular assembly (Simon 1969; Latour 1987; Arthur 
2009). As in the exploratory analysis, the consistent chunking of several 
features into a bundle suggests a black- boxing event and could be used to 
detect such moments in the unfolding cultural- evolutionary process.19
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Choosing Features
Once the number of features has been selected, we must choose specific fea-
tures. As with parent selection, it is simplest to assume that features are se-
lected independently. Indeed, the simplest version of feature selection would 
look very much like parent selection, moving through features in some or-
der and selecting them proportional to their popularity, either over the en-
tire past history of the system or over the set of parents.20 Unlike parent 
selection, however, we allow the creative unit (the inventive individual or 
team) to introduce some number of new features unobserved in the parent 
set— and possibly never yet observed in the history of the system. This step 
allows for the introduction of radical novelty to the inventive system; not just 
the novel combination of features but the addition of entirely new features 
(Foster, Rzhetsky, and Evans 2015).21 On a more mundane level, this model-
ing assumption allows any invention to be generated from any parent set, 
albeit with very small probability. This is useful computationally. It is also 
important substantively: it may be that inventors introduce a particular fea-
ture by plucking it from the inventive zeitgeist, rather than drawing on a par-
ticular parent. The capacity to generate new features also connects this 
generative model to Bayesian nonparametric processes more generally, as the 
number of potential features is not determined a priori in the model, al-
though it is obviously given by the data.

Inference
Although somewhat nonobvious from the generative description, the model 
outlined above is remarkably close to standard phylogenetic inference in 
structure. Instead of a tree, the parentage assignment P describes a DAG that 
respects the time ordering of inventions F. Earlier inventions point toward 
later inventions that draw on them for features. For a given parentage assign-
ment and values of the generative parameters Θ (i.e., the two explanatory 
parts of the model), we can calculate the probability of the data Pr(F | P, Θ) 
directly. We have priors on the model parameters Pr(Θ), which may be in-
formative or uninformative. Given the parameters, the probability of any 
particular DAG P is determined. We can combine all these parts using 
Bayes’ rule to compute the posterior distribution over the space of DAGs 
(i.e., explanatory histories) and parameters (i.e., explanatory processes). It is

 Pr(P,Θ |F)= Pr(F |P,Θ)Pr(P |Θ)Pr(Θ)
Pr(F)

. (2)



 Promiscuous I n v en tions 221

The denominator cannot be calculated because computing the probability 
of the data requires a sum over all possible DAGs P. We can approximate the 
posterior, as in phylogenetic inference, using standard methods like Markov 
chain Monte Carlo (Gershman and Blei 2012) to draw from or otherwise ap-
proximate the posterior distribution.

modeling the cultural evolution of develoPing 
individuals, organizations, and institutions
While our approach was inspired by the challenges of modeling multiple in-
heritance in technological evolution, it can be applied to any cultural data 
for which there is dense sampling and information about the sequence of ob-
servations. One particularly exciting application concerns data in which 
well- defined units with temporal duration but malleable features (e.g., indi-
vidual humans, organizations, genres, or states) are observed repeatedly. In 
this case, we can view an observation of unit j at time t as a recombination of 
its state at last observation with features drawn from other available “parents.”

This strategy emulates the approach suggested in Boyd and Richerson 
(1988) for theoretical models of horizontal transmission during the life span. 
In other words, unit j selects its characteristics at time t by sampling from 
its previous state as well as from its contemporaries and predecessors. The 
astute reader will have noticed that this model is very close to models of so-
cial contagion; given this similarity, we must be vigilant against the possible 
confounding of social contagion with latent homophily (Shalizi and Thomas 
2011). That said, the adopted feature(s) must come from somewhere, and it is 
possible that specific contagion versus diffuse adoption driven by latent 
homo philous traits can be distinguished by the presence or absence of spe-
cific influence paths in the posterior distribution over DAGs.

In practice, capturing the known features of human cultural develop-
ment, such as the sequential nature of skill acquisition, would require relax-
ing many of the assumptions outlined above. The features retained by unit j 
from its past state would affect its selection of “parents” for cultural updat-
ing, as well as the features chosen from them (Foster 2018). For example, it 
is almost surely the case that someone who knows single- variable calculus 
at time t and multivariable calculus at time t + 1 retained his knowledge of 
single- variable calculus and learned the multivariable version from his 
teacher and/or textbook. It is also likely that this teacher is someone close in 
physical, social, and organizational space. Incorporating geographic or 
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social proximity in the choice of cultural parents, including evolving mark-
ers of social identity (see chapter 12), would allow us to deal directly with 
cultural population structure (Wimsatt 2013a). Note that a model of “par-
ent” selection incorporating cumulative advantage is very similar to pres-
tige bias, an important mechanism in cultural microevolution (Boyd and 
Richerson 1988; Mesoudi 2011). In our running example, this imaginary stu-
dent is more likely to select a popular model known for her excellent peda-
gogy. The student may pick up other cultural traits as a by- product of this 
learning relationship, such as a specific story or preference for a certain mode 
of investigation. This same framework would provide a powerful and precise 
technique for studying the evolution of organizations and institutions more 
broadly, as there are often repeated observations of these units.

In other words, this formal trick extends the range of our framework 
from cultural macroevolution to the microevolutionary dynamics of cultural 
change. We thereby provide an intriguing twist on Wimsatt’s observation 
in chapter 1 of this volume that heredity and development “interchange roles 
in the study of biology and culture,” with cultural development being more 
transparent to investigation and hence helping to illuminate cultural hered-
ity. In our framework, long- term patterns of cultural heredity and short- term 
patterns of cultural development are treated in the same way!

testing models of multiPle inheritance
In describing our approach to the study of multiple inheritance, we have em-
phasized that studying cultural macroevolution requires uncertain infer-
ence of unknown processes from rich data. How might we validate these 
models? We briefly mentioned internal checks using model criticism, as 
through predictive sample reuse or posterior predictive checks (Blei 2014). 
Such checks are important, but they are unlikely to persuade the obdurate 
skeptic. Thus, we note that, just as biologists rely on paleontologists to vali-
date the presence of particular extinct organisms at particular times, so too 
can students of computational cultural evolution turn to historians, sociol-
ogists, anthropologists, and archaeologists to validate particular claims about 
particular influence pathways and inventive events; they might also turn to 
cognitive scientists to validate the detailed cognitive mechanisms or pro-
cesses implied by their inferences. Because such validating steps are expen-
sive in time, labor, and expertise, validation should start with inferences that 
show the least uncertainty (e.g., an assembly process that shows up in 99 per-
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cent of the DAGs sampled from the posterior distribution), although weaker 
inferences can give provocative hypotheses as well. In this way, large- scale 
computational studies of cultural evolution depend on and inform a wide 
range of rich disciplinary perspectives and methodologies. In other words, 
our approach both scaffolds and is scaffolded by a much larger research 
agenda. It provides a way to analyze unprecedented new data sets (Evans and 
Foster 2011) as important model organisms for the large- scale quantitative 
study of cultural evolution without embracing the limiting conceptual vo-
cabulary of a single discipline (see the introduction by Love and Wimsatt).22

trims, trams, and the mode of  
cultural evolution
In this chapter, we described the foundations of an agnostic approach to re-
constructing cultural lineages— one general enough to identify both pat-
terns dominated by branching and patterns dominated by reticulation.23 It 
is worth reflecting briefly on when and why we might expect to see these two 
archetypal modes of cultural inheritance. Approaches based on phylogenetic 
inference have leaned on the assumption that Transmission Isolating Mech-
anisms (TRIMs) like geopolitical boundaries, ethnocentrism, and language 
barriers limit the mixture and recombination of cultural components across 
lineages (Durham 1991; Mesoudi 2011). In the language of Wimsatt (2013a), 
these TRIMs mostly appeal to population structure— they are mechanisms 
that prevent culturally distinct populations from mixing and create distinct 
cultural breeding populations (see chapter 1). For example, language barri-
ers could be viewed as institutionally induced cultural population structure. 
TRIMs make the pattern of cultural evolution branch- like, with a relatively 
slow pace— novelty is just harder to come by when new components and 
combinations must be produced within a cultural lineage. Hence, TRIMs 
create patterns of cultural evolution perfectly suited for detection by exist-
ing methods of inference that assume a single dominant inheritance path-
way for each observed entity.

Although the precise TRIMs that are commonly invoked in cultural phy-
logenetics are much less common in the modern era of science and technol-
ogy, their analogs nevertheless exist. For example, the citation of patents is 
slower, and radiates more slowly outward in space from the focal patent, than 
the citation of scientific articles (Adams, Clemmons, and Stephan 2006). Sci-
entific communities can be largely cut off from one another by geopolitical 
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boundaries (as in the cladogenesis that resulted in a distinctive tradition of 
Soviet mathematics in the mid- twentieth century) or by jargon (Vilhena et al. 
2014). And population structure, whether imposed by geography, disciplines, 
schools of thought, or status, can substantially slow the spread of new scien-
tific or technical knowledge, especially when it is difficult to codify (Kaiser 
2009). Whenever transmissible units depend on extensive previous training 
or time- consuming pedagogy for reliable transmission (Kaiser 2009), their 
spread across populations will be slower, and cultural evolution is more likely 
to manifest a branching mode on some levels of analysis (Boyd et al. 1997; 
Wimsatt 2013a). This should be true whether the transmissible unit is craft-
ing a stone tool or crafting an elegant proof. Thus, organizationally enabled 
scaffolding, while facilitating cumulative cultural evolution within a particu-
lar lineage (e.g., a discipline), promotes the development of distinct cultural 
breeding populations. Careers can be strongly canalized within an existing 
cultural population, such as when departments only hire faculty with train-
ing in their specific discipline or with degrees from a select range of similar 
departments (Clauset, Arbesman, and Larremore 2015). This canalization 
limits cumulative cultural evolution across lineages (see chapter 1).

Nevertheless, the system of modern science and technology also contains 
Transmission Accelerating Mechanisms or TRAMs, which increase the rate 
of horizontal transmission and recombination. These TRAMs range across 
the “relevant units of the cultural system” described by Wimsatt in this book. 
TRAMs most obviously include infrastructure such as modern transporta-
tion and communication technologies. They also include institutional con-
ventions, like the increased dominance of English as scientific lingua franca; 
indeed, spoken language and writing have been powerful TRAMs and 
TRIMs at different scales throughout human history (see chapters 9 and 10). 
Classic Mertonian norms (like universalism) promote the free flow and ex-
change of ideas (Merton 1973), as do the explicit references, patent subclasses, 
and article key words associated with the publication process itself— all con-
ventions that make information easier to find and retrieve. International 
conferences break down geographic population structure, while interdisci-
plinary meetings aim to break down the population structure created by dis-
cipline, training, and school of thought. Interdisciplinary hiring redirects 
careers across multiple cultural breeding populations, facilitating recombi-
nation across cultural lineages. Most intriguingly, technologies and some 
ideas can internalize their scaffolding so that they have easily discernible 
affordances. This process of black boxing allows the technology to move and 
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recombine more easily, as described by Bruno Latour (1987) and Michel 
Callon (1986). In a sense, these black- boxed artifacts actually scaffold their 
own recombination (Wimsatt 2013a), and we hypothesize that such auto-
scaffolding is the crucial TRAM driving rapid, recombinant, and cumula-
tive technological evolution.

Our models and exploratory methods are designed precisely to allow a 
system of artifacts, ideas, institutions, or individuals to reveal its dominant 
mode of cultural evolution, whether that be branching, reticulation, or some 
mixture of the two. In revealing the varying tempo and mode of cultural evo-
lution across many contexts, these methods will help us understand in de-
tail the competition between the TRIMs and the TRAMs that together 
pattern the evolution of technology, ideas, and human culture more broadly. 
We hope that our methods, and the underlying conceptual apparatus, can 
accelerate the move “beyond the meme” toward the integrated, interdisci-
plinary, multimethod study of cultural evolution.

mathematical aPPendix
Here, we provide concrete mathematical details and illustrations for the 
methods outlined above. This appendix is best read in parallel with the main 
text.

Parsimony
For each invention j, let ′Fj = Fj/novel be the set of all features in invention j, 
once any novel features have been removed. The set of all possible parents of 
j is denoted Pt j. For each potential parent p∈Pt j, we compute the intersec-
tion of the set of features in j that could have been inherited ( ′Fj ) and the set 
of features in p (Fp); call this

 Wjp = ′Fj ∩Fp . (3)

We select as the first or “prime” parent the prior invention k with the 
maximum Wjk. This is the prior invention that explains the most features. If 
there are multiple equally explanatory inventions, we can select the inven-
tion with the smallest Δtjk (recency bias), the smallest Δdjk (local bias), and 
so forth. If all parsimony principles are exhausted, choose at random.

Now define ′Fj/k as the set of all features in invention j that remain to be 
explained, given that k is one of the parents. We iterate the procedure above, 
defining
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 Wjp|k = ′Fj/k ∩Fp  (4)

and selecting as the next parent the invention m with the maximum Wjm|k 
(i.e., the one that explains the most features not explained by k). We re-
peat this procedure until all heritable features of j have been explained by 
one or more parents. We repeat this procedure for all j to reconstruct a 
parsimonious history for our observed technologies. Note that this his-
tory will be a directed graph; we establish the convention that arcs run to 
invention j from parents p, k, m, and so on, so that Wjp counts the number 
of components that flow from p to j, Wjm|p counts the number of compo-
nents that flow from m to j, and so on. For notational simplicity, we will 
refer to Wjm|p as Wjm, Wjq|pm as Wjq, and so on, unless the “conditioning” 
is important.

Black Boxing Measures
Define Wj = |Fj| — that is, the number of features in the j- th invention. Now 
define

 
W!jp =

Wjp

Wj

 
(5)

as the fraction of all components in j inherited from ancestor p. The primary 
inheritance is just the largest W!jp over all ancestors p. Call this W! jp

max. Prop-
erties of the frequency distribution of primary inheritance Pr(W!max ) can 
provide suggestive evidence for branching or reticulate evolution.

With slight abuse of notation, we can define the primary contribution

 ⌣
Wjp =

Wjp

Wp

 
(6)

as the fraction of components in p passed on to its descendent j in a given 
reconstruction, where we look at cases in which p is the primary, secondary, 
tertiary ancestor, and so on. The mean 

⌣
Wp = 1

N j
∑ j
⌣
Wjp  and mode over all 

descendants j give us an idea of whether the components of p are typically 
taken as a block or whether they are separable.

The key signature for black boxing is a modal 
⌣
Wjk for a given k that is sig-

nificantly higher than the typical mode of 
⌣
Wjp over the population of p’s or, 

equivalently, a mean primary contribution 
⌣
Wk that is significantly higher 

than the mean 
⌣
Wp over the population of p’s. When the mean primary con-

tribution 
⌣
Wk is high but the mean fraction of components that k inherits 
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from its ancestors ∑ p∈Pk
Ŵkp

|Pk |
 is low (or, equivalently, when the primary in-

heritance is low), it is likely that invention k has sampled from several 
sources and black boxed the parts.

Probabilistic Models of Multiple Inheritance
As input, we again have a set of types ordered in time. Each type j is charac-
terized by a unique set of features Fj. We can equivalently represent this as a 
binary feature vector fj of length M, where types have M possible features. 
Thus, we observe a time- ordered collection of N types F = {f1, f2, f3, . . . , fN}.24

Number of Parents
For a given observation fj, the generative process begins by choosing the 
number of parents nj

P. The number of parents is drawn from a distribution 
controlled by one or more parameters θP. The simplest such choice would be 
a Poisson distribution, Poisson(αp), with αp controlling the average number 
of parents. This is similar to the so- called Indian buffet process, where cus-
tomers stop after they have sampled Poisson(α) dishes (Griffiths and Ghah-
ramani 2011).25 This distribution, however, would assume that there is a 
typical number of parents and that the distribution of nj

P is tightly peaked 
around that number. This could be relaxed.

Choosing Parents
There are many ways to formalize parent choice. For simplicity, we assume 
that the probability of assembling a particular collection of n parents 
 factorizes

 Pr(Pj ={a1,a2 ,a3 ,…an}|nj
P =n)∼

1

n

∏ Pr(a1 ∈Pj )…Pr(an ∈Pj ) . (7)

Number of Features
We assume that the number of features to be sampled from the parents is 
independent of the number or identity of the parents. As with the number 
of parents, the simplest choice for this distribution is Poisson(αf), though 
this could be generalized to admit more complex distributions.

Increasing Complexity
Our generative model, as proposed, cannot easily deal with cultural evolu-
tion in which features accumulate. One way to deal with this is to make the 
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parameter controlling the number of features time dependent. For example, 
αf grows with t at a rate β that is also subject to inference. A more interesting 
approach would allow the data to “suggest” relevant bundles of elemental fea-
tures that should themselves be treated as features because of frequent 
copresence— a compression of the feature space. This could be done in a 
number of ways, as described in the main text.

Choosing Features
Once the number of features has been selected, we must choose specific 
features. Unlike parent selection, however, we allow the creative unit to 
introduce some number (0 − m) of new features ~Poisson(αnovel) unob-
served in the parent set— and possibly never yet observed in the history of 
the system. This allows any observation fj to be generated from any parent 
set while also allowing true novelty through the creation of entirely new 
features.

Inference
Although somewhat nonobvious from the generative description, the model 
defined above is remarkably close to standard phylogenetic inference in 
structure. The parentage assignment P is just a directed acyclic graph that 
respects the time ordering of F = {f1, f2, f3, . . . , fN}. For a given P and values 
of the generative parameters— for example, αp and αF ∈Θ— we can calcu-
late Pr(F | P, Θ) quite directly. Then

 Pr(P,Θ |F)= Pr(F |P,Θ)Pr(P |Θ)Pr(Θ)
Pr(F)

 (8)

where the denominator cannot be calculated because of the required sum 
over all possible P. Thus, we can approximate the posterior, as in phyloge-
netic inference, using standard methods such as Markov chain Monte Carlo 
(Gershman and Blei 2012).

notes
 1. The frequency of horizontal gene transfer among prokaryotic taxa 
(Doolittle and Bapteste 2007) has created an urgent need for methods to 
study reticulation in biology, for example, Kunin et al. (2005). Although com-
putational biologists have answered the call (Huson, Rupp, and Scorna-
vacca 2010), these methods are either too generic (i.e., they are essentially 
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clustering) or involve too many specific biological processes (e.g., gene dele-
tion or insertion) to provide a useful starting point. Until very recently, there 
were no Bayesian, generative model– based approaches to reticulation, though 
Wen, Yu, and Nakhleh (2016) may provide a way forward.
 2. In some cases, horizontal transmission is reserved for trait flows 
within a generation (peer- to- peer), and oblique transmission is used when 
traits flow from nonparental individuals in an earlier generation to individ-
uals in a later generation. We will not make this distinction here.
 3. Defined by Wimsatt as “structure- like dynamical interactions with 
performing individuals that are means through which . . . competencies are 
constructed or acquired by individuals or organizations.”
 4. Note the epidemiological language.
 5. Note here the role of several factors explored at length in this volume 
as TRIMs; e.g., language (see chapter 9) and identity (see chapter 12).
 6. As we will argue later, the methods we propose extend unproblem-
atically to some other cultural items and could even be used to model se-
quential skill acquisition by developing biological individuals (see the 
introduction by Love and Wimsatt; see also chapter 1). For concreteness, we 
focus the discussion on science and technology, but the reader should keep 
implicit generalizations in mind throughout.
 7. For many problems, a tree- based simplification could be illuminat-
ing as an initial analysis of data.
 8. We assume here that the features are already given, as in patent 
classes, PACS (physics and astronomy classification scheme) codes, or MeSH 
(medical subject heading) terms. In cases in which features must be con-
structed by the analyst from scratch, one can draw upon a well- developed 
literature in feature engineering.
 9. The cleaned, curated features given by patent classes, PACS codes, and 
MeSH terms are useful insofar as they approximate, in some fashion, the 
principles of vision and division that characterize the relevant communities 
of practice. We leave aside the very interesting question of how different com-
munities of practice might break up the same invention into different ele-
mentary building blocks; this would require detailed thinking about the 
sequentially dependent and organizationally scaffolded skill acquisition 
(Goodwin 2017) that would yield different ways of seeing the same inven-
tion (Love and Wimsatt, the introduction to this book; Wimsatt, chapter 1), 
that is, different modes of “professional vision” (Goodwin 1994). Data sci-
ence techniques for feature engineering may be useful for heuristic feature 
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construction where expert taxonomies are incomplete or nonexistent (Scott 
and Matwin 1999; Anderson et al. 2013).
 10. While this may seem like a strong assumption, note that it has a cer-
tain plausibility in terms of search. If there are many possible histories that 
enrich the “primary” parent with residual features (the three- parent history) 
but only one history that pairs the right two inventions (the two- parent his-
tory), then we are more likely to observe someone start from the primary 
parent and then enrich than to observe an inventor who lands on exactly the 
right pair of parents.
 11. Of course, this introduces a bias into our reconstruction, but absent 
strong evidence to the contrary, we think that the greedy assumption tends 
to capture more probable pathways. It is also consistent with approaches to 
human cognition, like case- based reasoning (Aamodt and Plaza 1994).
 12. If we wish to weaken this assumption privileging significant inheri-
tance from a single parent p, we can search over the space of pairs, triples, 
tetrads, etc., for the combination that contributes the most features. The com-
putational cost for this exploration is high, however. Rather than searching 
through n possible parents for the single most explanatory parent (so the 
overall search is O(n)), we would have to search through 2

n( ) pairs, 3
n( ) 

triples, 4
n( ) tetrads, etc. The computational cost grows exponentially: 

O(n2 ),O(n3 ),O(n4 ), etc.
 13. It will be acyclic— i.e., have no loops i → j → k → i— because the fu-
ture cannot influence the past by construction.
 14. This method of constructing a parsimonious evolutionary explana-
tion is not assured to recover the actual inheritance pattern of cultural traits. 
Moreover, the adaptive, evolutionary significance of inheriting a particular 
feature may only be minimally associated with the primary inheritance on 
which parsimony focuses.
 15. Indeed, Wimsatt notes that “black boxing is a crucial feature of most 
complex sequential skill acquisition” in his contribution to this book.
 16. Note that, on this account invention, k (with low primary inheritance 
and high primary contribution) creates the black box, which persists as a 
packet into the next generation. In principle, persistence across multiple gen-
erations would provide stronger evidence for true black boxing.
 17. The need to characterize types with discrete features or “building 
blocks” is an obvious limitation and a potential source of bias. These meth-
ods work best for entities that have already been characterized with features. 
As discussed previously, it is certainly possible to induce features when they 
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are not already available, but we must be especially cautious about inferences 
from these induced features. Independent validation of the features is a ne-
cessity. And even when features have been developed for other reasons (e.g., 
search or classification), these may not always correspond to the features that 
are relevant to the inventive process, introducing bias.
 18. This will need to be relaxed in section 7 to model the sequential skill 
acquisition common in developing biological individuals or organizations.
 19. As new, complex features are discovered— by inventors through black 
boxing and by analysts through feature reduction— even old artifacts could 
“acquire” new, heritable features as bundles of components are reinterpreted 
as coherent units. Note that the routine combination of components could 
take place immediately following their initial combination, could increase 
gradually, or could follow a discontinuous trajectory as an old combination 
becomes fit to a new environment. For example, consider the explosive rise 
in the use of Bayesian methods following the advent of computers, which 
scaffolded and explicitly catalyzed their application (see chapter 11).
 20. This simplifying assumption runs roughshod over the sequential de-
pendence of features— or even their functional interdependence.
 21. The frequency of entirely new features will scale inversely with the 
resolution of existing features. For example, a new feature in a coarse- grained 
scheme might include a custom- built molecule, but this would simply be a 
new combination of existing features if atoms or molecular motifs were com-
ponents (Arthur 2009).
 22. Here, we are thinking especially of patents (see chapter 6).
 23. While our approach allows panmixia— i.e., the selection of arbitrary 
parents to produce offspring (see chapter 1)—it also allows distinct cultural 
breeding populations to emerge from the data. It also allows researchers to 
encode distinct hypotheses about factors like geographic, social, or cultural 
distance that structure cultural breeding populations and violate panmictic 
assumptions.
 24. We largely follow the notation and presentation of Gershman and Blei 
(2012) here.
 25. If the feature set describing all parents is finite, we could model this 
by a simple Beta- Bernoulli process. There are many ways to set up a concep-
tually similar generative model; the important ingredients are (1) a process 
controlling the number of parents, (2) a process selecting the parents, and 
(3) a process choosing features from the set of parents.
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overview and context
In this chapter, I argue that the study of cultural evolution would benefit from 
model systems that are analogous to the model organisms studied in biol-
ogy and that patented technology would make an excellent model system. 
My argument has three main steps. First, I note an important epistemic bene-
fit provided by model organisms in biology: knowledge about a model or-
ganism illuminates nonmodel organisms both by providing a baseline for 
comparison with nonmodels and by allowing us to extrapolate knowledge 
about the model to similar nonmodel organisms. Model organisms are of-
ten relatively easy to learn about and understand, so information about the 
model organisms accumulates from many perspectives, and this informa-
tion becomes increasingly integrated over time. Second, I argue that the ana-
log of model organisms, which we can refer to as model cultural systems, 
provides analogous epistemic benefits for the study of cultural evolution. Or, 
at least, a model cultural system would provide those epistemic benefits if it 
existed. Third, I argue that patented technology has all the hallmarks of an 
excellent model system for at least three important aspects of cultural evolu-
tion: the way traits flow in the hyperparental genealogies that are character-
istic of cultural evolution, the open- ended innovation characteristic of many 
cultural systems, and the new automated methods and tools for mining huge 
digital data sets to visualize and quantify the evolution of cultural traits. 
Patented technology nicely illustrates these three aspects of cultural evolu-
tion and provides a relatively easy way to learn more about all three.

Although the standard methodologies for investigating cultural evolution 
do not include things like model organisms in biology, this is an unfortunate 
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missed opportunity. There have been other proposals for “model organ-
isms” for the study of cultural evolution, such as Weismann diagrams 
(Griesemer and Wimsatt 1989) and Punnett squares (Wimsatt 2012). When 
we see why model organisms are so useful in biology, we can see why the 
study of cultural evolution would enjoy similar epistemic benefits if it too 
studied appropriate model systems. The use of model systems would mark a 
constructive milestone in the study of cultural evolution, especially the evo-
lution of technology.

The central aim of this chapter is to show why patented technology is an 
excellent candidate model system for cultural evolution. Just as biology has 
a number and variety of model organisms, presumably, the study of cultural 
evolution would benefit from a number and variety of model systems; I pro-
pose patented technology as one excellent example. Many proposed model 
organisms never end up being adopted by biologists as model organisms. 
Lords of the Fly (Kohler 1994) and similar studies document many unfore-
seen and unintended contingencies that have influenced which organisms 
have become successful model organisms. Analogous unforeseeable and un-
intended future contingencies will presumably influence which systems 
become successful models for cultural evolution and whether patented 
technology is among them.

I will use the term cultural evolution to refer to the change over time of 
any population of cultural items. Many different kinds of cultural items can 
exist in populations, so there can be many kinds of cultural evolution. One 
consists of the evolving mental states (concepts, beliefs, behaviors, fashions, 
designs, etc.) found in some group of humans (e.g., Cavalli- Sforza and Feld-
man 1981; Boyd and Richerson 1985). Another kind consists of the physical 
artifacts and tools that humans invent and use or the commercial products 
that humans buy and sell (e.g., Basalla 1988; Rogers 2003; Arthur 2009). The 
focus in this chapter is a third specific kind of cultural population— the new 
inventions that humans have created over time— for which patented tech-
nology can serve as an easily ascertainable proxy.

Many things humans invent are not patented, and many never could be. 
But patented technology still is a precisely delimited subset of inventions that 
is especially easy to study and understand. To be sure, the evolution of pat-
ented technology is not representative of all other kinds of cultural evolu-
tion; technology is one unique subset of culture, and only a small fraction of 
human inventions is ever patented. Of course, neither is any model biologi-
cal organism representative of every aspect of the natural organisms it rep-
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resents. This chapter makes the case that patented technology is a good model 
for at least three important characteristic phenomena in cultural evolution: 
the microlevel, hyperparental flow of cultural (technological) traits; macro-
level, open- ended innovation in new cultural entities (inventions); and au-
tomated data- mining methods for extracting and representing the content, 
or meaning, of cultural entities (inventions).

Many organisms are the subjects of biological experiments, but as 
Ankeny and Leonelli (2011) have noted, only a few are singled out as model 
organisms; these include the bacterium Escherichia coli, the fruit fly Drosoph-
ila, and vertebrates like the zebra fish and mouse (a mammal). Sometimes the 
term model system is used for populations of organisms (microbial model 
systems). Just like model organisms and systems in biology, model cultural 
systems would be complex natural systems that exist in the real world, 
evolve over time, and are studied empirically. Conditions are ripe for stu-
dents of cultural evolution to make a standard component of their method-
ology the focus on a few model cultural systems, such as patented technology.

Focusing on a few model systems does not ignore or deny the value of 
other methods for studying cultural evolution. Rather, it augments them with 
a powerful new method. Case studies are one traditional method in the study 
of actual cultural systems (e.g., Ankeny 2012). Case studies share some im-
portant features with model systems. Both empirically investigate actual cul-
tural systems, and both focus on just one system. A narrow focus makes it 
easier when studying something very complex and diverse. But case studies 
and model systems also have an important difference. Each case study is typ-
ically unique and individual, and different scholars study different cases. 
Pattern and process in cultural evolution (Shennon 2009), for example, is full 
of case studies and phylogenies of material culture, and no two chapters fo-
cus on the same case. Information from different cases is collected and 
sometimes compared, but it is very rare for many studies to focus on the same 
case. For this reason case studies typically cannot support broad generaliza-
tions about other cultural systems. By contrast, model systems are used to 
support broad generalization about other systems; that is their central epi-
stemic function. And they can perform that function because a scientific com-
munity has collectively learned a lot about a single system. Pooling the 
results of a great many independent studies of the same model system is one 
of the defining hallmarks of model systems, and it helps explain why they 
support generalizations about similar nonmodel systems. So, a collective fo-
cus on a few model systems would complement traditional case studies. 
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Amassing many unique and different case studies is valuable for the study 
of cultural evolution, but so is learning a lot about a few model systems if 
what is learned can be extrapolated to other similar cultural systems.

Most of the things that are called models in the study of culture are not 
the sort of model cultural systems I am proposing. For example, the small- 
scale physical model of the San Francisco Bay discussed by Weisberg (2013) 
was built by humans to represent a larger target system: the actual San Fran-
cisco Bay. But model cultural systems and model organisms exist naturally 
and independently whether anyone studies them, or not, at least initially. (It 
turns out that many model organisms eventually become significantly altered 
and reshaped by scientists, usually in order to make them easier to study in 
the laboratory.)

The study of model cultural systems also differs from and complements 
the tradition of studying cultural evolution with theoretical, mathematical, 
and (more recently) computational models— which I will lump together and 
call formal models. Formal models include the pioneering mathematical work 
of Cavalli- Sforza and Feldman (1981) and Boyd and Richerson (1985), as well 
as the agent- based computer model of Arthur and Polak (2006). The behav-
ior produced by formal models can be compared with empirical observations 
of actual cultural systems. But though both are called “models,” formal mod-
els and model cultural systems are quite different. Formal models are purely 
mathematical objects and not real cultural systems. By contrast, a model cul-
tural system is a real cultural system, which is what we compare with formal 
models. This shows one way that model cultural systems would complement 
existing methods of studying cultural evolution.

Focus on a single model cultural system also complements the diverse 
range of work on cultural and technological evolution that concentrates on 
the similarities and differences between cultural and biological evolution. 
This includes not only verbal theories that use “memes” to describe and ex-
plain cultural evolution (Dawkins 1976) but also empirical studies of indi-
vidual cases and comparison of their behavior with formal models and verbal 
theories (see Ziman 2000). Like the authors in Pattern and Process in Cultural 
Evolution (Shennon 2009), those in Technological Evolution as an Evolution-
ary Process (Ziman 2000) each discuss a different distinctive case.

The reasons why model organisms benefit biology suggest that model sys-
tems would also benefit the study of cultural evolution. One key reason is 
the vast complexity of the natural systems under investigation. Part of what 
makes biological organisms so hard to understand is their complexity and 
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great variety of forms. One way in which biology copes with this complexity 
and variety is to identify certain organisms as “model” organisms, to learn 
a great detail about the model organisms, and then to leverage that knowl-
edge to draw conclusions about nonmodel organisms. In this way model or-
ganisms help biologists “to deconstruct the complexity of nature into its 
constituent parts and to explore the role of each part in creating patterns in 
nature, first in isolation, then in combination” (Jessup et al. 2004).

Like biological evolution, cultural evolution is extraordinarily complex, 
“a complex beast . . . [with] multiple evolving and interdependent lineages 
acting on different time and size scales” (Wimsatt 2013, 564; see also An-
dersson, Törnberg, and Törnberg 2014). Wimsatt notes that one way to cope 
with this complexity is to “seek the right organism for the job” and be “op-
portunistic in seeking cases that are tractable and can generate relatively 
crisp and unambiguous data” (Wimsatt 2013, 565). If we could amass knowl-
edge about a single model cultural system, we could then compare it with 
what we learn about other cultural systems and extrapolate it to other cul-
tural systems that are similar to the model in the relevant respects. One con-
crete constructive way to follow Wimsatt’s advice would be to adopt 
patented technology as a model system for cultural evolution.

The rest of this chapter elaborates the case for adopting patented tech-
nology as a model system for cultural evolution, especially for the trait flow 
over time in hyperparental (highly reticulate) genealogies, for the open- ended 
way in which cultural populations evolve, and for new methods and tools 
for the automated mining of big digital data sets of actual cultural popula-
tion. It first reviews the epistemic hallmarks that make model organisms so 
useful in biology and explains why model systems would have similar ben-
efits for the study of cultural evolution. Then it shows why patented technol-
ogy excels at all the hallmarks of a model system for cultural evolution. The 
chapter concludes with a summary of the main argument and a glance at its 
larger implications.

model biological organisms and model systems 
for cultural evolution
There is a wealth of recent literature about model organisms (Kohler 1994; 
Endersby 2007; Jessup et al. 2004; Ankeny and Leonelli 2011; Ankeny 2012; 
Love and Travisano 2013; Levy and Currie 2014). The literature covers many 
issues, but this chapter focuses mainly on the hallmarks that explain the 
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important epistemic benefits of model organisms for biologists. There is 
general agreement in the literature about these hallmarks, and they are 
listed in Figure 6.1.

The central epistemic benefit provided by model organisms (Figure 6.1, 
row 1) is that what is known about a model organism illuminates many non-
model organisms. There are at least two kinds of illumination that a model 
organism can provide, and they can be distinguished using the distinction 
between the phenomena (behavior) exhibited by a model or a nonmodel or-
ganism and the mechanisms that explain those phenomena (Love 2015). 
First, model organisms tend to be much better understood than nonmodel 
organisms, and this enables our knowledge of the characteristic phenomena 
involving model organisms to serve as a common baseline for comparison 
with the phenomena exhibited by nonmodel organisms (row 1a). Compari-
son with a standard and well- understood baseline is informative whether or 
not similar mechanisms produce the phenomena in both model and non-
model. What matters is that the behavior of model and nonmodel organisms 
can be compared; what matters is the similarity of their phenomena.

[A] model 
organisms 
in biology

1. The model illuminates many non model systems in one or  
both ways:

(1a) it is a baseline to compare with non models ✓

(1b) information about it can be extrapolated to similar non models ✓

2. Information about the model is amassed ✓

3. It is relatively easy to understand the model  because of its 
excellence in:

(3a) information quality and access ✓

(3b) scientific analy sis tools ✓

(3c) empirical observability ✓

(3d) experimental manipulability ✓

Figure 6.1. The main epistemic benefits of model organisms for biology (row 1) and some hallmarks 
(rows 2 and 3) that explain those epistemic benefits.
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A second, deeper kind of illumination comes when model and nonmodel 
are so similar that our knowledge about the model can be extrapolated to 
the nonmodel organisms (Figure 6.1, row 1b). In practice, many model and 
nonmodel organisms are similar in ways that justify using the models as 
proxies or representatives for the nonmodels, standing in for them and sanc-
tioning inferences about them. Ankeny and Leonelli (2011) refer to both the 
relatively wide “representational scope” of models organisms (nonmodels 
illuminated) as well as their especially wide “representational target” 
(questions and theories addressed).

One of the reasons we can usefully compare the phenomena and mech-
anisms in models and nonmodels is that information about a model organ-
ism is amassed from many perspectives (Figure 6.1, row 2). This information 
is incrementally integrated when this is thought to be relevant. A broad range 
of questions and theories can be addressed with a model organism because so 
much knowledge about one organism has been collected and annotated. Fo-
cusing on a single organism enables scientists to amass all of the gory details 
needed to understand the phenomena and underlying mechanisms found in 
even one very complex organism. The detailed knowledge accumulated about 
a model organism can drive the development of new scientific technologies 
and techniques, and it can foster productive careers for a community of pro-
fessional scientists. Amassing and integrating information about model 
organisms are good examples of characteristic activities in what Kuhn calls 
“normal” science and what Lakatos calls a “progressive” research program

Row 3 of Figure 6.1 identifies another typical hallmark of model organ-
isms: it is relatively easy to learn about the behavior of a model organism 
(Jessup et al. 2004). Since a model organism is easier to study, it is easier to 
observe and describe its behavior and therefore easier (eventually) to figure out 
the underlying causal mechanisms and explain its behavior. A model organ-
ism might be especially easy to understand because of the availability of abun-
dant reliable data (row 3a). For example, the quick reproductive cycle of the 
bacterium E. coli and the ability to stop, store, and restart the evolution of 
bacterial populations help make E. coli a useful model organism for experi-
mental studies of evolution (Love and Travisano 2013). Other important 
practical considerations include low experimental costs and the commercial 
availability of standardized lines of experimental organisms (Ankeny and Leo-
nelli 2011). In general, a key epistemic hallmark of model organisms is the 
availability of abundant, detailed, accurate, and inexpensive information.
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The applicability of powerful scientific tools and techniques can be an-
other reason why model organisms are easy to understand (Figure 6.1, 
row 3b). These can include laboratory practices and know- how, as well 
as  training and mentoring practices. Shared scientific tools and tech-
niques in a scientific community are other hallmarks of model organisms 
 (Ankeny and Leonelli 2011) and another source of their epistemic benefits 
for biology.

Another hallmark of model organisms is the possibility of recording pre-
cise empirical observations about the model’s behavior (row 3c). Detailed 
and precisely controlled observations about a model’s behavior in a variety 
of circumstances enable useful information about the model to be amassed. 
Similarly, practical methods for the precise experimental manipulation of 
model organisms (row 3d), especially with microscopic and molecular tech-
niques, are another hallmark of model organisms.

Using the hallmarks of model organisms as a guide, we can construct a 
table of analogous epistemic hallmarks for cultural evolution (Figure 6.2). 
Though the epistemic hallmarks of model cultural systems and model or-
ganisms turn out to be very similar, we will see that they are not identical.

As with model organisms, central to the epistemic benefits of a model 
cultural system would be the model’s ability to illuminate many nonmodel 
systems (Figure 6.2, row 1). And as with model organisms, a model cultural 
system would illuminate nonmodels, either by serving as a common base-
line for comparison (1a) or by knowledge about the model being extrapo-
lated to similar nonmodels (1b). The epistemic benefits of a model cultural 
system would also typically stem from a second hallmark shared with model 
organisms: amassing information about a single model from a wide variety 
of perspectives and sources (Figure 6.2, row 2). A third shared hallmark 
would be the relative ease with which a model cultural system can be stud-
ied and understood (Figure 6.2, row 3). Abundant clean data about the model 
would obviously help (3a), as would excellent scientific tools and techniques 
(3b). Both make it much easier to understand the model system and to share 
that information with a community of cooperating scientists. A third obvi-
ous epistemic benefit that model cultural systems would share with model 
organisms would be extensive, precise, detailed, and accurate observations 
of a model system in a controlled variety of circumstances (3c).

Although the hallmarks of model cultural systems generally parallel 
those for model biological organisms, there is one important difference (3d). 
Unlike with biological organisms, experimental manipulability of real cul-
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tural populations is typically not possible with a model cultural system be-
cause it is either impractical or unethical or both. For example, the study of 
the patent record would benefit enormously if we could observe what would 
happen in counterfactual situations without certain actual technological in-
ventions, or with certain possible inventions. But it is impossible to rewrite 
history, and it is very difficult to evaluate the relevant counterfactual situa-
tions with any confidence. Furthermore, even if we could experimentally mani-
pulate the actual evolution of technology, to do so might be irresponsible 
or unfair or inappropriate. Because of this, a model cultural system typically 
lacks the experimental manipulability that is among the hallmarks of model 
organisms. With this one understandable exception, Figure 6.1 shows that 
model systems for the study of cultural evolution share most of the impor-
tant epistemic benefits of model organisms. Even if actual cultural popula-
tions are not manipulated in experiments, a sufficient number of precisely 

[A]  
model 

organisms 
in biology

[B]  
model systems 

for cultural 
evolution

1. The model illuminates many nonmodel  
systems in one or both ways:

(1a) it is a baseline to compare with nonmodels ✓ ✓

(1b) information about it can be extrapolated to 
similar nonmodels

✓ ✓

2. Information about the model is amassed ✓ ✓

3. It is relatively easy to understand the model 
 because of its excellence in:

(3a) information quality and access ✓ ✓

(3b) scientific analy sis tools ✓ ✓

(3c) empirical observability ✓ ✓

(3d) experimental manipulability ✓ ×

Figure 6.2. Comparison of model organisms (column 2) and model cultural systems (column 3) with 
respect to their main epistemic benefits and the hallmarks that explain them. Note that the 
epistemic benefits are almost exactly the same. The one difference is row (3d). The check in this 
row indicates that excellent experimental manipulation is a hallmark of model organisms, while 
the × indicates that experimental difficulty or ethical constraints typically block experimental 
manipulation of the humans in model cultural systems.
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controlled observations can teach us a lot about a model system, and we 
might be able to extrapolate what we have learned to other cultural systems.

background on the evolution  
of Patented technology
Technology is only a small part of human culture, and only a small fraction 
of technologies are ever patented. Nevertheless, patents are an ideal context 
for investigating cultural evolution for a variety of reasons. Basalla (1988) 
stressed the great context for observing and describing the evolution of cul-
tural variation provided by patented technology. More recently, Mesoudi 
(2011) emphasized that patent technology enables us to precisely identify in-
dividual cultural entities and to document the details of cultural phyloge-
nies and cultural diversity. This chapter’s argument for patented technology 
as a model cultural system follows in the same general spirit as Basalla and 
Mesoudi.

Part of the reason why patented technology would make a good model 
cultural system is the wealth of empirical analysis of patent citations collected 
in Jaffee and Trajtenberg (2002). Jaffee and Trajtenberg have documented the 
economic value of patent citations, and they have used patent citations to 
compare the flow of knowledge among different technology sectors, differ-
ent social institutions, and different political states. The patent record in-
cludes a great deal of information about each patented invention, and 
human experts vet and collate the information. For example, patent exam-
iners at the United States Patent and Trademark Office (USPTO) label each 
invention with a string of numerical codes that describe its important tech-
nological capacities, and these patent technology codes can be used to bet-
ter understand “the nature and rate of technological change” (Strumsky, 
Lobo, and van der Leeuw 2012).

Dates, citations, and technology codes are just a small fraction of the in-
formation in the patent record. The information includes the unique identi-
fication number assigned to each patent, along with standardized information 
about when the invention was filed with the USPTO, when it was granted a 
patent, and the inventors of the patent. The record also contains text describ-
ing the invention’s important technological features, including a title, an 
abstract, and a list of “claims” that describe the invention’s novel technologi-
cal features. Current text- analysis tools include automated methods for 
mining the text in the patent record and identifying the key technological 
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features of each invention. The record also lists the USPTO technology codes 
that correspond to the main technological capacities contained in an inven-
tion. One can view a new invention as coming into existence (being “born”) 
when it is granted by the USPTO and as “reproducing” whenever another 
patent cites it as so- called prior art” (earlier patented inventions that are rel-
evant to a new patent’s claims of originality). Then one can reconstruct the 
complete genealogy of every patented invention. This is one reason why pat-
ented technology is an exceptionally rich and feasible context for studying 
the evolution of cultural traits.

Cultural and biological evolution are often compared, so it is worth 
stressing that the population of patents has some properties never found in 
biological populations. One simple example is that existing patents never die 
and go out of existence. A more important example is the hyperparental ge-
nealogies that they form. On average a patent’s prior art consists of roughly 
a dozen earlier inventions; the magnitude of this number demonstrates the 
hyperparental nature of patented technology. Formal tools for describing hy-
perparental inheritance networks have only recently been developed (Kerr 
and Godfrey- Smith 2009; see chapter 5 of this volume), so how well traits 
flow through hyperparental genealogies is an open but answerable empiri-
cal question. Hyperparentality makes a new invention’s technological fea-
tures a mix and combination of many earlier sources, and those features are 
often intentionally modified and blended by individual rational agents, so 
parent– offspring connections might be too degraded to enable certain kinds 
of natural selection to occur (Godfrey- Smith 2009, 2012).

Many complex causal webs affect cultural evolution. Patented technol-
ogy is affected by things like technology inventors and designers, technol-
ogy users and consumers, and economic markets and social institutions 
(Jaffe and Trajtenberg 2002; Arthur 2009; Caporael, Griesemer, and Wim-
satt 2014). The evolution of technology involves evolution in many different 
populations, four of which are depicted in Figure 6.3. Each population is 
evolving over time, and as the arrows suggest, the populations are causally 
connected; entities in each interact with entities in the others, so the figure 
depicts only part of the story. A more exhaustive list of factors affecting cul-
tural evolution has been compiled by Wimsatt (2013).

Population I in Figure 6.3 consists of people who design technological 
products to be sold in economic markets. Members of this population borrow 
ideas from each other, and ideas spread and diffuse through the population 
as people interact. Population II consists of the patented technologies 
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themselves; this population consists of each actual individual technological 
innovation, or at least those that are patented. The canonical description of a 
patent is simply the text in its title and abstract, as shown in the patent record. 
Unlike population I, the members of population II are not people but designs 
of specific kinds of technologies. Population III consists of commercial prod-
ucts in actual economic markets. These products are usually material objects, 
which are part of what is called material culture. Products compete with 
one another for market share and diffuse when first introduced to niches. 
Markets for products are affected by many kinds of factors, both endoge-
nous and exogenous. Population IV consists of people who adopt and use 
technological products in their daily lives. Consumers select which technol-
ogy products to buy and adopt, and preferences and fads diffuse through 
the population as consumers interact. Studies of cultural evolution often 
focus on the cultural traits of some population of humans, such as popula-
tions I and IV. I focus on evolution in exemplars of population II: patented 
inventions. The evolution of each of these populations and their interactions 
is worthy of study.

II. technological innovations (patents)

III. technological products

IV. technology adopters (humans)

I. technology designers (humans)

Figure 6.3. Four of the populations involved in the evolution of technology; the arrows suggest 
some of their interactions.
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Each patented invention corresponds to a specific invention. A patented 
invention is not just an idea in someone’s mind (e.g., those who invent or use 
it), for those ideas change over time and come in and out of existence. A pat-
ented invention persists even if nobody thinks of it. Patented inventions are 
abstract because they are kinds of technology with an open- ended range of 
instances. If a material or physical device is patented, the patent covers not 
some specific instance of the device but that kind of device.

Each patent cites some number of earlier patents. It is common to use a 
patent’s citations of earlier patents as a proxy for a genealogical link between 
an invention and its technological “parents” (Jaffee and Trajtenberg 2002; 
Chalmers et al. 2010; Buchanan, Packard, and Bedau 2011; Bedau 2013). All 
of these nodes and links together comprise a genealogy that continually 
grows and evolves in new and unpredictable directions. We can identify the 
most heavily cited patents as the main drivers of the subsequent evolution 
of technology. Future patents build on and cite some patents more than oth-
ers, and the main drivers emerge over time from this selection process. It 
turns out that the main drivers of technological innovation over the past 
forty years include bubble jet printers, polymerase chain reaction (PCR), and 
stents (Buchanan, Packard, and Bedau 2011).

Figure 6.4 shows part of the genealogy of U.S. utility patent number 
3938459, for a certain type of minesweeper used by the U.S. Navy. Time flows 
from top to bottom in this genealogy, and the original minesweeper patent 
is the large star at the top right. All of the other patents shown in this figure 
are direct descendants of patent 3938459. Citations of parents by children 
are indicated by arrows. One can distinguish at least four large lineages, and 
some of them have complex internal interconnections.

Note that Figure 6.4 shows only the direct descendants of the mine-
sweeper patent— only a small fraction of patents in the genealogy. In 
 particular, the hyperparental structure in the genealogy is artificially 
downplayed. To better indicate the hyperparental structure of patent gene-
alogies, Figure 6.5 shows all of the parents of each of the large circular nodes 
in Figure 6.4. While Figure 6.4 contains 36 large nodes, including the par-
ents of those nodes reveals an order of magnitude more parents in the gene-
alogy (Figure 6.5 contains 558 nodes). Hyperparental, indeed! Furthermore, 
including all of the parents of the first thirty- six descendants highlights the 
separate lineages in the genealogy; the four main lineages visible in Figure 
6.4 are very clearly delineated in Figure 6.5, and so is the complex sublin-
eage structure on the far left and far right. In general, Figure 6.5 shows a lot 
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of cross- citation within each of the four main lineages and very little cross- 
citation between the main lineages.

Hyperparental network structures like those in Figure 6.5 are common 
in cultural populations but relatively rare in biological populations; biologi-
cal genealogies are typically hypoparental rather than hyperparental. Mi-
crobes are known to experience a significant amount of horizontal gene 
transfer, and their resulting reticulated genealogies have some similarity to 
the hyperparental network structure in cultural populations. But most pat-
ents cite dozens of prior patents, so the degree and rate of hyperparental qual-
ity in the patent population is on a vastly larger scale than the horizontal 
gene transfer in microbial populations.

Some biological innovations are said to “open the door” to quite new and 
different kinds of subsequent biological innovations (Kauffman 2000; Bedau 
2009); in an analogous fashion, some inventions seem to open the door to 
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Figure 6.4. The genealogy of patent number 3938459 (the large star at the top right): The invention 
of a kind of minesweeper used by the U.S. Navy. Up to nine generations of descendant nodes are 
shown. Time flows from top to bottom. Nodes are individual inventions, and links indicate parents 
cited by their children. Only descendants that receive at least one citation are shown. Nodes and 
the links below them are colored six different shades of gray to reflect the patent’s technological 
category (either Chemical, Computers and Communication, Drugs and Medical, Electrical and 
Electronic, Mechanical, or Other). The first three generations of descendants are shown as large 
circles to indicate how this is connected to the genealogy in Figure 6.5.
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quite new and different kinds of innovations. Door- opening innovations in-
crease the degree of innovation in the evolution of cultural populations. If 
one measures the degree to which an invention is door opening by the di-
versity of its offspring, then patent citation data show that many of the main 
drivers of technological innovation are highly door opening (Buchanan, 
Packard, and Bedau 2011).

Various tools make it easy to extract the technological content, or mean-
ing, of a patent from the text in the patent record. One especially simple met-
ric is TF- IDF (term frequency, inverse document frequency); the TF- IDF 
value of a term in a document from a corpus is the product of both the term’s 
frequency in the document and the log of the inverse of the term’s frequency 
in the entire corpus. This metric identifies the words in a document that most 
distinguish it from the other documents in a corpus. Although TF- IDF has 
known weaknesses and blind spots, it does a good job of automatically ex-
tracting key words that describe a patent’s technological content from the 
text in a patent’s title and abstract. Chalmers et al. (2010) extracted the most 
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Figure 6.5. Another view of the genealogy of patent number 3938459, showing the parents of the 
patents in the first three generations of descendants (i.e., the large nodes in Figure 6.4); 
descendants in subsequent generations (and their parents) are omitted. Nodes and the links below 
them are colored six different shades of gray to indicate a patent’s overall technological category, 
and only descendants that receive at least one citation are shown.
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important TF- IDF key words in all of the new patents issued each year and 
mapped their annual frequencies in a series of heat maps in which lighter col-
ors (higher “temperatures”) correspond to more frequent traits (Figure 6.6).

Heat maps like Figure 6.6 are a macrolevel description of the evolution 
of the content of patented inventions. By contrast, a microlevel description 
might depict the content of each separate invention in a patent’s genealogy, 
and it might show in precise and complete detail how the content of inven-
tions changes over time in each lineage. The general idea would be to color 
the nodes in the genealogies in Figures 6.4 and 6.5 to encode the overall tech-
nological content of that invention. One easy and useful way to encode the 
overall technological content of each invention is to classify each into a few 
kinds of technologies, using the technology codes assigned to each patent 
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from Chalmers et al. (2010).
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by patent examiners. Figures 6.4 and 6.5 depict a familiar sixfold classifica-
tion of technology categories proposed by Hall, Jaffee, and Trajtenberg (2002) 
and adopted by the National Bureau of Economic Research (NBER). Six gray 
colors encode the six general kinds of technology: Chemical, Computers and 
Communication, Drugs and Medical, Electrical and Electronic, Mechani-
cal, and Other.

If we observe how traits flow in patent genealogies by close examination 
of the distribution of gray colors in Figures 6.4 and 6.5, we note the follow-
ing conclusions. First, there are examples of all six categories among the 131 
nodes shown in Figure 6.4. The minesweeping patent is classified by the 
USPTO as Mechanical, and all of the immediate descendants of the mine-
sweeping patent are also classified as Mechanical. But the 36 patents in the 
first three generations of descendants already exhibit three other technol-
ogy categories (Chemical, Computer and Communications, and Other), and 
the 131 patents in Figure 6.4 include examples from the two remaining cat-
egories (Drugs and Medical; Electrical and Electronic). Furthermore, the four 
main different lineages in Figure 6.4 contain distinctive categories of patents; 
the first large lineage on the far left contains mostly Mechanical and Other 
patents, while the second large lineage on the left contains mostly Computer 
and Communications and Drugs and Medical patents. The two remaining 
large lineages on the right both have a more complex internal citation struc-
ture, with patents from at least four different NBER categories.

Examination of the colors (NBER categories) of all the parents shown in 
Figure 6.5 underscores our earlier conclusions. The four different lineages 
each have parents from different distinctive NBER categories. The parents 
in the first large lineage on the far left are virtually all either Mechanical or 
Other patents, and the parents in the second large lineage on the left are 
mostly either Computers and Communications or Drugs and Medical pat-
ents. Most of the parents in the large lineage in the middle of Figure 6.5 are 
Electrical and Electronic parents, although parents are also in many other 
categories. The lineage on the right with the complex internal structure in-
cludes parents from all different categories; many are Mechanical patents, 
and some are Electrical and Electronic, Computer and Communications, or 
Chemical patents. Furthermore, we can observe that certain sublineages have 
different and distinctive distributions of categories of parents. Genealogies 
like those in Figures 6.4 and 6.5 provide detailed, empirical microlevel de-
scriptions of what specific technological categories have flowed through the 
actual genealogy of any specific patent. Such genealogies can be colored to 
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reflect a wide variety of other kinds of traits, including those that are recon-
structed from the text in a patent’s title and abstract.

Patented technology as a model  
cultural system
Given what we now know about patented technology, it is easy to see that it 
would be an excellent model system for the study of cultural evolution, for 
it has all of the hallmarks of a model cultural system (Figure 6.2), at least for 
open- ended evolution, for trait flow in hyperparental cultural genealogies, 
and for methods and tools for studying trait flow.

Patented technology provides an interesting form of open- ended cultural 
innovation, and similar phenomena are exhibited by many other cultural sys-
tems. So, even if different mechanisms underlie innovation in different cul-
tural systems, patented technology would still provide a standard baseline 
against which other forms of open- ended cultural innovation could be com-
pared and contrasted. Recent discussions of “revolutionary” modifications 
of entrenched systems (Wimsatt and Griesemer 2007) and of “redomaining” 
and its significance (Arthur 2009) suggest that there might be some signifi-
cant similarity of the mechanisms behind the open- ended evolution in many 
cultural systems.

There certainly is at least one important similarity in the mechanisms 
that produce the trait flow that can be observed in cultural systems: their 
hyperparental structure. For this reason, patented technology would be an 
excellent model system for the flow, over time, of technological traits through 
hyperparental patent citation networks. Since similar hyperparental mech-
anisms operate in many other cultural systems, lessons about hyperparen-
tal trait flow in patent populations should be applicable to many other cultural 
populations. Patent citation networks can “represent” the hyperparental 
mechanisms in other cultural systems and thus license inferences about the 
trait flow phenomena exhibited by those systems. This is an important epis-
temic benefit that patented technology would bring to the study of cultural 
evolution.

In addition, the same tools used to describe the flow of the content or 
meaning shown in Figures 6.4 and 6.5 could be used to describe the flow over 
time of the content or meaning of many other cultural systems. For this rea-
son, patented technology would make a great laboratory for developing and 
demonstrating new methods and tools for describing trait flow phenomena 
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and for unpacking the mechanisms behind those phenomena. Those new 
methods include new ways to observe cultural systems by using machine- 
learning and language- processing algorithms to automate the mining digi-
tal data repositories, such as patent records. Even if somewhat different 
mechanisms are behind the trait flow phenomena observed in different cul-
tural systems, the mere similarity of the data produced by the different sys-
tems is enough to explain why the same methods and tools can be applied 
to both. The analogs of Figures 6.2, 6.3, and 6.4 can be made for many other 
cultural systems, given raw data over time about trait frequencies. Patented 
technology “represents” many other cultural systems in the respects that are 
relevant for applying the new scientific methods.

One reason that patented technology would make a great model system 
is the patent record. This public and widely accessible resource makes it rela-
tively easy to describe and explain the diversity of existing technologies and 
their evolutionary origin, given a precise description of every patented in-
vention, including when it was invented and all of its prior art. The growing 
mass of data about human social and cultural behavior creates confidence 
that lessons learned from studying patented technology will be adapted and 
extended to other cultural systems. In addition to citation information al-
ready available in sources like the Scientific Citation Index and LexisNexis, 
and in addition to textual data streaming from traditional mass media out-
lets like the Associated Press and the New York Times, a new wealth of in-
formation is being generated on the web (Wikipedia), including social media 
like Facebook and Twitter and mobile apps like texting and Tinder.

The patent record also makes it much easier to amass information about 
patented technology from public patent records, in no small part because of 
the patent record created by the USPTO. Various human experts (the patent 
examiners, the inventor, the inventor’s lawyers, etc.) help make the patent 
record accurate and complete. Patented technology and citation networks 
have been studied in a number of scientific fields, ranging from scientomet-
rics and bibliometrics to science and technology studies. Information about 
patented technology has already started to accumulate (Figure 6.2, row 2), 
and Venturini, Jensen, and Latour (2015) recently articulated the special 
value that these new digital repositories have for cultural studies (citations 
below in the original):

The most interesting feature of digital media is that everything that they me-
diate becomes potentially traceable and often actually traced (Rogers 2013). 
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Such traceability creates data that are as rich/thick as those collected by 
ethnographic techniques but covering much larger populations. Everyday new 
public and private archives are swallowed by computer memories, economic 
transactions migrate online, social networks root in the Web, and the more 
this happens, the more traces become available on the collective dynamics 
that used to be hidden by the quali- quantitative divide (Latour et al. 2012).

Patented technology is also relatively easy to understand (Figure 6.2, row 3). 
Excellent information, tools, and techniques for analyzing it enable extraor-
dinarily precise observations of this example of cultural evolution. The in-
formation in the patent record is publicly available and relatively accurate, 
and it is continually updated as new patents are issued. In addition, citations 
make it easy to reconstruct the entire genealogy of any patented invention, 
and powerful statistical tools and techniques make it easy to identify each 
patent’s technological content. This makes the patent record especially fruit-
ful for illuminating microlevel hyperparental genealogies and macrolevel 
open- ended evolution, as well as showing how to extract cultural content or 
meaning from big data.

If patented technology becomes a model cultural system, the study of pat-
ents would not be limited to mining the patent record. Quite the opposite! 
A system becomes like a good model for other cultural systems only after 
being studied by many people from many different perspectives. To amass 
and share detailed information about a single system takes a scientific 
community, and a special epistemic opportunity is created when a scien-
tific community accumulates, curates and vets, and incrementally integrates 
information about a single cultural system. This accomplishment requires 
the investment of time and energy by a diverse cast of characters, including 
experts on policies and practices at the USPTO; on the psychological, social, 
economic, and political influences on patenting activities; and on the con-
nections between innovation and other factors such as geography, gender, 
and governmental investment.

The idenTificaTion of good model organisms has been a great epistemic 
boon for biology, helping constrain and unpack some of the complexity of 
life. Figure 6.2 lists the epistemic benefits of model systems for the study of 
cultural evolution, and patented technology exemplifies the entire list. One 
reason is that the patent record is full of precise and detailed information 
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about the novel and useful features of each patented invention. Another is the 
existence of tools for reconstructing the genealogy of an invention and each 
invention’s technological content (illustrated in Figures 6.2– 6.4).

Patented technology could illuminate many important questions about 
cultural evolution. One is the impact of culture’s characteristic hyperparen-
tal genealogies. Cultural evolution’s hyperparental quality is one important 
way it differs from biological evolution. This makes cultural evolution harder 
to study and understand. Citations in the patent record provide a precise pic-
ture of the parent– offspring connections between patents. Patented tech-
nology also exhibits interesting macrolevel open- ended evolution that is 
relatively easy to describe and compare with other cultural or biological pop-
ulations. Patented technology also illustrates powerful new scientific meth-
ods for extracting semantic content from textual data. Those methods could 
be adapted and extrapolated to describe and eventually explain the flow of 
semantic content in various kinds of cultural genealogies reconstructed from 
citations in scientific or other professional publications, in social media on 
the web like Facebook and Twitter, or in other digital repositories generated 
by texting and email.

Today, patented technology excels in all the hallmarks of model systems, 
and it could bring the epistemic benefits of model organisms to the study of 
cultural evolution. Adopting a model cultural system like patented technol-
ogy could also foster a new form of interdisciplinary cooperation and col-
laboration in a new kind of interdisciplinary research community. It remains 
to be seen whether the study of cultural evolution will take advantage of this 
new opportunity.
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Culture often seems to exhibit a high degree of harmony or 
coherence, demonstrating various sorts of “fit” between cultural patterns in 
disparate domains. In this chapter, I explore one strategy for explaining 
some kinds of cultural coherence. I show how a gradual process by which 
individuals with different cultural variants influence each other could 
lead to such coherence. More specifically, I use computer simulations to 
model the spread of religious patterns specific to rice- growing regions in 
southern Bali. These cultural patterns show a high degree of coherence with 
Balinese beliefs about the natural world. I show that the religious patterns 
could have spread through cultural transmission biased by variation in har-
vest success, under the influence of local social and ecological conditions.

The simulations also highlight the potential importance of what we might 
call population communication structure in cultural transmission: in the sim-
ulations, the spread of certain religious cultural patterns was likely only 
when communication from distant farming regions occurred infrequently. 
This communication pattern allowed homogeneity in small regions to de-
velop, creating pragmatic benefits that subsequently made religious practices 
in those regions attractive to individuals in other areas. This ability of par-
tial isolation to preserve variation and to support group- beneficial effects is 
well known from evolutionary biology (e.g., Gillespie 1998; Godfrey- Smith 
2009; W. C. Wimsatt 2002).1 A great deal of research has been conducted on 
group- level effects in cultural transmission (e.g., Boyd and Richerson 2005), 
as well as on the effects of communication structure on cultural transmission 
(e.g., Alexander 2007; Atran and Medin 2008). According to some proposals, 
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group- level effects have played an important role in the spread of certain 
religious practices (Norenzayan 2013; Norenzayan et al. 2016; Wilson 2002). 
The present research, however, illustrates a new way that explanations of 
harmonious cross- domain cultural patterns may be constrained by the ef-
fects of communication structure.

Shared- Culture and Gene- Culture Coevolution Traditions
Anthropologists often view a culture as something that is shared by all or 
most members of a society or by members of some group within it (e.g., Bene-
dict [1934] 2005; Brown 2008; Descola 2005; C. Geertz 1973b; Lévi- Strauss 
[1962] 1990).2 Although there is enormous diversity in the assumptions and 
methods of such “shared- culture” approaches, most anthropological research 
on culture probably falls within this category. Shared- culture approaches do 
not necessarily ignore the existence of cultural variation within a society (e.g., 
C. Geertz 1973b; Lienhardt 1961), but many anthropologists focus only on 
those variants that many individuals share. Some researchers, such as those 
who use cultural consonance methods, acknowledge a great deal of individ-
ual cultural variation but use statistical methods mainly to derive evidence 
of a shared core of culture that each person is able to report or embody to 
one degree or another (e.g., Dressler et al. 2005; Romney, Weller, and Batch-
elder 1986).

Research in what is known as the dual- inheritance theory or gene– culture 
coevolution (GCC) tradition has a different focus and often very different as-
sumptions from shared- culture research. Rather than focusing on a culture 
as something that is common to many individuals, GCC approaches treat 
cultural variants (usually beliefs or other mental states but sometimes behav-
ioral practices or artifacts) as attributes of individual persons. GCC ap-
proaches often focus on explaining cultural change within a population by 
investigating conditions that influence how cultural variants spread from in-
dividual to individual. The focus on cultural change is not unique to the 
GCC tradition; anthropologists working in shared- culture traditions some-
times discuss cultural change too, but when they do their focus is usually 
on large- scale patterns of change involving an entire society or large parts 
of it (e.g., Benedict [1934] 2005; Descola 1986; Lévi- Strauss [1962] 1990; 
 Tsing 2005), rather than on ways that numerous individual interactions 
between many people produce this change.
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Cultural Coherence
Within shared- culture traditions, culture is often presented as composed of 
a set of mutually interdependent, partly harmonious cultural elements. The 
ways in which cultural variants “cohere” varies, though. For example, Bene-
dict ([1934] 2005) spoke of cultures as having coherent “personalities,” and 
Lévi- Strauss ([1962] 1990) viewed many elements within a culture as con-
ceptually complementary. Other authors implicitly describe cultures as 
relatively coherent by showing how certain elements of a culture are inter-
dependent or mutually supporting (e.g., Descola 2005; C. Geertz 1973b; 
González 2001; Sanday 1981; Smelser 1993; Tsing 2005; W. C. Wimsatt 2002, 
2014; Wimsatt and Griesemer 2007).3

I will talk of some sets of cultural patterns as “coherent.” This idea is in-
tentionally vague. At the most basic level, the well- known phenomenon of 
cognitive dissonance (e.g., Izuma et al. 2010) suggests that beliefs that are ob-
viously contradictory, that seem unlikely to all be true, or that are simply 
emotionally difficult to hold at the same time will be less likely to be shared 
by most members of the society (which is not to say that it is impossible for 
contradictory sets of beliefs to be widely shared). Cultural patterns can in-
clude complex worldviews, so if cultural patterns from different societies 
were arbitrarily mixed together, the potential for contradiction, mere implau-
sibility, and emotional discomfort due to conflicting values and ideas would 
be high. This suggests that there are at least very loose constraints on the ele-
ments of a culture that are likely to be found together. There seem to be 
more subtle kinds of cultural coherence as well, perhaps depending on rela-
tionships between cultural variants that involve social structure (Brown and 
Feldman 2009; Caporael 2014), emotional relationships involved in struc-
tured social interactions (Bourdieu 1966; Caporael 2014; C. Geertz 1973a), 
physical aspects of daily activities (Descola 2005; González 2001), aesthetic 
relationships (H. Geertz 2004; Lansing 2006), analogical and metaphorical 
relationships (Colby 1991; Dehghani et al. 2009; C. Geertz 1973b; Lévi- Strauss 
[1962] 1990; Sanday 1981; Thagard 2012; Tilley 2000), general psychological 
processes of association (Colby 1991), and various aspects of psychology and 
material culture that scaffold or facilitate learning certain cultural variants 
or facilitate certain behaviors (Abrams 2015a, 2015b; Kline 2015; B. H. Wim-
satt 2014; W. C. Wimsatt 2014; Wimsatt and Griesemer 2007; chapter 1 of 
this book).
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What I mean by coherence is thus quite broad, but I am particularly in-
terested in those striking sorts of coherence that cut across disparate do-
mains and do not immediately suggest a simple explanation. For example, 
Clifford Geertz (1973a) described patterns of betting behavior at Balinese 
cockfights. He argued that the cocks on which spectators bet and the amount 
of money put up reflected conflicts and alliances between various social 
groups whose members participated in the cockfight:

What makes Balinese cockfighting deep is thus not money in itself, but 
what . . . money causes to happen: the migration of the Balinese status hier-
archy into the body of the cockfight. Psychologically an Aesopian represen-
tation of the ideal/demonic, rather narcissistic, male self, sociologically it is 
an equally Aesopian representation of the complex fields of tension set up by 
the controlled, muted, ceremonial, but for all that deeply felt, interaction 
of those selves in the context of everyday life. The cocks may be surrogates 
for their owners’ personalities, animal mirrors of psychic form, but . . . the 
cockfight is— or more exactly, deliberately is made to be— a simulation of 
the social matrix, the involved system of crosscutting, overlapping, highly 
corporate groups— villages, kingroups, irrigation societies, temple con-
gregations, “castes”— in which its devotees live. And as prestige, the neces-
sity to affirm it, defend it, celebrate it, justify it, and just plain bask in it . . . is 
perhaps the central driving force in the society, so also . . . is it of the cock-
fight. (C. Geertz 1973a, 436)

Geertz argues here that two very different cultural domains (relationships 
between social groups and betting in cockfights) exhibit structural parallels 
and that these parallels interact with patterns in underlying antagonisms, 
feelings of solidarity, and feelings about status common for men in Balinese 
society in the late 1950s. Other parts of Geertz’s essay show how the Bali-
nese cockfight exhibits harmony with additional dimensions of Balinese life. 
The essay thus provides a description of subtle relationships of coherence 
within a culture. Geertz’s work has been both widely celebrated and widely 
criticized (Alexander, Smith, and Norton 2011; Brown 2008; Risjord 2007), 
and one might doubt whether people in any society exhibit so much psycho-
logical uniformity, but the passage provides a good illustration of what I 
believe has been shown by the body of qualitative ethnographic research as 
a whole: that subtle and complex relationships of “harmony” between cul-
tural patterns in different domains are probably common in most societies.
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GCC researchers sometimes endorse the idea that sets of cultural vari-
ants exhibit general coherence patterns (Richerson and Boyd 2005; Richer-
son et al. 1997). Given GCC’s focus on the transmission of cultural variants 
between individuals, GCC researchers should take coherence to result partly 
from processes within and between individuals. Moreover, as suggested by 
the remarks above, research in cognitive science has investigated how cer-
tain thought patterns or behaviors make others more likely in an individ-
ual,4 and it seems probable that relationships of this kind might also influence 
ways that different cultural variants do or do not tend to spread together 
within a population. However, GCC researchers have generally not made 
methods for investigating coherence relationships part of their focus. This 
is not surprising: While shared- culture researchers can easily focus on com-
plex relationships between many cultural variants, ignoring or downplaying 
individual variation or focusing on only a few individuals, GCC research-
ers’ focus on individual- level variation within populations makes the study 
of complex relationships between cultural patterns difficult. Some GCC- 
related research has looked at how adoption of some cultural variants hin-
ders or facilitates the adoption of others,5 but GCC researchers have rarely 
tried to move toward investigating the kind of subtle coherence relationships 
between cultural patterns that shared- culture researchers have described.

The research reported here attempts to take a small step in that direc-
tion, using simulations inspired both by the GCC tradition and by shared- 
culture research on subtle relationships between religious ideas, farming 
practices, and democratic institutions. My simulations extend those devel-
oped by Stephen Lansing and James Kremer (1993), which they used to sup-
port a hypothesis about how Balinese rice farmers came to coordinate 
planting and water use. Lansing’s subsequent research on religious and so-
cial phenomena that interact with this coordination process motivated my 
simulations.

I provide a context for understanding both sets of simulations in the next 
section, describing Balinese farmers’ sophisticated method of coordinating 
planting and water use and showing how Lansing and Kremer’s simulations 
helped to explain its origin. This section also discusses Lansing’s investiga-
tion of Balinese religious practices, which seem in some respects ideally 
suited to help maintain the institutions and practices that support the water 
coordination system. This is the example of cultural coherence that will be 
my focus in the chapter. In the following major section, I outline several hy-
potheses that might explain how the rice- growing regions came to have 
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religious cultural patterns so tuned to the needs of growers. The simulation 
results reported following that provide support for one of these hypotheses: 
that success- biased cultural transmission explains the spread of religious pat-
terns conducive to the rice grower’s needs. However, the simulations also 
suggest that this kind of cultural transmission only makes the spread of such 
religious patterns likely when communication between different groups of 
people occurs rarely, albeit regularly. The penultimate section of the chapter 
notes ways that these constraints might be realized in a real society, discusses 
the advantages and limitations of my model, and explains why some of the 
alternative hypotheses mentioned below may also provide partial explana-
tions of the spread of Balinese religious patterns. I also note that the com-
mon view that agent- based simulations should be simple in conception ought 
to be tempered. While simple simulations are often easier to understand, 
their typical focus on modeling abstract principles can keep us from discov-
ering theoretical principles more easily noticed using somewhat complex 
simulations. The final section provides some summary remarks.

background
Balinese Rice Production
Rice growing on the southern slopes of Bali typically involves scheduling 
crops so that nearby fields lie fallow at the same time.6 Otherwise, pests such 
as rats and insects easily move from fallow fields to those with growing plants, 
resulting in the unchecked growth of pests, and agricultural disaster. How-
ever, farmers depend on water flowing down the mountainside in rivers and 
canals, and there is usually not enough water for all farmers in the same wa-
tershed to plant simultaneously. There is thus a complex coordination prob-
lem: water management requires that planting schedules be staggered, while 
pest management requires that nearby fields, at least, have the same plant-
ing schedules.7

Balinese rice farmers have traditionally solved this problem as follows: 
Farmers are members of villages. Several villages and their residents are 
members of a single water temple, or subak. Groups of nearby subaks adopt 
the same planting schedule (see below). Each such planting schedule should, 
ideally, have fallow periods that differ from those of other groups of subaks 
sharing the same watershed. The result is a complex pattern of planting 
schedules, as illustrated in Figure 7.1, which shows Lansing and Kremer’s 
(1993) map of subaks’ planting schedules in two watersheds in Bali.
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How did the Balinese develop this centuries- old crop- scheduling system? 
Schulte Nordholt ([1996] 2010, 2011) and Hauser- Schäublin (2003) argued 
that the system was the result of central planning by representatives of kings, 
beginning at least as early as the eighteenth century. We can call this the cen-
tral planning hypothesis. Clifford Geertz (1981), followed by Lansing and 
his colleagues (Lansing 2006, [1991] 2007; Lansing et al. 2009; Lansing 
and Kremer 1993),8 argued that the Balinese system emerged without cen-
tral coordination and resulted from local decisions within democratically 
elected councils in subaks. According to this distributed decisions hypothe-
sis, subaks do not need to confer with other subaks across an entire water-
shed in order to produce the kind of pattern of coordination observed.

Evidence produced in support of the central planning and distributed de-
cisions hypotheses has come from historical documents, interviews, sur-
veys, ethnographic work, and archaeological data. The distributed decisions 
position has a prima facie problem, however: Is it really plausible that such a 
complex system of coordination across the length of a watershed could arise 
from local decisions without any kind of global coordination? Using com-
puter simulations developed by Lansing with an ecologist, James Kremer, 
Lansing argued that it could (Lansing 2006, [1991] 2007; Lansing and 
Kremer 1993).

The Lansing- Kremer Model
Lansing and Kremer’s (1993) agent- based computer model treats each subak 
as an individual “agent” that makes a decision every year about which plant-
ing schedule to adopt. These planting schedules allow different rice varieties 
to be grown in various orders with different fallow months. Subaks are ar-
ranged in two watersheds based on the actual arrangement of subaks along 
the Oos and Petanu Rivers in Bali (cf. Figures 7.1 and 7.2), and the model 
tracks the effects of upstream subaks’ planting schedules on downstream 
subaks. (Subaks use more water when their rice is growing.) The model also 
tracks pest growth and movement and the effect of pests on harvests. In 
Janssen’s (2012) model, which is based on Lansing and Kremer’s (1993) orig-
inal model, some subaks are pest neighbors. Pests can only travel between 
pest neighbors, and thus the model isolates pests within clusters of subaks. 
(This idealization was relaxed in some of Lansing’s later models, such as those 
presented in Lansing et al. [2009, 2017], producing similar results to the 
original Lansing– Kremer model without assuming impassable barriers to 
pest movement.)
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Initially, each subak is assigned a random planting schedule (a sequence 
of rice varieties and fallow periods along with a starting month). Water flow, 
rice growth, pest growth, and pest movement are tracked in each timestep, 
which represents one month. At the end of the year, each subak reassesses 
its crop schedule according to the following rule:

Figure 7.1. From Lansing and Kremer (1993), Figure 10. Lines represent rivers or canals. Icons 
represent subak locations. Icon shapes represent planting schedules of subaks at the time 
of Lansing’s study.
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If any of our pest- neighbor subaks has a better harvest than we do, adopt their 
planting schedule in the coming year.

Lansing’s hypothesis was that this simple, wholly local process would lead 
to the kind of pattern of global planting schedules that has been found to be 
used both currently and historically.

Indeed, though each run of a Lansing– Kremer simulation differs in de-
tails, after twenty to one hundred modeled years, the simulation always set-
tles into a state qualitatively similar to observed arrangements of planting 
schedules in subaks in the Oos and Petanu watersheds. Figures 7.2 and 7.3 
illustrate this relationship using a version of the Lansing– Kremer model: Fig-
ure 7.2 shows the initial state of one run of the model, and Figure 7.3 shows 
the configuration of planting schedules in the same run after fifty years (six 
hundred time steps).9 Each gray icon represents a subak, arranged roughly 
as actual subaks are arranged within the two watersheds. A gray line between 
two subaks represents the fact that they are pest neighbors: pests are able to 
travel between them, and each subak will compare its harvest with the other’s 
at the end of the year. Subaks’ shapes represent their sequences of rice 
varieties, and the direction of black pointers represents the month in which 
the sequence is started.10 Although planting schedules are initially random, 
after fifty years, planting schedules are identical within most clusters of con-
nected subaks. Compare this modeled arrangement after fifty years (Figure 
7.3) with the empirical arrangement (Figure 7.1).

The simple rule stated by Lansing is thus capable of generating the sort 
of planting schedule patterns that Balinese rice farmers actually use. The rule 
is also intended to choose a pattern of planting schedules that will effectively 
trade off water needs versus pest suppression. In the simulation, the average 
harvest always increases after an initial settling period, although some runs 
result in better average harvests than others.11

Lansing and Kremer’s model provides a “how- possibly” explanation 
(Brandon 1990)12 of the origin of water coordination: it shows that the pos-
tulated mechanism is capable of generating the phenomenon of a certain 
kind of planting schedule pattern, with improved harvests. Lansing has pro-
vided additional evidence showing that this mechanism is more than a 
merely possible explanation, though. This evidence includes interviews, sur-
veys, historical texts (Lansing 2006, [1991] 2007; Lansing and de Vet 2012), 
and other data sources, including genetic evidence for a more complex hy-
pothesis about the gradual spread of the subak system (Lansing et al. 2009). 
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As mentioned above, critics such as Schulte Nordholt ([1996] 2010, 2011) and 
Hauser- Schäublin (2003) have argued for a different view, but all things con-
sidered, Lansing’s view appears most plausible at this point. Tracking cultural 
history is always difficult, however.13

Note that though Lansing developed this model outside the GCC tradi-
tion, it is a cultural transmission model in which the cultural variants are 

Figure 7.2. Initial random state from one run of BaliPlus, a modified version of Janssen’s (2012) 
reimplementation of Lansing and Kremer’s (1993) model, running in a configuration that 
reproduces the original behavior of Janssen’s model. Each gray icon represents a subak, and solid 
gray lines connect pest neighbors. Icon shape: Rice variety sequence. Pointer direction: Month the 
sequence is started. Dashed line: Division between watersheds.
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planting schedules. Transmission occurs on a network structured by subak 
pest- neighbor relationships (cf. Alexander 2007; Grim et al. 2015). The model 
incorporates a kind of transmission bias known as success bias (Boyd and 
Richerson 1985, 2005; Richerson and Boyd 2005): specifically, individuals— 
subaks in this case— are more likely to copy cultural variants of other indi-
viduals that are more successful— that is, that have better harvests. It is also 
a niche construction model, since it incorporates feedback from the effects 

Figure 7.3. State after fifty years from the same run of BaliPlus as shown in Figure 7.2. Clusters of 
identical icons (rice variety sequence) and pointer directions (starting month) show that the system 
has evolved to a state in which pest neighbors (connected by solid gray lines) have the same planting 
schedules. See Figure 7.2 and the text for additional details.
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of human behavior on the environment (Odling- Smee, Laland, and Feldman 
2003).

Struggle for Order
It seems rational, or at least reasonable, for a subak to switch its planting 
schedule to that of a neighboring subak with better harvests. However, Lan-
sing’s interviews and surveys, as well as historical texts, led him to suggest 
that subaks do not always act as rationally as his model assumed (2006, [1991] 
2007). The actual behavior of subaks departs from that assumed by the model 
because of intra-  and intersubak disputes involving power, status, greed, and 
so on. Lansing also suggested that religious cultural practices among rice 
farmers tend to suppress these disruptive tendencies toward such disputes. 
These practices reinforce a systematic identification of aspects of biotic and 
abiotic elements of the environment, psychological factors, and spiritual en-
tities (C. Geertz 1981; Lansing 2006, [1991] 2007). For example, the Balinese 
world is full of demon- like entities known as bhutakala, which are common 
sources of disruption and disorder (Lansing 2006, chapters 5, 7). Some of 
these bhutakala are identical to rats or insects, while others are identical to 
aspects of the human psyche that may cause disruptive or otherwise unde-
sirable behavior. People must work constantly to counteract the effects of 
bhutakala and to restore order and beauty when bhutakala succeed. This ef-
fort is simultaneously spiritual and practical, involving rituals and offerings 
at a hierarchical system of temples, and works to maintain harmonious re-
lations within the democratic councils in villages and subaks that make de-
cisions affecting water and crop management. What we call the religious 
aspects of Balinese culture are not just a set of policies overlaid on practical 
matters of water, rice, and pests but a reflection of a conception of nature as 
an aspect of a pervasively spiritual world. (Nevertheless, investigating cul-
tural change requires distinguishing aspects of culture that may be insepa-
rable from the point of view of members of the society, so I will continue to 
use religion and religious to refer to certain cultural patterns that seem, in 
the abstract, to be very distant from practical matters such as rice growth 
and pests.)

It may be that the relations of coherence between cultural patterns in-
volved in the subak system include emotional and aesthetic patterns as well 
as conceptual and social patterns (cf. the above quotation from Geertz). The 
association of beauty with order is part of what gives maintenance and res-
toration efforts a subtle emotional dimension:



 the Coevolu tion of R eligion a n d Coor di nation 273

The elaborate rituals of the water temples convey a powerful message: that 
when individuals and subaks succeed in mastering themselves, the world (or 
at least the microcosm controlled by the subak) becomes more orderly. The 
flooded terraces resemble sparkling jewels, there are no plagues of pests, and 
the social life of families and communities is harmonious. On the other hand, 
when Reason gives way to destructive emotions, the effects are soon seen in 
quarreling families, disorderly fields, sickness, poverty, and pests. (Lansing 
2006, 196)

These remarks suggest that the factors contributing to maintaining the or-
derly coordination of water management include feelings about the aesthet-
ics of the physical systems, such as rice fields, as well as both personal and 
social characteristics. Moreover, descriptions of some Balinese ritual perfor-
mances associated with the subak system (Eiseman Jr. 1989; C. Geertz 1981; 
H. Geertz 2004) suggest that such rituals might contribute to the cultivation 
of states of mind that reduce disruption. Eiseman mentions the need to have 
“a mind uncluttered with confusing or impure thoughts” (Eiseman Jr. 1989, 
52) when making holy water, which plays a significant role in rituals associ-
ated with the subak system (C. Geertz 1981; Lansing 2006, [1991] 2007). If 
rituals associated with the subak system generally encourage similarly calm 
mental states, this might reduce tendencies toward disruptive states of mind.

Hypotheses about the Spread of Balinese Religion
Lansing (2006, [1991] 2007; Lansing and Fox 2011) argued that religious pat-
terns in the rice- growing region differ from earlier royal/Brahmanic reli-
gious patterns (cf. C. Geertz 1981) and even earlier Javanese religious patterns, 
despite many similarities.14 It is not clear to what extent the dimensions of 
the rice growers’ subak system mentioned above derive from earlier sources. 
However, the royal system gives the king a central role in a heroic struggle 
to maintain spiritual purity against the forces of disorder. These will ulti-
mately prevail, ending in the destruction of the kingdom and perhaps the 
world itself. By contrast, in the rice growers’ religious system, every person 
must struggle, repeatedly, both individually and collectively, to restore so-
cial and physical order when disorder rears its head. This seems to be a change 
toward a system that is better for maintaining a harmonious social and ag-
ricultural system.

How does a religious system come about that seems, in some respects, 
as if it were tailored to the maintenance and management of the rice- growing 
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system? Just as we cannot assume that all of an organism’s traits are adap-
tive (Gould and Lewontin 1979), we cannot assume, as mid- twentieth- 
century social functionalists did, that societies must involve mutually 
supportive components (Kincaid 2007). The apparent harmony of some of 
the rice growers’ religious patterns with their crop and water management 
methods needs a causal explanation. The fact that the values and practices 
of the subak system are similar to, but different from, those of earlier Bali-
nese religious systems and their Javanese (and ultimately, Indian) predeces-
sors suggests that the subak system arose as a modification of those systems. 
But why would that happen in such a way as to produce the cross- domain 
harmony that we see? That question is a central focus of this chapter.

Gervais et al. (2011) are surely right in suggesting that in general, biases 
on cultural transmission can help to explain some facts about religious cul-
tural patterns. There are also explanations of some cross- culturally common 
religious patterns, such as Boyer’s (2001) argument that concepts of spiritual 
beings are readily transmitted and retained because they are minimally 
counterintuitive (a cognitive property that has been shown to make concepts 
easier to remember). However, neither Gervais et al.’s nor Boyer’s suggestions 
seem, by themselves, to be able to explain the way that Balinese religious pat-
terns cohere with cultural patterns in other domains.

Elite Propaganda
One possible explanation of Balinese religious patterns among rice growers 
could be modeled on Schulte Nordholt’s hypothesis about the water coordi-
nation system: perhaps a central royal authority constructed the rice grow-
ers’ religious system and imposed it on them, even though it differed from 
the royal religious system. That elites may have done this in some societies 
seems plausible, but it would likely require a systematic propaganda cam-
paign. I am not aware of any evidence that makes this hypothesis plausible 
for the present case.

Attractive Coherence
Lansing (2006, [1991] 2007) traced historical developments in Balinese reli-
gion and its predecessors but did not offer any particular hypotheses about 
why the rice growers’ religious system came to be as it is. However, Lansing 
and Fox (2011, 933) suggested that the development of the complex Balinese 
calendar system, which plays an important role in the coordination of 
 planting schedules, “contributed to a mental and physical landscape of 
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pleasing harmonies and perceptible coherence.” In context, I read this as a 
proposal that some religious patterns gradually changed because the newer 
variations helped people in the rice- growing regions feel more comfortable 
with their world, giving what happened in their lives a deeper explanation 
and meaning. This proposal implicitly involves a loosely specified psycho-
logical hypothesis that people prefer to adopt beliefs and practices that fa-
cilitate ways of thinking that are emotionally appealing. Earlier, I mentioned 
Lansing’s (2006) suggestion that the Balinese see a well- functioning rice- 
growing system as harmonious and beautiful. If Lansing and Fox are right 
about the Balinese calendar, a similar proposal could be made about other 
aspects of Balinese religious ideas and practices: beliefs and practices change 
over time because some combinations of cultural variants feel more beauti-
ful and harmonious together.

This proposal could be made more specific in two general ways:

1.  Consciously or not, individuals gradually adjust their cultural patterns to 
make them more emotionally appealing.

2.  When variations in cultural patterns are generated for whatever reason, 
those that are emotionally appealing are more likely to be copied or to be 
retained once copied.

The first of these provides a purely psychological explanation that could ap-
ply to a change within a single individual, without regard to interactions 
with others. The second hypothesis, on the other hand, postulates no in-
ternal transformations of religious patterns; it only concerns biases on what 
is transmitted or retained. These hypotheses are not mutually exclusive, 
however. Also note that if only the first hypothesis were correct, cultural 
transmission could still play a role in the spread of emotionally appealing 
patterns, but this need not involve biases toward adopting more appealing 
cultural patterns, as the second hypothesis requires. Other biases, toward 
patterns that are commonplace or that are held by high- status individuals, 
for example, might still play a role. The kind of individual adjustment pos-
tulated by the first hypothesis could also play a substantial role in cultural 
transmission in another way. Sperber and his colleagues (Claidière, Scott- 
Phillips, and Sperber 2014; Claidière and Sperber 2007; Sperber 1996) have 
argued that the spread of cultural patterns has more to do with ways in 
which what is learned is transformed by internal psychological processes. 
When a cultural pattern is transmitted, it may be transformed into something 
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that is more emotionally appealing. I include this as one possible conse-
quence of the first hypothesis.

Lansing and Fox seem to reject the second hypothesis as an explanation 
of the development of the Balinese calendar; they say that the development 
of the calendar “is not well captured by a Darwinian perspective” on cul-
tural transmission (Lansing and Fox 2011, 933). However, this seems unwar-
ranted. If pleasing harmonies are appealing to people, why could that not 
generate biases toward copying some beliefs and practices rather than others?

Applied to religious patterns, the first hypothesis that certain patterns 
are more likely to be adopted because they feel good looks like ones that Boyer 
(2001, chapter 1) has critiqued. However, Boyer’s argument was that the emo-
tional appeal of some forms of religion cannot answer the question “Why is 
there religion?” Here the question is, rather, “Why did certain religious pat-
terns change into particular other patterns?” Moreover, the first hypothesis 
fits loosely with research on cognitive dissonance (e.g., Izuma et al. 2010), 
according to which people sometimes modify their beliefs to avoid distress-
ing thoughts. There is also research suggests that people have a slight prefer-
ence for accepting or constructing analogies to what they already believe 
(Gentner, Holyoak, and Kokinov 2001; Holyoak and Thagard 1995; Thibodeau 
and Boroditsky 2013). (Note that most accounts of analogy processing treat 
analogies as involving higher- order coherence relations— a kind of quasi- 
isomorphism— between sets of beliefs.)

It is worth mentioning here a variation of the second hypothesis that does 
not depend on emotional effects. There is evidence suggesting that certain 
kinds of coherence between cultural variants make them easier to retain once 
learned from other individuals (Bransford and National Research Council 
2000; Kline 2015; Mesoudi and Whiten 2004; cf. Caporael, Griesemer, and 
Wimsatt 2014; Wimsatt and Griesemer 2007). For example, in Upal’s (2011) 
experiments, stories in which all elements are easy to make sense of together 
were more easily remembered. Thus, as suggested above, it could turn out 
that religious patterns that fit with what is believed about people and pests 
and rice paddies are simply more likely to be retained and hence passed on 
than alternatives, regardless of emotional appeal.

Group Selection
Wilson (2002), commenting on Lansing ([1991] 2007), seemed to suggest that 
religious dimensions of the subak system evolved by a selection process of 
some kind, but he did not explain what sort. Wilson’s book focuses mostly 
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on forms of group selection, however. Was there competition between subaks, 
with successful subaks creating new ones? Lansing and colleagues (2009) ar-
gued that in some parts of Bali, there is evidence that the subak system 
spread as some individuals left old subaks and originated new subaks down-
stream. In the Petanu River watershed, Lansing et al. (2009) argued that 
this subak “budding” hypothesis is supported by genetic data. This is con-
sistent with a group selectional explanation of change in religious patterns: 
It may have been that there were chance variations that arose from earlier 
religious patterns and that some of these variations turned out to help rice 
farming and water management. Those subaks with the beneficial variants 
had more food, on average, and as a result their populations increased more 
rapidly than those of other subaks. Eventually, some members of the high- 
growth subaks left to form new subaks. This is a form of what Boyd and Rich-
erson call cultural group selection (Bell, Richerson, and McElreath 2009; 
Richerson and Boyd 2005; Soltis, Richerson, and Boyd 1995), whereby some 
groups grow and create new groups more rapidly than others because of cul-
tural differences between groups.

Despite the evidence for a budding process in the Petanu watershed, Lan-
sing et al. (2009) found no genetic evidence for a similar process in the 
Sungi River watershed. It is possible that a budding process occurred there 
at such an early date that migration and intermarriage between subaks, or 
other factors, have erased genetic evidence of the budding process. Studies 
of this area were in fact the basis of Schulte Nordholt’s ([1996] 2010, 2011) 
arguments that the water coordination system originated in central planning 
by representatives of the king. It may be that in some parts of Bali, such as 
the Petanu watershed, cultural group selection explains the spread of reli-
gious patterns that support the water coordination system but that in oth-
ers, such as the Sungi watershed, a different explanation would be needed.15

My Lansing- style budding process explanation of religious change is 
somewhat similar to an explanation by Norenzayan (2013) and his collabo-
rators (Norenzayan et al. 2016) of the spread of religions that postulate one 
or more “Big Gods”— all- powerful, omniscient, moralizing, supernatural be-
ings. These researchers argue that Big Gods religions have spread through 
cultural group selection and success- biased transmission (see below) because 
the religions promote within- group cooperation. Balinese gods and spiritual 
beings share some of the qualities of Big Gods, and the subak- local religion 
can be viewed as a borderline case of what Norenzayan et al. (2016) describe. 
However, the cultural variants that support rice farming go well beyond the 
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general Big Gods pattern— for example, identifying rats with disruptive spir-
itual forces (Lansing 2006, chapter 7). Norenzayan et al.’s (2016) proposals 
can at best provide a partial explanation of the spread of subak- local Bali-
nese religious patterns.

Success- Biased Transmission
The subak religious system may have spread through imitation rather than 
cultural group selection. If religious patterns prevalent in some subaks re-
sulted in greater food production, people in other subaks may have been more 
likely to copy these patterns. This is what Richerson and Boyd (2005) call 
cultural transmission with success bias, a form of model- based bias (since it 
depends on properties of the individual copied, i.e., the “model”). It is not 
necessary that members of the society have a clear understanding of the 
mechanisms by which religious patterns result in better harvests in order for 
the patterns to be preferentially copied.

The simulation model that I will describe below is designed to show that 
a success- biased transmission hypothesis is plausible given a Lansing- style 
emergence model of water coordination. More specifically, my version of this 
hypothesis is the following:

1.  Initially, it was fairly common for disruptive individuals to cause subaks 
to choose a planting schedule other than one that was most successful in 
neighboring subaks. Rice- growing peasants used religious patterns that 
did not mitigate this effect particularly well. Religious patterns at that 
point may have been closely analogous to Brahmanic patterns and/or 
may have reflected older Javanese or native Balinese religious patterns.

2.  New ideas involving religious patterns similar to those described above 
developed in one or more individuals— somewhat randomly, though 
probably partly due to analogies with existing religious patterns and pos-
sibly also partly due to analogies with existing practices directly related 
to water management.16 A Lansing/Fox style cognitive process favoring 
emotionally appealing cultural patterns might have played a role in 
generating new patterns too.

3.  Some individuals in some subaks adopted these initially rare concepts, 
beliefs, and practices, perhaps solely due to chance effects, partly because 
people are somewhat drawn to analogies of sets of preexisting beliefs 
(Dehghani et al. 2009; Hofstadter and Sander 2013; Holyoak and 



 the Coevolu tion of R eligion a n d Coor di nation 279

Thagard 1995; Thagard 2000, 2012; Thibodeau and Boroditsky 2011, 
2013), or because of other appealing properties of the new patterns.

4.  At some point, when most members of some local group of subaks had 
adopted religious patterns like those described above, the result was that 
people in those subaks had better harvests, on average, because these 
patterns help to suppress attitudes or behaviors that interfere with the 
functioning of the water/pest coordination system. (Among other 
things, the religious patterns might have involved analogies or meta-
phors that help motivate ways of thinking and behaving that help 
harvests. For example, an analogy between rats and demons helps to 
think of rats as agents of disorder. If analogies turn into identifications— 
rats are themselves demons— then that strengthens the effects of 
religious variants, since practical matters are then identical to spiritual 
matters.)

5.  Success- biased transmission between local groups then resulted in other 
subaks adopting the same religious patterns. The idea is that individuals 
in one subak noticed that another subak had better harvests and guessed 
that part of the reason was because their religious beliefs and practices 
were correct or beneficial due to spiritually mediated effects. (This idea is 
analogous to one dimension of Norenzayan’s [2013; Norenzayan et al. 
2016] proposal that “Big Gods” religions such as the Abrahamic religions 
spread because of features that facilitated within- group cooperation. 
Those adopting a religion will often attribute the success of those they 
are copying to spiritually mediated help, even if the same success can be 
explained by the religion’s effects on practical behavior. In the Balinese 
case, too, it seems that the benefits of certain religious patterns can be 
explained without recourse to spiritual hypotheses.)

An Extended Lansing Kremer– Style Model
In order to investigate the preceding hypothesis, I developed an extended 
Lansing- Kremer model (BaliPlus). The results show that under some condi-
tions, processes like the one just described can indeed lead to the spread of 
new religious patterns because of their effects on harvests. The model repre-
sents the cultural forces and patterns discussed in earlier sections with a con-
siderable degree of abstraction. The preceding discussion is valuable, I feel, 
because it allows an understanding of what kind of real- world phenomena 
motivate the model and what it is that is being abstracted away.
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Overview
In order to explain how elements of the hypothesis described above are rep-
resented in the model, I will begin with a general description of the BaliPlus 
model and then describe how the preceding hypothesis can be tested using 
this model.

General Characteristics of the Model
To model success- biased transmission of religious variants in an abstract 
fashion, I began with Janssen’s (2012) version of Lansing and Kremer’s model 
and added additional variables and functions:

• The model has a global “capriciousness” variable to represent the overall 
effects of greed, jealousy, and so forth on individual subaks’ planting- 
schedule choices. More specifically, I treat capriciousness as a probability 
of an individual subak randomly choosing a different planting schedule 
than that of the neighboring subak that has the best harvest.17

• Each subak has a variable representing its “religious” cultural variant, 
represented as a number between 0 and 1. Religious variants near 1, 
which represent a degree of closeness to recent Balinese patterns, tend to 
suppress the effects of capriciousness. I investigated several mappings of 
values of this variable to effects on capriciousness, including a linear 
relationship and three functions that gave greater weight to higher- 
valued religious variants.

• Once per year, subaks copy religious variants from other subaks that 
have better harvests. This copying process is not perfect: The new 
religious value received by a subak is roughly normally distributed 
around the transmitting subak’s value. (It would be precisely normally 
distributed, except that I restrict religious values to the interval [0,1]. If 
the sum of the transmitter’s religious value and a normally distributed 
random number with mean 0 lies outside this interval, the subak is 
assigned, as its religious variant, the nearest extreme value.)

• Subaks may copy religious variants from either pest neighbors or from 
members of a randomly selected set of subaks from the global popula-
tion. The rationale for this rule is that there is no good reason to restrict 
religious copying to pest neighbors, but pest neighbors are near each 
other, so copying from them would probably be more likely. I investi-
gated various ways to implement this idea.
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In summary, subaks copy both planting schedules and religious variants 
from subaks that have more successful harvests, but they copy religious vari-
ants from a larger set of subaks, and religious values influence the tendency 
of subaks to choose merely random planting schedules instead of the best 
pest neighbor’s schedule.

The model operates as follows:

• Subaks are initially assigned randomly chosen planting schedules and 
uniformly distributed random religious variants between 0 and 1.

• After a six thousand- month = five hundred- year “burn- in” period,
• the model runs for twenty- four thousand months = two thousand years.18

Since the model is stochastic, we ran one hundred simulation runs for each 
set of fourteen parameter variants described below,19 under five different pest 
and rainfall parameter combinations— a total of seven thousand simulation 
runs. An appendix summarizes all parameter settings.

Overview of Hypotheses Tested
Earlier, I described a hypothesis about how success- biased transmission 
could lead to the spread of religious patterns that facilitate the coordination 
of water and crop management. How can we translate this hypothesis about 
cultural processes in the world into the framework of the BaliPlus model 
sketched above? Two things need to be shown.

1.  Capriciousness should reduce harvests: A background assumption of 
the success- biased transmission hypothesis was that some members of 
the community engage in disruptive behaviors that interfere with the 
coordination of planting and water use, and this results in a reduction 
of harvests relative to what would happen otherwise.20 In BaliPlus, 
random planting schedule choices controlled by the capriciousness 
variable represent this kind of disruption. We need to make sure that 
capriciousness in BaliPlus does in fact lead to a decrease in harvest 
success compared to the original Lansing- Kremer model. This must be 
done without allowing religious patterns to suppress effects of capri-
ciousness so that we can understand the impact of religious effects 
later.

2.  After adding the transmission of religious variants that are capable of 
suppressing capricious effects:
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(a) The population average harvest level should be higher with religious 
transmission than with capriciousness and no effects of religious 
variants because

(b) capriciousness- suppressing religious variants— those with values 
near 1— should become widespread within the population (and thus 
suppress the effects of capriciousness).

The Problem with Global Transmission
I initially believed that part 2 of the preceding hypothesis would be satisfied 
when

• each subak chose another subak from which to copy religious values by 
examining the harvests of all 172 subaks in the population and then 
copying from the subak with the best harvest.

Preliminary experiments suggested that this would almost never lead to the 
spread of religious variants near 1. When subaks use success- biased copy-
ing from the entire population, all subaks quickly converge to an apparently 
randomly chosen, narrow range of religious variants. The narrow cluster of 
religious values of the population then shifts to higher or lower values in what 
looks much like a random walk.

The explanation for this behavior is this: In order for harvest success bias 
to lead to the spread of high religious values, there has to be a positive cor-
relation of harvest success and high- value religious variants. The model be-
gins without any such correlation. All subaks then copy the religious variant 
of the one subak (or few subaks) that happens to have the highest harvest 
value. This value is roughly as likely to lie in any one region of [0,1] as in any 
other. All subaks then have approximately the same religious variant, and 
there is no variation in religious variants on which success bias can operate. 
The correlation between religious values and harvest success remains low, 
not because both values are randomly distributed but because of the lack of 
variation in religious variants. Success- biased copying from the global 
population never gets off the ground because there is no variation in reli-
gious behavioral patterns. To summarize:

• At the beginning of the simulation, when subaks first compare harvests 
across the entire population, there will be no association between 
religious values and harvest success.
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• Since all subaks copy the best harvests, variation in religious variants 
disappears.

• After that, narrowly clustered religious variants random- walk (roughly 
speaking) due to transmission noise.

So religious variants with values near 1— those that suppress 
capriciousness— are unlikely to be spread due to success bias when success- 
biased copying considers the entire population. Thus, in the simulations 
described below, members of various smaller, partially random subsets of 
the global population serve as possible sources of religious variants.

Details of Simulations
Cultural Transmission Network Structure
Subaks examine possible sources for religious variants according to the fol-
lowing rules:

1.  Each subak always considers imitating the religious variants of its pest 
neighbors.

2.  Each subak also considers imitating the religious variants of a Poisson- 
distributed number of subaks from the entire population, with the mean 
number of subaks equal to one of the following three values: .025, 1, 50. 
This (randomly chosen) number of subaks is then randomly chosen from 
the other subaks, without replacement. If the number of subaks that results 
is greater than 171 (the total number of other subaks), all 171 subaks are 
examined. Note that a pest neighbor can be chosen, in which case the 
choice of this “additional” subak from the global population has no effect.

Capriciousness and the Effect of Religious Variants
In simulation runs that include capriciousness, after every subak has acquired 
a new planting schedule from a pest neighbor or has retained its previous 
schedule, a probability of acquiring a new randomly chosen planting sched-
ule is calculated. This probability is set to 0.3 if there is no religious trans-
mission. If there is also religious transmission, then the probability of 
acquiring a random planting schedule is 0.3 times the distance from 1 of the 
subak’s religious effect (see below), reduced by a factor of two- thirds.21 That 
is, when there is religious transmission, the probability of choosing a new, 
random planting schedule is:

0.3× 2/3× (1− religious-effect)= 0.2× (1− religious-effect)
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What is religious effect? This number is set as a function of the subak’s reli-
gious variant. The simplest way to do this would be to set the religious ef-
fect for a subak (in a given year) equal to the value of the subak’s religious 
variant. This might not accurately represent what goes on in the world, 
however. It may be that as one acquires more components of a complex 
cultural pattern, its cumulative effect increases nonlinearly because of the 
way that its components reinforce each other. Thus, I ran simulations us-
ing four different religious- effect functions, each of which maps a subak’s 
religious value in [0,1] to a degree of capriciousness suppression. The first 
religious- effect function simply treats the value of a religious variant as the 
strength of the religious effect; the other three produce different kinds of 
threshold effects, with a sharp increase in the intensity of the religious ef-
fect once the religious variant reaches a certain level (Figure 7.4):

1. Linear: religious effect = religious variant.
2.  Step at 0.5: A function that maps religious variants below 0.5 to 0 and 

religious variants greater than or equal to 0.5 to 1.
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Figure 7.4. Four religious effect curves, each used in a different set of simulation runs.
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3. Step at 0.8: A similar step function with a step at 0.8 rather than 0.5.
4.  Sigmoidey: This is similar to a step function but is designed to allow 

a gradual increase in the suppression of capriciousness as the value 
of the religious variant increases. For religious variant v, this func-
tion is

tanh v
e2.25(1−v2 )e1.7 .

I chose the form of this “sigmoidey” function partly by trial and error. It is 
not important that one understand the details of this function; it is simply a 
function that allows a wide variety of monotonically increasing curves be-
tween 0 and 1 to be generated by substituting other numbers for 2.25 and 
1.7. I chose this particular curve with parameters 2.25 and 1.7 because it was 
step- like yet gradual and similar to the two pure step functions.

Pests and Rainfall
Janssen’s (2012) NetLogo (Wilensky 1999) version of the Lansing- Kremer 
model allows rainfall to be set at three levels, low, middle, and high. There are 
also variables that control pests’ growth rate (with values ranging from 2.0 to 
2.4) and the rate of pests’ dispersal to pest- neighbor subaks (values ranging 
from 0.6 to 1.5).22 We ran fourteen sets of one hundred simulations, each with 
the following five rainfall and pest parameter combinations:23

• High pest, high rain
• High pest, low rain
• Low pest, high rain
• Low pest, low rain
• Middle pest, middle rain

High pest means that pests’ growth and dispersal values were set to the high-
est values allowed by the NetLogo model; low pest means that these values 
were set to the lowest allowed values. Middle pest means that the pest growth 
rate was set to 2.2 and that the pest dispersal rate was set to 1.0. These are 
the values that Janssen (2007) used as intermediate values for his analysis.24

To summarize, for each of the five configurations just mentioned, we ran 
one hundred simulations in each of the following fourteen conditions (seven 
thousand simulations in all):
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1: The Lansing- Kremer model: no capriciousness, no effects of religious 
variants.
2: The same model with the addition of the effects of capriciousness but no 
effects from religious variants.
3- 14: Twelve different configurations in which both capriciousness and reli-
gious variants have effects. These twelve hundred simulations cover each 
combination of the three communication network structure parameters 
and the four religious- effect functions described above.

The first two configurations were intended to test the first hypothesis de-
scribed in the section titled “Overview of Hypotheses Tested.” The other 
configurations were intended to test the second hypothesis described there.

Results
Since all five pest/rainfall configurations gave qualitatively similar results, 
it will be easiest to present results only from the fourteen hundred simula-
tions in the high pest, low rain configuration; this is one of the two configu-
rations that produced the least striking confirmation of my main claims.25 
(Plots from the other four pest and rainfall configurations will be available 
online or by request from the author.)

General Remarks
In the pure Lansing– Kremer configuration and in the runs with both capri-
ciousness and the effects of religion, the population average harvest usually 
settles down to a value around which there are small fluctuations, with oc-
casional long- term shifts, also small. There is a bit more variation in harvest 
values in the configuration with capriciousness and no religious effects, but 
these changes usually remain close to a central value. For each combination 
of conditions, the average harvest value around which there are small fluc-
tuations varies from run to run.

Populations’ average religious variants often vary quite a bit over the two 
thousand years in each simulation run. Close examination of the data makes 
it clear that even in runs in which the average religious variant has a high 
value during most timesteps, it sometimes takes a long time to arrive at that 
value, and in some cases the average subsequently drops down to a much 
lower value. As the figures below show, meaningful differences between the 
fourteen parameter settings concern distributions of average population- level 
effects over post- burn- in years in the one hundred runs with the same par-
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ameters. It is perhaps realistic that no condition in the model guarantees a 
particular result, especially in the case of religious variants.

Hypothesis 1: Effect of Capriciousness Alone on Harvests
Figure 7.5 shows that adding capriciousness to the pure Lansing– Kremer 
model does indeed reduce harvests, on average (the first hypothesis de-
scribed in the “Overview of Hypotheses Tested” section). Since in any given 
year not all subaks have the same harvest, I used a measure of the per- year- 
population- average harvest (avgharvestha). This value fluctuates from year 
to year in each model run, so I averaged it over two thousand years after 
the five hundred- year initial settling period. What Figure 7.5 shows, then, 
is the distributions of the resulting value in one hundred runs without ca-
priciousness and in one hundred runs with capriciousness. Note that al-
though capriciousness reduces harvests on average through reduction in 
the coordination of planting schedules, the overlap in the two curves in 

Comparison of 2000−year population average harvests with no religious effects,
with/without capriciousness in planting schedule transmission
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288 Marshall Abrams

Figure 7.5 (between about 1.0 and 1.25) shows some capriciousness runs 
(bottom panel) with better average harvests than in runs under the pure 
Lansing– Kremer condition (top panel). Capriciousness does not guarantee 
a poorer harvest.

Hypothesis 2a: Effect of Religious Variants on Harvests
As noted above, in addition to the two sets of one hundred simulation runs 
just described, we ran twelve sets of one hundred simulations in which reli-
gious variants spread (three transmission schemes) and suppressed the ef-
fect of capriciousness on subaks when their religious variants were near 1 
(four religious- effect functions). The results varied between the twelve con-
ditions, but in each of the twelve conditions, harvests were better on average 
than in the pure capriciousness condition. Figure 7.6 shows this. In each of 
the twelve plots, an outline histogram shows the same one hundred- run dis-
tribution of two thousand- year average harvest values with capriciousness 

2000−year population average harvest distribution with religion (solid)
overlaid with average harvest distribution without religion (outline)
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but no suppression by religion (corresponding to the lower plot in Figure 7.5), 
with a different solid- color plot of average harvests, one for each of the twelve 
religious- effect conditions. It is worth remarking that though the combina-
tion of the effects of religion with capriciousness produces greater harvests 
on average than with capriciousness alone, the effects of religion do not com-
pletely undo the effects of capriciousness. Under most of the parameter 
combinations, the mean of the religious- effects- plus- capriciousness curve is 
intermediate between the means for capriciousness alone and for the pure 
Lansing– Kremer model (not shown in Figure 7.6).

Hypothesis 2b: Spread of Religious Variants
Recall that in BaliPlus, in order to determine whether to copy another subak’s 
religious variant, each subak looks at each of its pest neighbors as well as 
members of a (possibly empty) randomly chosen set of subaks from the en-
tire population. The size of this set of randomly chosen subaks is itself ran-
dom, with three different possible mean global transmission values for the 
probability of sizes. That is, the number of subaks examined is chosen ran-
domly for each subak in each year, but the mean of the random distribution 
over these numbers is set once for each simulation run. This global trans-
mission mean thus represents an average tendency for communication about 
religion across the entire population of subaks.

Figure 7.7 shows that capriciousness- suppressing religious values tend to 
spread when communication between nonneighbors exists but is rare (global 
transmission mean = 0.025 or 1). The effect is more pronounced with some 
religious- effect functions (displayed top to bottom). By contrast, when the 
number of nonneighbors considered for comparison is large (global trans-
mission mean = 50), there is no pronounced tendency for religious variants 
with high values to spread. Informal exploratory simulations using BaliPlus 
suggest that allowing communication with even higher numbers of subaks 
would decrease the likelihood of the spread of high- value religious variants 
further.

Close examination of the ways in which average religious variants change 
over time shows that even in those conditions that tend to spread high- valued 
religious variants, the average religious variant sometimes dips down to in-
termediate or low values for extended periods of time (not shown).26 Some 
global communication parameter combinations do better at “capturing” 
high- valued average religious variants for extended periods of time. For ex-
ample, in the simulation runs in which communication across the entire 
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population is common— summarized in the right column of Figure 7.7—
population averages for religious variants usually wander across much of 
the range of possible values, although religious values spend more time at 
high values in a few simulation runs. In the other two communication con-
ditions (left, center columns), population averages wander until they happen 
to reach higher values and then stay there— usually. It appears that the man-
ner in which the average religious variant does or does not wander in vari-
ous situations is what accounts for the distributions represented in the 
histograms in Figure 7.7.

discussion
General Remarks
The results described above show that under certain conditions religious pat-
terns can spread because they have, as one of their effects, suppression of 

Population's average religious variants, averaged over 2000 years

Average religious variant

Pe
rc

en
ta

ge
 o

f r
un

s

0

5

10

15

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

0.025
linear

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

1
linear

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

0

5

10

15
50

linear
0

5

10

15
0.025
step05

1
step05

0

5

10

15
50

step05
0

5

10

15
0.025
step08

1
step08

0

5

10

15
50

step08
0

5

10

15
0.025

sigmoidey
1

sigmoidey

0

5

10

15
50

sigmoideyrelig effect:
global tran:

Figure 7.7. One hundred- run distributions of two thousand- year average religious variant values 
with capriciousness and spread of religious variants under twelve parameter combinations. Upper 
row of labels (sigmoidey, step08, step05, linear): religious- effect function. Lower row of labels (0.025, 1, 
50): approximate mean number of subaks from the global population examined for religious 
transmission.



 the Coevolu tion of R eligion a n d Coor di nation 291

behavior that interferes with mechanisms that otherwise produce widely de-
sirable results such as larger harvests. The simulations support a “how- 
possibly” (Brandon 1990) explanation of the spread of these religious 
patterns in Bali. Specifically, the model lends support to the hypothesis that 
religious patterns involved in the Balinese planting/water- coordination sys-
tem spread through success- biased cultural transmission between mem-
bers of different subaks, with stronger and more regular influences between 
neighboring subaks than between more distant subaks. According to this 
hypothesis, those religious patterns that facilitated the subak- based crop 
and water management system by suppressing capricious behavior were 
those that managed to spread after partially random changes allowed some 
clusters of subaks to develop new, beneficial patterns. People in some subaks 
decided that others’ religious patterns that seemed to lead to better harvests 
were worth copying. By running the simulations with a variety of parame-
ter combinations, the simulations suggest that religious patterns that reduce 
capriciousness can spread by this kind of mechanism under a broad range 
of conditions.

My model illustrates how different domains of a culture can come to ex-
hibit coherence in two senses. First, that religious patterns have beneficial 
effects on practices that support successful farming is a kind of coherence 
between religion and farming practices; the simulations show how this kind 
of coherence might come about. Second, although my model does not rep-
resent details of Balinese religious patterns, it is inspired by them and rep-
resents them in an abstract way. It can thus be viewed as a model of the spread 
of these more detailed religious patterns. These patterns seem to allow Bali-
nese people to treat threats to harvest success— such as pests and greed— as 
threats to a spiritual order that is seen as emotionally and aesthetically at-
tractive. Restoration of order is supposed to be sought both through religious 
practices implemented by individual farmers— offerings at local shrines, for 
example— and by religious practices of groups, which in turn are linked to 
democratic institutions at the levels of villages, subaks, and groups of subaks. 
Balinese religious patterns in the subak system thus exhibit various detailed 
coherence relations between religious and pragmatic practices of various 
kinds. The simulations show how such patterns might have spread.

This project is unusual in trying to explain certain kinds of coherence in 
a particular culture in terms of a specific mechanism of cultural transmis-
sion and in using computer simulations to do so. Explanations of general 
kinds of cross- cultural change, such as Norenzayan (2013), Norenzayan 
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et al. (2016), or Sanday (1981), can be important, but much of what is inter-
esting about culture is specific to particular societies. Illustrating new strat-
egies for investigating local cultural change, as I do here, is valuable.

Intermittent Copying
In order for the success- biased transmission hypothesis to explain the cul-
tural patterns that are my focus here, it appears to be necessary that subaks’ 
tendencies to copy others’ religious patterns involve only intermittent 
copying from more distant members of the global population. This is be-
cause capriciousness- suppressing religious patterns help harvests only when 
subaks connected by pest- neighbor relations adopt these same cultural pat-
terns, allowing them to come to have the same planting schedules. If the 
harvests of all or many subaks were examined in order to determine which 
religious patterns were to be copied, then— assuming religious variation is 
initially random with respect to harvest success— many subaks would copy 
the religious patterns of a small number of subaks that happen to have the 
best harvests. This results in very little religious variation across the popu-
lation, and without sufficient variation, it is unlikely that any cluster of 
subaks would come to have religious patterns that suppress capriciousness. 
Yet without concentration in clusters, capriciousness- suppressing religious 
patterns would have no particular advantage, so other subaks would not 
preferentially copy them. Thus, capriciousness- suppressing patterns would 
not spread.

On the other hand, if— as in some simulations described above— subaks 
always examine neighbors’ harvests but occasionally also examine more 
distant subaks in order to decide whether to copy religious patterns, it is 
possible— again, by chance— for the members of one local cluster of subaks 
to adopt capriciousness- suppressing religious patterns from each other. This 
cluster will be likely to maintain its religious patterns over time; the mem-
bers’ harvests will usually be better than those of other subaks, so there will 
be no reason for them to copy religious patterns from outside the cluster. 
Then, when subaks from elsewhere eventually examine the harvests of mem-
bers of this cluster, they will see that their harvests are better and will copy 
their religious patterns. At some point this process will result in a second 
cluster in which capriciousness- suppressing religious patterns are the norm, 
increasing the speed of the spread of these patterns. Over time, this process 
will lead to capriciousness- suppressing religious patterns spreading through-
out the population. Subsequently, random factors can occasionally result 
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in periods of time in which capriciousness- suppressing patterns are not 
widespread, but those periods will usually be relatively short- lived.

The way in which this model explains religious patterns raises a ques-
tion for empirical research: Is it likely that such intermittent communica-
tion did occur in Bali? There are a variety of ways in which it might have 
occurred. First, note that subaks are composed of villages, which in turn are 
composed of many individuals. Second, note that real Balinese religious pat-
terns are enormously more complex than the simple numeric values that 
BaliPlus uses to summarize variation. These two points allow for a variety 
of network effects that could produce the kind of intermittent influence mod-
eled in BaliPlus:

1.  It may simply be that contact between members of different subaks is 
itself intermittent. Various factors might interact here: distance, trade, 
kinship, friendship, and so on.

2.  Within any given social group, those who communicate more often may 
be more likely to influence common cultural patterns, thus making it 
more difficult for cultural patterns held by others to spread within that 
group (cf. Abrams 2014; Alexander 2007; Caporael 2014; Morris 2000; 
Young 1998; chapters 1 and 12 of this book). The idea is that communica-
tion between people who are all in the same subak can reinforce others’ 
cultural patterns. This could make it difficult for other cultural patterns 
from distant subaks to be taken seriously, even if communication with 
those subaks was not uncommon, and the distant subaks’ religious 
practices were well known and appealing due to success bias. Other sorts 
of social identity might constrain communication as well (see chapter 12).

3.  Some individuals within a group may have more influence than others 
due to having power of various sorts or being successful in ways not 
reflected in a simple model— perhaps due to likeability, charisma, or a 
reputation for wisdom or knowledge (cf. Durham 1991; Henrich and 
Broesch 2011; Richerson and Boyd 2005; Smaldino 2014). If particular 
individuals of this kind are not receptive to new cultural patterns, that 
fact can make it less likely that new patterns will spread in the social 
group.

4.  As discussed in the first section of this chapter, some combinations of 
religious beliefs or practices may be infelicitous with others, create 
cognitive dissonance together, or even be logically contradictory, while 
other combinations may be more acceptable to many individuals, given 
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other prevalent cultural patterns. These relationships between cultural 
patterns generate a kind of interpersonal network structure, in that some 
cultural variants strengthen or resist influence from others: even if each 
member of subak S1 is bombarded by influences from members of 
all other subaks Sk, it may be that because of relative incompatibility 
between cultural variants, certain religious patterns new to S1 have a low 
probability of influencing anyone in S1 and do so only occasionally (cf. 
Abrams 2013; Atran and Medin 2008; Axelrod 1997; Hegselmann and 
Krause 2002; Mueller, Simpkins, and Rasmussen 2010; Zollman 2013). 
One way in which this kind of phenomenon can occur is when some 
cultural variants scaffold or otherwise facilitate the learning of others; if 
an individual has not yet adopted the former patterns, the adoption of 
new religious beliefs or practices may be difficult or unlikely (cf. Abrams 
2015a, 2015b; Kline 2015; B. H. Wimsatt 2014; W. C. Wimsatt 2014; 
Wimsatt and Griesemer 2007; chapter 1 of this book). However, the ways 
in which adopting cultural variants facilitate or hinder the adoption of 
others need not always exhibit the kind of typical linear sequence 
suggested by the concept of scaffolding or the analogy with biological 
development, as discussed by Wimsatt and Griesemer (2007; W. C. 
Wimsatt 2014; Wimsatt, chapter 1 of this volume). In Abrams (2015b)  
I suggested that all such cases could be conceptualized in terms of 
transition probability interaction: that probabilities of adoption of some 
cultural variants are conditional on what other cultural variants have 
been adopted (cf. Abrams 2015a).

What Is It a Model Of?
Some aspects of the BaliPlus model are clearly unrealistic. The original 
Lansing– Kremer model represented months and years in timesteps in order 
to organize modeled water flow, pest behavior, and planting schedules. It also 
made the simplifying assumption that subaks only consider changing plant-
ing schedules at the end of each year. In BaliPlus, subaks consider copying 
religious variants on the same annual schedule, but I have no empirical jus-
tification for the assumption that religious transmission should happen on 
the same timescale as agricultural decisions. I chose various other parame-
ters (see the appendix) somewhat arbitrarily. For example, there is no strong 
reason for choosing 0.3 as the base probability of randomly choosing a plant-
ing schedule. However, the point of the model is to explore the possibility 
that certain kinds of religious patterns might spread, probabilistically, un-
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der the influence of factors specified by the parameters described above (and 
in an appendix). The rationale for choosing basic parameters such as this one 
is that the parameters allowed the possibility of generating the kinds of ef-
fects I was interested in investigating. Still, because of these relatively arbi-
trary assumptions, two thousand “years” of communication as represented 
in the model is not necessarily realistic, despite the fact that two thousand 
years is a period over which, realistically, there might have been rice farm-
ing in Bali (Lansing et al. 2009; see note 18). Nevertheless, the point of the 
BaliPlus model is to show how a particular kind of process might explain the 
spread of religious patterns conducive to planting and water management. 
We can view these simulations as illustrating certain kinds of processes by 
which cultural patterns can spread because of the very indirect influence on 
outcomes that are clearly valued (rice production, in this case).

There is, moreover, a more general point that has emerged from the sim-
ulations reported above. By embedding the transmission of religious patterns 
capable of influencing decisions about planting into simulations that had al-
ready modeled interactions involving rice growing, water flow, and the ef-
fects of pests, we learn the following: At least in cases sufficiently analogous 
to those modeled here, the practical effects of religious patterns can explain 
their spread under the condition that this transmission is usually local and 
intermittently global. Of course, what counts as sufficiently analogous to the 
Balinese case as modeled here is not clear. (One reason for this has to do with 
the complexity of the ecological processes modeled in Lansing and Kremer’s 
and Janssen’s simulations and in BaliPlus.)

Other Hypotheses
Even if success- biased transmission does explain the spread of certain Bali-
nese religious patterns, that does not rule out some of the other explanations 
in the section on hypotheses about the spread of Balinese religion. Humans 
are complex, so there may be complementary explanations of cultural change 
that depend on different, potentially interacting processes. As noted above, 
Wilson (2002) seemed to suggest that religious patterns among Balinese rice 
farmers could be explained by group selection. While Lansing et al.’s (2009) 
“budding” model of the spread of the subak system fits Wilson’s group se-
lection hypothesis, it is not entirely clear whether this model fits all regions 
of Bali in which the subak system is common. Group selection may be part 
of the explanation for Balinese religious patterns, as might Lansing and Fox’s 
(2011) hypothesis that certain cultural patterns arose in individuals because 
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these patterns were psychologically more satisfying. I suggested that such 
psychological effects might also bias cultural transmission to favor the trans-
mission and the retention of certain patterns. Perhaps religious patterns in 
Balinese rice- growing regions arose and spread due to a combination of in-
dividual psychological transformations, biases due to psychological attrac-
tiveness and harvest success associated with certain religious patterns, and 
group selection resulting from better harvests.

Moderate- Complexity Model Benefits
I developed another set of simulations (Intermittran, https://github.com 
/mars0i/intermittran) that were inspired by, but not directly based on, Lan-
sing and Kremer’s model. These simulations are not my focus here, so I will 
not go into detail about them, but it is worth mentioning some differences 
with BaliPlus. In Intermittran, I simplified BaliPlus’s complex ecological 
feedback effects on harvest success to a simple function of nearby subaks’ 
religious values combined with random noise. With this model, it is chal-
lenging, though not impossible, to produce results that are qualitatively sim-
ilar to those in BaliPlus. The problem is that Intermittran makes it too easy 
to cause high- value religious variants to spread to all subaks and too easy to 
subsequently maintain a high average value. By contrast, in BaliPlus, even 
in those runs with parameter values that tend to make a population spend 
large amounts of time with high average religious variant values (Figure 7.7, 
left and middle columns), quite a few runs spend significant amounts of time 
with lower average religious variant levels— even after many years at high 
values (not shown).27 I was able to produce qualitatively similar behavior in 
Intermittran only through somewhat careful tuning of the random distri-
bution that affects harvest success.28 Because of this, I am skeptical that the 
kind of noisiness produced by the real- world ecological relationships mod-
eled in BaliPlus can easily be approximated by reducing them to random dis-
tributions of the kind typically chosen by modelers.29

There is a common view (e.g., Epstein 2006) that it is best if agent- based 
simulations are simple- agent models (Abrams 2013)— that is, models in which 
the behaviors of agents are governed by a few simple rules. Otherwise, given 
a large number of interacting agents, it can be difficult to understand what 
is significant in the production of the model’s behavior. The simple- agent 
strategy is a good heuristic, but it is not clear that the insights gotten from 
BaliPlus could have been gotten using only simple- agent models such as In-

https://github.com/mars0i/intermittran
https://github.com/mars0i/intermittran
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termittran. In Abrams (2013) I argued that there is value in developing 
agent- based models that involve somewhat more complex processes. The fact 
that it is difficult for Intermittran, a simple- agent model, to reproduce be-
havior like that in BaliPlus— apparently because of the way in which Bali-
Plus models complex ecological processes— provides some additional support 
for this point.

Religion is an important topic because of its important role as a distinct 
cultural domain in modern industrialized societies. This chapter was not 
motivated by an interest in religion, however. My use of religion and reli-
gious to describe the cultural patterns that were the focus here merely pro-
vided a convenient shorthand for certain patterns within the Balinese 
rice- growers’ culture. Since for the rice growers the physical world is spiri-
tual and what is spiritual is continuous with the physical world, Balinese 
culture is one of those in which it is misleading to conceptualize religion as 
a distinct cultural domain (e.g., Descola 2005; C. Geertz 1973b; H. Geertz 
2004; González 2001; Lansing 2006; Lienhardt 1961; Tilley 2000).30 This is 
not to say that “religious” change must also involve changing all dimensions 
of culture (farming, eating, hunting, dress, etc.). Otherwise, all cultural 
change would require radical cultural saltations. I think that the evidence 
from historical ethnographic research such as Lansing’s suggests otherwise.

What I find fascinating is that cultural patterns I have labeled religious 
seem, at first glance, to have no direct impact on practical needs, such as the 
provision of food or shelter. For example, the Balinese may have thought that 
religious practices intended to mitigate the effects of demons are relevant to 
farming because rats are in fact demons, but an outsider may find it myste-
rious why those practices should improve rice growing. By contrast, some 
cultural patterns can readily be understood as direct responses to subsistence 
needs, given environmental conditions and prior cultural traditions. The fact 
that Balinese farmers grow rice in paddies is probably a response to ecologi-
cal facts about Bali and how rice can profitably be grown, in combination 
with the existence of rice growing in the societies from which theirs 
 descended.

Part of what sometimes makes those cultural patterns classified as reli-
gious puzzling is that they seem distant from such pragmatic concerns, pro-
viding little obvious material benefit and costing a great deal. When religious 
patterns seem to cohere, in some clear sense, with patterns in other more 
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pragmatic cultural domains, there is an additional puzzle: What explains the 
relationship between patterns in a pragmatic domain and those in one that 
could have been, one would think, completely independent of it?

What I have illustrated here is one strategy for understanding how such 
patterns could spread and come to “fit” with those that have more immedi-
ate practical consequences: cultural patterns without direct pragmatic con-
sequences can have the effect of adjusting behaviors in subtle or complex 
ways so that the behaviors end up having improved practical consequences, 
perhaps for reasons that are not apparent to the participants. This can lead 
to success- biased preferences for copying those cultural patterns and thus 
spreading the “impractical” patterns, creating and maintaining a harmony 
between apparently disparate cultural domains.31

aPPendix: simulation Parameters
NetLogo 5.2.1
Source file: src/LKJplus/BaliPlus.nlogo
(Versions of November 2015; some with trivial modifications from January  
and February 2016)
burn- in- months = 6,000 (500 years)
months per run: 30,000 (2,000 years plus 500 years burn- in)

Pest and rainfall configurations:

pestgrowth- rate pestdispersal- rate rainfall- scenario

high/high 2.4 1.5 “high”
high/low 2.4 1.5 “low”
low/high 2.0 0.6 “high”
low/low 2.0 0.6 “low”
mid/mid 2.2 1.0 “middle”

Notes: The high/low configuration is the one from which data were reported  
in the text.

relig- tran- stddev = 0.02
relig- influence = 1.5
Used only the five crop plans that include only traditional rice varieties (1 and 2)
(I.e., rice variety 3 was not used in any model.)
For runs with capriciousness, ignore- neighbors- prob = 0.3
Religious effect functions:

-  step at 0.5
-  step at 0.8
-  linear (i.e., suppression effect = value of religious cultural variant)
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-   “sigmoidey” with relig- effect- center = 2.25; relig- effect- endpt = 1.7 (see text for 
function definition)

Poisson means for the addition of subaks from the global population to those 
neighboring subaks who are candidates for transmission: subaks- mean- global = 
0.025, 1, 50

notes
 1. See also arguments, such as Page’s (2007), that drawing upon diverse 
cultural backgrounds or ways of thinking can be valuable, for example, in 
problem solving.
 2. This is not the place to discuss views that hypostatize culture as some-
thing that lies beyond the mental states, behaviors, and artifacts of a society 
(Clark 1999; Risjord 2014).
 3. Kuhn (1996) describes similar patterns in scientific communities that 
share a paradigm; these might be called scientific cultures. Much of the evi-
dence for cultural coherence comes from qualitative research, but Dressler, 
Balieiro, and dos Santos (2017) provide statistical evidence for coherence re-
lations between different domains of life among urban Brazilians.
 4. For example, Banaji and Greenwald (2013); Gentner, Holyoak, and 
Kokinov (2001); Hofstadter and Sander (2013); Holyoak and Thagard (1995); 
Izuma et al. (2010); Thibodeau and Boroditsky (2013).
 5. See Abrams (2013, 2015a, 2015b); Alam et al. (2010); Boyd and Richer-
son (1985, 1987); Castro and Toro (2014); Cavalli- Sforza and Feldman 
(1981); Claidière, Scott- Phillips, and Sperber (2014); Claidière and Sperber 
(2007); Fogarty, Strimling, and Laland (2011); Henrich and McElreath (2003); 
Kashima (2000); Mesoudi and Whiten (2004); Sperber (1996).
 6. The material in this section is based primarily on C. Geertz (1981); 
Janssen (2007); Lansing (2006, [1991] 2007); Lansing et al. (2009); Lansing 
and de Vet (2012); Lansing and Kremer (1993); Lansing, Kremer, and Smuts 
(1998), except where noted.
 7. An alternative strategy was tried at the recommendation of Green 
Revolution planners in the 1960s and 1970s: Many farmers planted contin-
uously, using new rice varieties and pesticides. After numerous attempts to 
fine- tune this strategy to avoid extremely poor results, the strategy was 
dropped, and Balinese rice farmers returned to the traditional methods 
sketched here.
 8. See also Janssen (2007); Lansing and Fox (2011); Lansing, Kremer, 
and Smuts (1998).
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 9. This model was written primarily by Marco Janssen (2012), who was 
kind enough to make his model publicly available. I subsequently made modi-
fications. More precisely, these figures show results of the BaliPlus model 
described below— which is based on Janssen’s model— but with all of my ex-
tensions to Janssen’s model disabled and with graphics tailored for the pres-
ent display. My students Blake Helms and Jackson Hyde also modified the 
code, helping to develop the graphics for Figures 7.2 and 7.3, among other 
things.
 10. Like the simulations described below, this simulation run used only 
those five planting sequences in the model that used only traditional, pre– 
Green Revolution rice varieties.
 11. Also, in some runs, the average harvest drops a little when the large 
cluster of subaks in the lower- left corner of the display settles on a single 
planting schedule. Apparently, it is locally better for each subak to choose 
the same planting schedule as its neighbors in this cluster because that re-
duces pest growth. The result is that too many subaks are planting at the same 
time, so water use in the watershed is not optimal.
 12. Richerson and Boyd (2005) call such explanations “why- maybe” ex-
planations. Huneman (2014) calls them “candidate” explanations.
 13. In recent work (Lansing et al. 2014; Lansing and Fox 2011; Lansing 
and Miller 2005), Lansing and his colleagues have argued that there are 
important cultural differences between upstream and downstream subaks. 
These are differences in attitudes and values that have to do with ways in 
which subaks interact in the water coordination system. I do not address 
these differences.
 14. There appears to have been significant influence from Java, which is 
adjacent to Bali, by at least the ninth century C.E. (Lansing 2006), although 
there is evidence of much earlier contact with Indians or other Asians (Lan-
sing et al. 2004).
 15. In later papers Lansing and his colleagues gave further arguments 
against the hypothesis that planting schedules were centrally managed, even 
in the Sungi watershed (Lansing and de Vet 2012; Lansing and Fox 2011).
 16. In simulations that I do not describe here, I have used methods in-
troduced in Abrams (2013) to investigate processes by which analogies might 
have played a role in the spread of new religious patterns in Bali.
 17. A new model of Balinese water and crop management by Lansing et 
al. (2017) also incorporates randomness in planting schedules due to disrup-
tive behavior. This randomness has a different purpose in Lansing’s model, 
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so his model does not include a factor that plays the capriciousness- 
suppressing role that religion does here. Though direct comparison of pa-
rameters in Lansing’s model and the one described here is difficult, I believe 
that the amount of random disruption in his model is effectively less than 
in mine and may be analogous to the capriciousness remaining in the pres-
ent model after new religious patterns have become widespread.
 18. Lansing et al. (2009) report that the earliest evidence of possible rice 
cultivation in Bali is from about 2660 years ago and argued that it is more 
realistic to think that rice cultivation began 2000 years ago. I actually ran 
the models for 5000 years after the 500- year burn- in but only report the first 
2000 years here. Results for the full 5000- year runs are qualitatively identi-
cal to what I present here. As discussed below, the amount of communica-
tion about religious variants in the model is not calibrated to data about 
actual communication, so it may be appropriate to think of years in the model 
as simply abstract markers of time. Nevertheless, I prefer to focus on a real-
istic number of years because the stochastic dimensions of the model that 
come from the vagaries of pest and water distribution are calibrated to ac-
tual years. I discuss this further in the penultimate section of the paper.
 19. My students Blake Helms and Jackson Hyde ran most of the 
 simulations.
 20. This was also an assumption implicit in the group selection 
 hypothesis.
 21. I chose 0.3 as the base probability of choosing a random planting 
schedule and reduced the impact of the religious variant by two- thirds be-
cause these values allowed variation in other parameters to produce a wide 
range of interesting behavior.
 22. For further details on the meaning of these parameters, see Janssen 
(2007), Lansing and Kremer (1993), and the documentation that comes with 
Janssen’s (2012) model.
 23. Most of these simulations were performed by two of my students, 
Christopher Blake Helms and Jackson Hyde.
 24. Janssen (2007) used a different way of quantifying the pest dispersal 
rate. pestdispersal- rate = 1.0 in the NetLogo model corresponds to d = 0.3.
 25. The other one is the high pest, high rain configuration.
 26. A color plot illustrating this point is available from the author.
 27. Since it may be common for there to be a great deal of fluctuation in 
religious patterns in some societies, the fact that BaliPlus illustrates this pos-
sibility is interesting. According to Hildred Geertz’s (2004) description of 
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Balinese villages in the 1980s, a wide variety of nominally inconsistent vari-
ations on traditional (Hindu- based) Balinese religious patterns coexisted and 
interacted.
 28. I initially experimented with various Gaussian distributions but had 
more success with beta distributions, which allow greater control over dis-
tributions’ shapes.
 29. In Abrams (2017) and Abrams (unpublished manuscript), I argue that 
some biological mechanisms and evolutionary processes may involve what 
is called imprecise probability (e.g., Fierens, Rêgo, and Fine 2009), a general-
ization of probability. Every process in BaliPlus is either deterministic or 
probabilistic in the usual sense, which would imply that there are no impre-
cise probabilities in BaliPlus. Nevertheless, I think it may be possible to ar-
gue that patterns of harvest success in BaliPlus have certain properties that 
would also be common in processes involving imprecise probabilities but 
uncommon in those involving probabilities. This is an issue for future 
investigation.
 30. Some of Howe’s (2001) remarks about religion in Bali suggest that for 
many Balinese, religion has in recent years become a distinct cultural domain.
 31. I am grateful to Bill Wimsatt and Alan Love for detailed, helpful 
comments on an earlier draft of this paper and to Bill for earlier feedback; 
to Blake Helms and Jackson Hyde for work on the BaliPlus source code and 
for running the simulations; to Stephen Lansing for answering questions 
about his work and sharing unpublished material; to Marco Janssen for mak-
ing available his NetLogo version of Lansing and Kremer’s model and for 
answering questions. Others who provided helpful feedback include Adrian 
Currie, Barbara Wimsatt, Bill Dressler, Bret Beheim, Brett Calcott, Byron 
Kaldis, Cailin O’Connor, Christopher Lynn, Colin Garvey, Dan Grunman, 
Daniel Singer, David Henderson, Heidi Calloran, Jason DeCaro, Jim Bindon, 
Kathryn Oths, Lesley Weaver, Margaret Schabas, Mark Risjord, Melissa 
Brown, Michael Weisberg, Michiru Nagatsu, Murray Leaf, Paul Smaldino, 
Pete Richerson, Tyler Curtin, Yoichi Ishida, as well as others at several pre-
sentations. I owe my interest in Lansing’s work to Emily Schultz’s recommen-
dation; conversations with Emily have influenced my thinking in ways that 
are reflected in this chapter but that may not be apparent. Finally, I am sin-
cerely grateful to the University of Alabama at Birmingham IT Research 
Computing unit for making time available on the Cheaha computing cluster. 
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the Problem
With respect to the cultural behavior of other primates, the derived capac-
ity for the complex dynamics of cumulative culture has evolved in our lin-
eage over the last three million years. As Robert Boyd aptly states, this 
derived capacity “is an essential part of the human adaptation, and as much 
a part of human biology as bipedal locomotion or thick enamel on our mo-
lars.”1 Yet despite the existence of numerous case studies from the Pleisto-
cene fossil record on the gradual evolution of bipedality and enamel thickness, 
the archaeological record of the Pleistocene has not provided complemen-
tary case studies regarding how this derived cultural capacity itself evolved 
through time. While archaeology has been able to point to changes through-
out the Pliocene and Pleistocene in artifact morphologies and the technical 
complexity of the methods by which those morphologies were achieved 
(Perreault et al. 2013), it has not provided particularly useful behavioral 
case studies with quantitative support of the gradual evolution of specific 
cultural transmission (CT) processes, structures, and scaffolds (sensu Wim-
satt and Griesemer 2007).

Paleolithic archaeology should— but is not currently able to— provide 
data that clarify and characterize early hominin CT processes at different 
points in time in the past in order to compare and contrast them with the 
complexity of institutionally diversified cultures found in the present. We 
should be striving to contribute data to the resolution of questions such as: 
At different points in human evolution, did the material culture require stim-
ulus enhancement (Charman and Huang 2002; Franz and Matthews 2010; 
Matthews, Paukner, and Suomi 2010), emulation learning (Tomasello 1996), 
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or imitation learning via triadic attention (Whiten et al. 2009; Tomasello et 
al. 2005)? When did experienced performers of artifactual skill begin to ac-
tively correct mistakes by more novice individuals? Under what adaptive 
contexts did gestural instruction become significant? In what contexts and 
when did linguistically assisted instruction play a more important role than 
observation? When did skill levels in artifact production become diversified 
enough that particular individuals assumed achieved status as institution-
alized role models because of their skill rather than based on other aspects 
of age, kin selection, or social ranking? What were the structural ramifica-
tions of specific behavioral innovations becoming exapted scaffolds for CT, 
such as the use of fire for storytelling (Wiessner 2014)? What was the popu-
lation size of the group that could sustain a given level of technological in-
novation in a specific artifactual medium in a given environment? What can 
we learn from comparing trends in hominin encephalization with an archae-
ologically measurable ratchet effect on cumulative culture during human 
evolution (Donald 1998; Tennie, Call, and Tomasello 2009)?

While we may never be able to answer these questions completely or to 
our satisfaction, cultural evolutionary theory can only advance if we strug-
gle to engage these central questions, all of which reside at the intersection 
of many fields, including but not limited to primatology, cognitive science, 
developmental biology, and population genetics. Yet archaeology is the one 
field that has access to the physical results of the intergenerational loop be-
tween CT and cultural replication that is material culture. And material cul-
ture is implicated, if not central, to all of these questions. Archaeologists 
have engaged with these questions (Pigeot 1990; Karlin et al. 1993; Ploux and 
Karlin 1993; Grimm 2000; Wynn 2002; Roche 2005; Shipton 2010; Kuhn 
2012; Schillinger, Mesoudi, and Lycett 2014; Hiscock 2014), and many have 
offered carefully argued answers. However, due to the historical rather than 
quantitative nature of the data traditionally produced in archaeology and the 
difficulty of connecting our data with bodies of theory from different disci-
plines (Garofoli and Haidle 2014), it is still possible for two archaeologists to 
start from basic principles and end up concluding opposed answers. One sa-
lient example is the diametrically opposed interpretations of the minimal 
pedagogical requirements for the most studied artifact in the Paleolithic re-
cord, the Acheulean handaxe. Some archaeologists conclude that simple 
rules of production, acquired without abundant instruction, can produce the 
variability seen among Acheulean handaxes (e.g., McPherron 2000; David-
son 2010), while others conclude that complex forms of instruction and ap-
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prenticeship are necessary for their production (e.g., Wynn 2002; Shipton 
2010; Hiscock 2014). Even further outliers, such as Corbey et al. (2016), ar-
gue that these artifact forms are as genetically controlled as birds’ nests. 
Without a quantitative and anthropologically sound body of archaeological 
theory to disprove some of these diametrically opposed hypotheses, there is 
not much scientific progress to be had within Paleolithic archaeology around 
the subject of artifactual learning (see additional commentary within Ten-
nie et al. [2017]). We need to develop an archaeology that explicitly addresses 
the evolution of learning processes, an archaeology of pedagogy, to borrow 
Tehrani and Riede’s (2008) term.

The failure to use the quantitative strength of the archaeological record 
to contribute to answering these questions is a missed opportunity. Paleo-
lithic CT processes were likely to have been simple systems, and studying 
simple systems in detail can provide an enormously improved understand-
ing of how such processes work in more complex contexts. Studies of Dar-
win’s finches on Daphne Major in the Galápagos Islands demonstrate how 
the examination of a simple context through time can reveal the workings 
of a complex process such as natural selection (Grant and Grant 2011, 2014). 
Evolutionary biologists are in a better position to understand how natural 
selection works in more complex contexts because of these studies. Paleo-
lithic archaeology should be serving the same role for the development of a 
comprehensive approach to cultural evolution; nowhere else but in the Pleisto-
cene archaeological record will we find data pertaining to a simple CT 
context close to the evolutionary appearance of the cultural capacity itself. 
Studying modern human foragers (Hewlett et al. 2011; Hewlett 2013) and 
living primates (Whiten, Schick, and Toth 2009; Tomasello et al. 2012) is 
extremely useful but also limits us to reasoning by analogy and restricts our 
understanding of how culture actually evolved since our last common an-
cestor with the genus Pan.

This chapter describes two obstacles that have caused this unfortunate 
state of affairs and outlines ongoing research that can move us forward to-
ward solutions. One problem, which I do not count among the two obsta-
cles, is the indirect nature of archaeology as a historical science. Archaeologists 
excavate data that is indirect when compared with the fossil record; behav-
ior preserves even more ephemerally than bone. Unlike the Grants on Daphne 
Major, we cannot watch our subjects in real time, and it is debatable whether 
the significance of these studies would have been realized if the inferences 
were dependent on the fossil record of finches on the island. Neontology 
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(sensu S. Gould 2002, 778) does have benefits over paleontology. Archaeolo-
gists can practice experimental archaeology and ethnoarchaeology, the study 
of how living humans’ behavior forms the archaeological record (Yellen 1977; 
Binford 1978; R. Gould 1980). However, we are limited to studying only mod-
ern humans with their fully developed, institutionalized CT structures, 
such as fictive kinship (Read 2011), reciprocal altruism via exchange systems 
(Wiessner 1982, 2002), and scaffolding via storytelling (Wiessner 2014). The 
hominins responsible for the earliest transmission of material culture, the 
Oldowan (2.6– 1.7 million years ago) or even the slightly older but newly dis-
covered Lomekwian (3.3 million years ago; Harmand et al. 2015), likely did 
not have any of these CT scaffolds.

obstacles to a more meaningful contribution  
of Paleolithic archaeology to cultural 
evolutionary theory
Two obstacles are currently making it difficult to utilize the study of the Pleisto-
cene behavioral record for the development of a robust cultural evolu-
tionary theory. The first is the absence of a connection between the types of 
data produced by most lithic (i.e., stone tool) analysts in the Old World and 
the cultural learning sets that operate as units of change in CT theory. The 
second is the overly abstract, nonmaterial nature of how the transmission 
process is most frequently modeled by the CT community. As a consequence, 
the transmission process appears far less structured than ethnoarchaeolo-
gists and behavioral archaeologists know it to be. I will take each of these 
obstacles in turn and then explore possible means to overcome them.

Units of Analysis in Paleolithic Systematics
Paleolithic archaeologists tend to structure their data in ways that are inap-
propriate for studying CT transmission processes, not to mention the devel-
opmental complexities of cultural evolutionary theory. From the point of 
view of the stone tool record, which made up 98 percent of the archaeologi-
cal record until a few thousand years ago, there are two dominant forms of 
stone tool data produced by most Paleolithic archaeologists. Within the his-
tory of the discipline, the older method focuses on the presence or absence 
of rarer artifacts and the variations in their morphology, which are inter-
preted as being highly functional or symbolic, such as large shaped cutting 
tools (e.g., the Acheulean bifacial handaxes), nodules of rock from which 
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sharp flakes were struck in specific sequences (e.g., cores of particular ex-
ploitation strategies such as the Levallois method), and small projectile points 
(e.g., spearpoints and arrowheads). These “pretty” pieces constituted the (al-
most fetishistic) focus of research during the youth of Paleolithic archaeol-
ogy, despite their actual rarity in the record (Monnier 2006).

Ironically, it is these types of artifacts that current lithic analysts most 
interested in advancing CT research in archaeology have concentrated on 
over the last twenty years. If one examines the CT archaeology programs be-
gun by Bettinger, Boyd, and Richerson (1996), Bettinger and Eerkens (1999), 
and summarized nicely in Eerkens and Lipo (2007) and Lycett (2015), it is 
the study of the variation in these rare shaped objects that has been used to 
argue for different modes of CT being active at given times and places in the 
record. Similarly, the phylogenetic and cladistic approaches espoused by 
O’Brien, Darwent, and Lyman (2001), O’Brien and Lyman (2003), Lycett and 
von Cramon- Taubadel (2008), Buchanan and Collard (2008), Lycett (2010), 
Riede (2011), and others have focused exclusively on morphological analysis 
of such rare shaped objects, rather than utilizing the entirety of stone arti-
fact assemblages to discover the physical evidence of the cultural learning 
sets that should be the units of analysis in CT research. While I cannot over-
state the enormous advances made to date by CT archaeologists through 
their introduction of new quantitative methods and new theoretical perspec-
tives, their approach is still handicapped by their contentment to studying 
only the “finished” pretty pieces, the cultural phenotype represented by the 
final shape of these objects of long use- life. Having drawn their method and 
theory from paleontology, they seem content to treat the variation in that 
raw morphology as unproblematic reflections of cultural inheritance, open-
ing them to substantial critique by archaeologists specialized in studying ar-
tifactual manufacturing techniques (Bamforth and Finlay 2008). In contrast, 
I would argue, a cultural genotype exists in the physical behaviors observed 
and internalized by learners during CT. As these learned behaviors were 
later physically reenacted in the creation of new objects and so preserved in 
the resulting manufacturing debris, it is the more ubiquitous manufactur-
ing debris that we should target as better proxies for what the observers 
learned.

The second dominant form of stone tool data created by Paleolithic ar-
chaeologists dates to the 1960s instead of the 1860s and utilizes the entirety 
of a collection of artifacts, including manufacturing debris, from one geo-
logical layer of an archaeological site. Each collection is studied to reconstruct 
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the flintknapping process (i.e., how the stone tools were made) during the 
period captured within that geological stratum. These reconstructions typi-
cally take the form of an assemblage- wide operational sequence, which is the 
sequence of steps used to reduce raw nodules of stone into cores from which 
usable flakes with suitable cutting edges were removed and then reshaped 
for use. Whether produced via the Continental European approach of the 
chaîne opératoire school (for a useful review of this approach, see Soressi and 
Geneste [2011]) or the Anglo- American approach of core reduction sequence 
analysis (Shott 2003), these operational sequences have the potential to more 
closely approximate the units of cultural learning in CT theory. This is be-
cause they include the artisan’s choices, which must be made at specific points 
within the sequence of steps in the production of the assemblage of tools 
(Riede 2006). Unfortunately, however, even if Paleolithic archaeologists use 
quantitative and transparent methods for constructing these sequences, 
which is not always the case (see Bar- Yosef and Van Peer 2009), most tend to 
assign the detailed sequence from a given assemblage into one of several im-
mutable, essentialized “types” of reduction methods. Alternatively, they in-
vent a new label to add to the long list of existing categorical entities, variously 
called reduction methods, industrial types, technocomplexes, and techno-
logical types (inter alia). It is these categorical entities that are then used as 
units of analysis for positing a historical narrative of which cultural entities 
existed, what behaviors they pursued, and where and when they were found 
in the Pleistocene.

This approach to Paleolithic research continues to obscure the exact be-
havioral variation we should be studying (Monnier and Missal 2014). The 
epistemological problem of incomparability between “technological types,” 
much like the proverbial comparison of apples and oranges, eliminates the 
power of a CT approach when applied to such data (Tostevin 2009, 2011b). 
John J. Shea (2014) has recently emphasized this same point in his critique 
of named archaeological stone tool industries, or NASTIES, as being obsta-
cles to studying behavioral evolution in this period. I have argued at length 
that evaluating hypotheses of CT between populations in time and space re-
quires the deconstruction of these generalized categorical types through 
the recognition within individual artifact assemblages of behavioral units 
that can be evaluated as potential instances of learning between entities 
(Tostevin 2007, 2009, 2011b). If Paleolithic archaeologists are to study culture 
change in an evolutionarily informed, nonessentialist paradigm, as is required 
for studying evolutionary processes and CT (Tschauner 1994), archaeologists 
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need to study this change through time within the abstractions we call tech-
nocomplexes rather than between these typologically defined categories (sensu 
Adams and Adams 1991; see also Read 2007).

Yet, even as new categorical types are added to the recognized list of 
 NASTIES, older labels are rarely eliminated from the literature, as Shea (2014) 
points out. Monnier (2006) has shown how archaeologists’ existing views of 
Paleolithic cultural evolution through time have been influenced more by the 
inherited history of their research traditions than by newly excavated data (a 
situation that Wimsatt would recognize as entrenchment; sensu Wimsatt and 
Griesemer 2007). Indeed, Shea once overheard a senior Paleolithic archaeolo-
gist complain (Shea, personal communication, 2014), “We are all prisoners of 
de Mortillet,” referring to Gabriel de Mortillet (1821– 1898), the archaeologist 
who published the first widely used classification of the Paleolithic in 1869. If 
this applied to the study of the fossil record, current paleontologists would be 
constrained to use the same immutable units of analysis as those of Georges 
Cuvier (1769– 1832), the founder of comparative anatomy. Instead of being 
able to utilize the pattern of Retzius lines in the microstructure of dental 
enamel to understand different developmental growth rates between taxa 
(Smith et al. 2007), modern paleontologists would be constrained to dis-
cussing taxa only in terms of their pointy versus flat canines.

Materiality and Structure in Current CT Literature
The second obstacle confronted by those trying to unite Paleolithic archae-
ology with cultural evolutionary theory is that current CT models tend 
to ignore the materiality of the process, such that many Paleolithic ar-
chaeologists find the models unsuitable to the material culture they 
study. Specifically, archaeologists who study artifactual manufacturing 
sequences, particularly behavioral archaeologists who specialize “in the 
concrete interactions that take place in the activities constituting the life 
histories of artifacts and people” (Schiffer and Skibo 1997, 28), have long 
recognized that to learn how to make an item of material culture is to learn 
two different and highly structured bodies of knowledge: (1) knowing what 
you should do in the conceptual sense, the connaissance of the behavioral 
gesture in the parlance of the French chaîne opératoire school (Pelegrin 
1990); and (2) knowing how to do it as a bodily action, through the develop-
ment of the patterned neural connections that enable the correct choice of 
bodily gesture to be enacted in the correct way— that is, the savoir faire. 
This is a specific type of developmental structure in the CT process that is 



318 Gilbert B.  Tostevin

lacking in the current literature. Thus, it is not a general lack of attention to 
how structured content or structured populations affect the results of CT 
that makes current research less attractive to archaeologists. In fact, com-
pared to the origins of CT research (Cavalli- Sforza and Feldman 1981; Boyd 
and Richerson 1985), recent studies have contributed significantly to expos-
ing how structure plays out during CT. For instance, CT studies have recently 
incorporated structural elements such as changes in skillfulness through 
time (Andersson 2013; Andersson, Törnberg, and Törnberg. 2014; Andersson 
and Read 2016), the effect of prerequisites within sequentially structured 
knowledge (Mesoudi and O’Brien 2008; Madsen and Lipo 2015), the costs of 
acquisition of new knowledge (Mesoudi 2011), and the ramifications on cul-
tural variability resulting from how transmission occurs on a spatial scale 
(Premo and Kuhn 2010; Perreault and Brantingham 2010; Premo and Schol-
nick 2011; Premo 2012b; Premo 2015; Premo and Tostevin 2016). Instead, 
what is lacking in the current approach to CT research is a focus on how the 
differences in learning these two bodies of knowledge would make the struc-
ture of the CT process itself dependent upon the physical realities of each 
material culture medium. In other words, an archaeologically applicable CT 
approach needs to model how the results of the transmission can be altered 
by differences in the material requirements of learning one content versus 
another— that is, learning an idea versus learning the bodily performance 
involved in the manufacturing techniques for a specific artifact. This is 
where closer collaboration with archaeologists can help.

An illustration will help clarify this issue. Boyd and Richerson (2000) art-
fully point out how the inherent variability in CT units is one of several 
factors that make cultural evolutionary processes so distinct from biologi-
cal evolutionary processes:

Unlike genes, ideas usually are not passed intact from one person to another. 
Information in one person’s brain generates a behavior, and then someone else 
tries to infer the information required to do the same thing. Breakdowns in 
the accurate transmission of ideas can occur because differences in the genes, 
culture or personal background of two individuals can cause one person to 
make a wrong assumption about what motivated the other’s behavior. (54)

Boyd and Richerson’s article pictorially captured this variability in the CT 
unit in a sketch by Dušan Petričić and serves as an excellent critique of meme 
theory (Dawkins 1976; Blackmore 2000), which posits that the unit of CT is 
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in fact gene- like. I have redrawn their concept in an updated form in the pres-
ent Figure 8.1. The transmitted unit is reshaped, both cognitively and be-
haviorally, by the process through which it is learned. While this makes the 
necessary point against any straightforward view of memes, it does not go 
far enough. How physical requirements for the ideas being transmitted in-
fluence the possible variation in how far the ideas can morph between role 
model and learner is still relegated to the background. In the metaphor of 
Figure 8.1, CT research needs to start to explore how the shape and slipperi-
ness of the pliable letter (the content) changes how each individual in the pro-
cess needs to grip, squeeze, and manhandle it between hand offs, with 
subtle changes in how the letter is distorted in each case. Some letter shapes 
are easier to hand off without distorting their lines; others require a harder 
grip that more substantially changes the shape.

Consider the behavioral choices within the operational sequence for how 
to make a stone tool. These learned choices are not simply susceptible to con-
ceptual misunderstanding in the mind of the learner, akin to simple “cogni-
tive mutation.” As hinted at above, these choices have to be learned at two 
levels: the connaissance of the behavioral gesture and the savoir faire to suc-
cessfully execute the gesture. The savoir faire of flintknapping is extremely 
specific. It requires the control of thousands of timed muscular contractions 

Figure 8.1. My update of Boyd and Richerson’s (2000, Figure 1) classic portrayal of the CT process: 
“IDEAS often mutate as they pass from one person to another.” Inspired by Dušan Petričić’s original 
sketch for Scientific American of a letter A morphing as it is handed off between three individuals, I 
have turned the letter into a word to indicate more clearly how the unit of transmission changes as 
the context of its material expression changes. Here the word At represents the preposition, 
indicating the location where an individual wants to be found for future correspondence. Thus, 
moving from left to right, an individual hands a large handwritten word, At (as one would sign a 
personal letter for hand delivery: Miss Jane Marple, At the Vicerage, St. Mary Mead), to another 
figure, who then hands a Courier- font At (as on a typewriter- addressed envelope) to the next 
figure, who passes on an @ sign (as part of an address for computer- based email, jmarple 
@AgathaChristie.com) to another figure with a Facebook icon, an indication of a one- to- many 
communication, where one individual can post multimedia to many people via smartphone and 
social media apps. Illustration by G. B. Tostevin.

mailto:jmarple@AgathaChristie.com
mailto:jmarple@AgathaChristie.com
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to deliver a successful blow of the stone hammer to strike a flake off a core. 
The motion of the arm delivering the blow occurs in less than a second and 
can rarely be altered after it has begun. Once the hammer stone touches the 
core (at a rate of approximately 2.4 meters per second), the rate of fracture 
propagation separates the flake from the core at a speed of 630– 1100 meters 
per second, depending on the hardness of the stone (Cotterell and Kamminga 
1987, 680). In neither the delivery of the blow nor the physics of its result is 
there time for a knapper to think about the delivery or the consequences of 
the action. Depending on the physical requirements of learning both the con-
naissance and savoir faire of each unit of transmission (i.e., a combination 
of the appropriate choice and appropriate enactment of the choice), there 
could be more or less fidelity in transmission between what is demonstrated 
and what is learned. Tostevin (2012, chapter 4) provides a conceptual model 
for how the variables known to control the flake- by- flake knapping process 
can be altered (i.e., can experience cultural mutation) between the demon-
strator and the learner in a simple observation of a flintknapping event. In 
addition to the variation caused by the two- part learning process, we also 
know that perception errors resulting from limits on human visual acuity 
relative to the size of the material being copied contribute to variation in 
transmission (Eerkens and Bettinger 2001; Eerkens and Lipo 2005; Kempe, 
Lycett, and Mesoudi 2012). Whether a technology is additive (as in adding 
clay to a pot during its production) or reductive (removing stone flakes from 
a core or wood from a carving) also affects the transmission process (Skibo 
and Feinman 1998; Schillinger, Mesoudi, and Lycett 2014). The materiality 
of the content matters and fundamentally changes the process. This requires 
us to pay attention to where and how fidelity variation is created in the learn-
ing of even the earliest action of material culture creation in the archaeo-
logical record, the striking off of one flake from a core.

Lithic technology is not the only material culture whose transmission 
structure is affected by the physicality of its content. Mark Bedau’s (see chap-
ter 6) analysis of inheritance and adaptive radiations in U.S. patents is a 
perfect and far more recent example of how the physicality of the transmis-
sion event changes the pattern of the cultural evolution of technology. The 
U.S. Patent and Trademark Office (USPTO) requires inventors to cite in their 
applications all applicable prior patents as the basis for its evaluation of the 
sufficient novelty in a given application to warrant approval by the USPTO. 
This physical requirement in the application process makes multiparental in-
heritance explicit and helps to define the shape of a new technology. In the 
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context of designing an innovation with a mind to patenting it, innovators 
must not only contextualize what elements they are inheriting but also dis-
tinguish their creations from these antecedent patents more than they might 
otherwise have done. “An important scaffold for the evolution of technol-
ogy is the inheritance (citation) network among inventions, and content flow 
in the network is strongly affected by the network’s multiparental structure” 
(see chapter 6). This context contributes a structure of descent with modifi-
cation to the process that is more explicit than in most processes of cultural 
transmission and makes patents the best example of a transmitted unit akin 
to memes yet demonstrated. Patents, and their design elements, are excellent 
examples of transmissible elements (see chapter 1), and this is because of the 
physicality of the application requirements in the approval process. Because 
of the more obvious transmissible element, Bedau has been able to demon-
strate fascinating cultural evolutionary patterns, including pivotal “door- 
opening” innovations, within this data set. For Paleolithic archaeologists, 
to recognize similar cultural evolutionary patterns (or at least to construct 
data that articulates with cultural evolutionary questions), we need to rec-
ognize units of analysis that are equivalent to transmissible elements within 
the process of learning how to flintknap. This is where material culture be-
gan and where we must start if we are to understand what CT processes 
were utilized by the first hominin populations exploiting cumulative CT.

bridging the obstacles to a more meaningful 
contribution of Paleolithic archaeology to 
cultural evolutionary theory
The Need for Comparability within Paleolithic Data for  
Contributing to CT Theory
The first obstacle— the absence of a connection between the structure of 
Paleolithic data and the cultural learning sets needed in CT theory— is sur-
mountable if Paleolithic archaeologists choose to analyze the record with 
more attention to how those analyses will be used for answering specific 
questions. Specifically, methodological approaches that do not produce an 
analytical structure that allows the evaluation of predictions from high- level 
theory should be rejected despite being sanctified by long historical use in 
the discipline (Tostevin 2011a). Here I am relying on a typology of archaeo-
logical method and theory as manifested at three levels of operation: low- 
level, middle- level, and high- level theory (Thomas 1998, 66– 94). Low- level 
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theories include observations obtained in archaeological fieldwork, such as 
the products of measurement techniques, inferences from the qualitative ex-
amination of artifacts, statistical representations of counts and attributes, 
and published artifact illustrations. Low- level theory is thus “data,” the be-
ginning of the archaeological method. Philosophers of science might call this 
the theory- conditioning of data (William Wimsatt, personal communica-
tion). Middle- level theories (or middle range; sensu Binford 1977) connect 
these observations of the archaeological record to patterns of human behav-
ior. Connections are established through experimental archaeology, ethno-
archaeology, and other types of research designed to recognize causal 
relationships between the processes of hu man behavior and their resultant 
effect on the formation of the archaeological record. High- level theories pro-
vide the context for what archaeologists are interested in examining as a 
research target. They provide the intellectual goals related to asking certain 
questions of the archaeological record, usually from a specific orienta tion to 
explaining the past. Thomas’s three- level distinction in method and theory 
forces us to consider each step of argumentation between the data and the 
research question. “The three- level distinction allows one to understand how 
low-  and middle- level theories need to be shaped in a particular way in or-
der to achieve the goals of high- level theory” (Tostevin 2011a, 294).

The present high- level theory goals of most Paleolithic archaeologists 
working on the reconstruction of operational sequences from lithic data are 
not inappropriate goals, but they tend not to produce low- level theory (data) 
commensurate with other desirable high- level theory goals. This is because 
most Paleolithic archaeologists strive for more detail and more richness in 
their reconstructions of operational sequences. This leads them to produce 
“data” that is so specific as not to be comparable in any fashion between con-
texts, such as different sites.

In contrast to most other disciplines, archaeology does not aim to reduce a 
wealth of data to a few essentials. It does the reverse, putting flesh and cloth-
ing on “bare bones.” Its logic is therefore very different from the logic of the 
natural sciences, but also from that of the social sciences. (Van der Leeuw 
2004, 118)

Paleolithic archaeologists’ logic is not unscientific, however, despite Van der 
Leeuw’s observation, but rather aimed at maximizing what can be learned 
from each specific case of “putting flesh and clothing on the ‘bare bones.’ ” 
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In particular circumstances, this approach can produce remarkable results. 
For instance, in Pigeot’s (1987, 1990) reconstructions of the flintknapping 
that took place at Etiolles, a Magdalenian campsite in the Paris Basin, she 
was able to reconstruct where a master knapper sat demonstrating her/his 
knapping while surrounded by knappers early in their learning process. This 
is a rare but convincing argument for the presence of apprenticeship eigh-
teen thousand years ago; an astounding demonstration of an actual CT scaf-
fold in a Stone Age site. Yet it was not data analysis beyond the artifacts of 
this one site that allowed this result but the astonishing preservation of ar-
tifact contexts within the site, particularly the intra- site comparison of re-
duction sequences that showed execution errors with those that were flawless. 
In fact, while there is value in the astounding detail of the best reconstruc-
tions of operational sequences of lithic technology (Pigeot 1987; Cattin 2002; 
Bullinger, Leesch, and Plumettaz 2006), pyrotechnology (Plumettaz 2007), 
and organic technology (Knecht 1993) produced by my Paleolithic colleagues, 
these studies do not do enough to advance the collaborations that are needed 
to answer questions about the evolution of CT structures. Because such 
Pompeii- premise sites are so rare, we cannot move forward with an archaeo-
logy of pedagogy without comparable data beyond these well- fleshed- out 
snapshots.

Endeavoring to articulate low-  and middle- level theory with my high- 
level theory goals of studying CT through Pleistocene archaeological data, I 
have developed an analytical method for replacing the categorical entities 
(technocomplexes, reduction methods, industrial types, and other NASTIES) 
in lithic research with quantitative, behavior- by- behavior reconstructions of 
assemblage- wide lithic operational sequences that allow comparisons of sim-
ilarity and dissimilarity between assemblages (Tostevin 2000, 2003a, 2003b; 
Tostevin and Škrdla 2006). This approach goes a long way to solving both 
the deceptive emphasis on rare artifacts and the apples- versus- oranges prob-
lem of NASTIES in Paleolithic research.

The second obstacle— the need to recognize the creation of structure in 
the CT process as a result of the materiality of the unit being transmitted— 
requires an even more drastic reconfiguration of traditional Paleo-
lithic analytical methods. In response to this need, I have proposed an 
ethnographic- based middle- range theory for predicting which behaviors 
within a lithic operational sequence are learnable in different contexts of con-
tact between foragers of different social intimacy (Tostevin 2007, 2012). The 
strategy is to let the CT process itself determine the units of analysis. This is 
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equivalent to taking an evolutionary developmental approach to CT archae-
ology. How does the observer learn the behavioral details of a lithic opera-
tional sequence by watching the performance of a knapper? The physicality 
of the observational context by which the connaissance is learned, as well as 
the subsequent repetitions/practice on the part of the learner by which the 
savoir faire is mastered, determine the structure of the CT process. It is this 
level of the materiality of the process, which is currently lacking in the lit-
erature within CT theory, that makes the unification of Paleolithic archae-
ology with CT research difficult.

Solving this second obstacle involves archaeologists examining the vari-
ables that we know control the shape of each flake as it is removed from the 
core, the same variables that the observer saw and learned through his own 
replication within the social intimacy of the group’s enculturating environ-
ment. This approach goes a long way toward overcoming the obstacle of in-
corporating CT research into the archaeology of human evolution, regardless 
of whether it is focused on lithic technology or another material culture. With 
the help of John Shea’s talent for acronyms, I have dubbed this the behav-
ioral approach to cultural transmission (BACT).

The Behavioral Approach to Cultural Transmission
BACT considers two sets of questions as a means to structuring lithic anal-
ysis to articulate with cultural evolutionary theory. First, How does dual in-
heritance occur on the landscape in foraging societies? This question can be 
decomposed into more detailed questions: Where and when are foragers en-
culturated? Where, how, and when do they witness technological performances 
that affect their adoption of technological choices, and how do their observa-
tions and the feedback they receive in training affect their own performances? 
I have endeavored to answer these questions through the construction of a 
middle- range theory built on ethnographic data (Wiessner 1982, 1983, 1984; 
Lee and DeVore 1976; Kelly 1995) and anthropological theory (Carr 1995; 
Wobst 1977; Sackett 1990) directed at understanding how, where, and when 
individual foragers learn and transmit their cultural behavior (Tostevin 2007, 
2009, 2012). Tostevin (2007) presents the kernel of the middle- range theory 
for predicting which aspects of a lithic operational sequence reflect behaviors 
that are learned and learnable only in contexts of social intimacy among for-
agers. Tostevin (2012) develops these ideas in greater detail within the context 
of an evolutionary approach to Pleistocene CT, building off of dual- inheritance 
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modeling within CT theory (Boyd and Richerson 1985, 1987, 1996; Cavalli- 
Sforza and Feldman 1981; Richerson and Boyd 1978, 2002, 2005).

Taking a behavioral approach (Schiffer 1975, 1976, 1996) to flintknap-
ping, an artifact assemblage is recognized as the central tendencies and dis-
persions in flake attributes reflecting specific decisions a knapper must make 
during the reduction of a core for flake blanks, which are subsequently made 
into tools to be used on the landscape. These decision nodes, which must be 
learned over the years of the enculturation of the individual as a skilled knap-
per, must be taken regardless of the option used at a given node in a given 
assemblage, making them consistently comparable units of analysis across 
space and time. Thus, the decision nodes can be treated as cultural instruc-
tion sets that would have been visible and thus learnable by foragers present 
at the different site localities being compared. The exposure of socially 
intimate individuals to flintknapping performances at base camps and 
raw- material procurement sites, where enculturation occurs, would have 
allowed these individuals to witness and learn the body techniques and be-
havioral details involved in flake production. The social intimacy between 
the observer and the performer would have afforded the observer the chance 
not only to learn the connaissance of the behavioral details but, given enough 
time, to develop the savoir faire of the body techniques. This exposure dif-
fers from that of socially distant individuals who would be exposed to the 
mobile tool kit only, the products of the end of the operational sequence. Be-
cause the artifacts of the mobile tool kit are carried onto the pathways of the 
landscape (Gamble 1999, 68– 71), these tools become more visible to socially 
distant individuals but visible only from “bow- shot” range, the likely range 
for contact between strange foragers (Wiessner 1983). Given the equifinal-
ity in lithic reduction, exposure to mobile tool kits on pathways of the land-
scape or from discarded tools at retooling camps would not be sufficient for 
a stranger to produce the same debitage- wide central tendencies for all of the 
behaviors in the process, even if a few of the options were intuited from a 
curated tool. Independent innovation or convergence of behaviors within 
flake production, representing homoplasy, is thus always a possibility but not 
a high probability. This is the basis of the taskscape visibility concept, defined 
as the relationship between where, when, and with whom a cultural trait, 
such as a flintknapping behavior, is performed and the possible CT modes 
(sensu Boyd and Richerson 1985) available for promulgating the trait into 
the next generation.
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Derived as it was from archaeological and ethnographic method and the-
ory alone, Premo and Tostevin (2016) set out to evaluate the taskscape visi-
bility concept using a formal, spatially explicit, agent- based model. Using an 
established model for the transmission of cultural traits among central- place 
foragers (Premo 2012a, 2012b), the simulation evaluated the equilibrium di-
versity of two selectively neutral traits that differed only in their taskscape 
visibility— that is, where they were learnable on the landscape. The simula-
tion showed that the trait with the lower visibility, which was learnable only 
at residential base camps, had higher equilibrium diversity levels than the 
trait with the higher visibility, which was learnable at both base camps and 
logistical foray camps. Without the recognition of the role of taskscape vis-
ibility, which was the only difference between the traits, the difference in the 
observed equilibrium diversity levels of the two traits might have been in-
correctly interpreted as resulting from qualitatively different forms of biased 
cultural transmission. These results suggest that the theoretical principles 
derived by archaeologists such as Sackett (1990), Carr (1995), and Wobst 
(1997) should be incorporated more closely into future CT research.

While the first set of questions addressed by BACT revolves around where 
interactions of different levels of social intimacy occur on the taskscape, the 
second set of questions focuses on the microscale, the observational learn-
ing of artisan choices: Which emic choices of the artisan are visible as etic ob-
servations by the learner? Which observations of the learner also are etically 
observable by the archaeologist? Anthropology’s distinction between emic 
and etic perspectives may be one of the most important contributions to the 
development of cultural evolutionary theory. The distinction is most often 
associated with Marvin Harris (1976) and his cultural materialism agenda 
in cultural anthropology over the last quarter of the twentieth century. 
Harris, however, did not invent the terms but co- opted them from Kenneth 
Pike (1967). Pike coined the term emic to refer to the internal rules or logic 
of a behavior from the perspective of a member of the society that practices 
that behavior. Etic, on the other hand, refers to the external perspective of 
an anthropologist trying to understand a culture- specific behavior in light 
of participant observation, as well as comparison with other cultures. Pike 
constructed these terms from a similar distinction in linguistic anthropo-
logy: etic comes from phonetic (the possible sounds made by different parts 
of the human vocal anatomy across all humans) and emic from phonemic 
(the subset of etic sounds that a given culture recognizes as making a differ-
ence in meaning or semantics).
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Recognizing the emic/etic distinction helps illustrate how the process of 
learning a physical skill such as flintknapping by visual and auditory obser-
vation can structure both the forms of the artifacts produced and the means 
by which archaeologists reconstruct the behaviors that were both learned and 
performed in a given society. From controlled experiments in fracture me-
chanics (Dibble and Pelcin 1995; Pelcin 1997, 1998; Dibble and Rezek 2009; 
Rezek et al. 2011; Lin et al. 2013), we know that the knapper needs to choose 
particular physical variables on a core to remove a flake with a set of physi-
cal properties.2 To remove a flake, she needs to decide how much of the con-
vexity on the face of the core she wants to remove for the flake to have the 
desired shape, such as being pointed or round, long or broad, and so on. She 
chooses these aspects of the dorsal surface of the core by identifying where 
on a platform opposite this convexity she will strike. She decides how far into 
the platform from the edge of the core’s dorsal surface to strike (the platform 
thickness or depth) to determine where the fracture plane will intersect the 
core. She can choose to remove more volume with a deeper platform thick-
ness or alter the exterior platform angle between the platform and the dor-
sal surface to achieve the same result, since multiple controlled experiments 
have shown that external platform angle and platform thickness together pre-
dict the mass of the removal. The dorsal convexity, on the other hand, con-
tributes most significantly to giving specific shape to that mass. All of these 
“choices” can be made consciously before the delivery of the blow but are ex-
ecuted together with the split- second delivery of the strike, a movement 
that cannot be altered after the brain sends the message for the movement 
of the arm to begin. In a profound way, these “choices” are determined by 
the unconscious training of motor– neural pathways developed over years of 
practice.

From the point of view of the observer learning the process, he can tell 
roughly where the knapper is gazing but not exactly what platform variables 
she is choosing emically. He can estimate the speed (and thus the force) of 
the delivery of the strike from the position and gesture of the percussing arm. 
He also can estimate the angle of attack controlled by the arm and leg sup-
porting the core. However, the knapper has the full- body experience of pre-
cisely controlling all of these variables in the split second it takes to deliver 
the blow and remove the flake. The observer has an etic viewpoint, whereas 
the knapper has a fuller, emic viewpoint, experiencing the blow from the al-
pha to the omega of the performance. At best, by watching the knapper and 
even examining the knapper’s products as they are removed from the core, 
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the observer has only an etic appreciation of what the knapper actually did 
rather than what she may have intended to do (i.e., her emic choice). Thus, 
he can learn the position of that blow within the sequence of removals he 
has just witnessed (the strategic knowledge inherent in the connaissance of 
the blow) but not the tactical, savoir faire know- how to make those remov-
als himself. He must practice for weeks and months, if not years, to develop 
a full emic level of skill. Thus, in my use of the emic/etic distinction (Tostevin 
2012), archaeologists and prehistoric novice flintknappers have parallel re-
lationships. Archaeologists are by necessity relegated to the etic perspective; 
we cannot access the minds of prehistoric artisans who have their own emic 
perspective. But the prehistoric observer at the beginning, if not the end, of 
the CT process is also limited to the etic perspective, at least for the savoir faire 
of the content, even though the observer is part of the enculturating environ-
ment of that culture.

Recognizing the Need for the Connaissance/Savoir Faire  
and Etic/Emic Perspectives in CT Research
The distinction between the parts of the learning process implied by con-
naissance and savoir faire requires further elaboration. This dichotomous 
view of knowing in the French language has long played a significant role in 
the understanding of technological performance, including flintknapping in 
the Old World (Mauss 1935; Chamoux 1978; Pelegrin 1990; Karlin 1991). 
Apel (2008, 98) provides a helpful discussion of the topic and unpacks the 
concepts using the English word knowledge for connaissance and know- how 
for savoir faire.

Knowledge is an integral part of a recipe for action, it is a form of declarative 
memory and thus consists of theoretical information only, while know- how 
is an important part of the teaching framework, especially self- teaching by 
trial and error, since it is a form of muscle memory that can be acquired only 
through practice (Apel 2001; Roux and Brill 2006). Pelegrin’s terms [connais-
sance and savoir faire] have the advantage that they make a sharp distinction 
between information acquired from a source outside the body and the type 
of know- how that can only be achieved by coordinating the muscles involved 
in a gesture.

Connaissance/knowledge is thus learnable to a far greater degree by obser-
vation alone (possibly aided by verbal communication), whereas savoir faire/
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know- how must be learned by an individual through extensive bodily rep-
etition.

Wynn and Coolidge (2004) also provide a useful discussion of this dis-
tinction in relation to the working memory concepts from cognitive science 
(Baddeley and Logie 1999; Baddeley 2001) and cognitive anthropology lit-
erature on the phenomenological acquisition of skill (Keller and Keller 1996). 
For Wynn and Coolidge, both knowledge and know- how are part of Keller 
and Keller’s blacksmith’s “stock of knowledge,” as well as part of Ericson and 
Kintsch’s (1995) “long- term working memory” from cognitive psychology, 
which allows the enactment of complicated tasks with little loss of attention 
to other behaviors. Wynn and Coolidge’s synthesis of these perspectives 
points to ten years of practice for the acquisition of expert know- how.

Figure 8.2 presents an unpacking of these concepts according to differ-
ent authors. To these oppositions, I add that savoir faire in flintknapping con-
stitutes the tactical know- how or skill to successfully execute a blow to 

Connaissance/Knowledge Savoir faire/Know- how Source

Explaining Acting Apel (2008,  Table II)
Explicit memory Unconscious memory Apel (2008,  Table II)
Communicative Intuitive Apel (2008,  Table II)
Theoretic memory Muscle memory Apel (2008,  Table II)
Lost in case of conscious 
memory loss

Not lost in case of 
conscious memory loss

Apel (2008,  Table II)

Semantic Nonsemantic visual, 
tactile, and aural 
imagery

Wynn and Coo lidge (2004)

Declarative knowledge Skill/ability to replay 
motor be hav iors

Wynn and Coo lidge (2004)

Concept Experience Apel (2008,  Table II), 
modified by Tostevin

Strategic knowledge: the 
plan for a sequence of 
removals within core 
reduction, including 
contingency plans for 
error corrections.

Tactical know- how: the 
skill to successfully 
execute a blow dictated 
by the strategic plan.

Tostevin (pre sent paper)

Figure 8.2. The unpacking of connaissance versus savoir faire according to Apel (2008, Table II), 
Wynn and Coolidge (2004), and the present author.
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remove a desired flake. The flake- by- flake variables I described above thus 
equate to the tactical know- how of savoir faire. Connaissance for flintknap-
ping, on the other hand, constitutes the strategic knowledge or plan for ex-
ploiting the core volume down to exhaustion through the removal of a long 
sequence of flakes. The strategic plan includes the creation of the relation-
ship between core surface convexities, as well as the subsequent rotation of 
the core for the exploitation of different platforms. Strategic knowledge also 
includes contingency plans for correcting errors in the ever- changing mor-
phology of the core that could cause its premature discard. Thus, while tac-
tical decisions are enacted with each flake in a reduction, strategic decisions 
are made at the level of each core reduction.

Given how strategic knowledge must be observed etically to be learned 
but how tactical know- how must be observed etically and then practiced em-
ically to be learned, the physicality of the transmission process puts the ob-
server and the archaeologist in the same etic perspectives to the transmission 
event. Thus, for the archaeologist, tactical decisions within an assemblage 
of stone tools from a given site are characterizable through the central ten-
dencies and dispersions in etically observable variables across the popula-
tion of flakes in the assemblage, just as they were to the observer as she or he 
continuously practiced to get products to approximate the morphology of 
the products of the original performer. The strategic decisions are etically 
characterizable, on the other hand, at the level of the entire assemblage (or 
the smallest level of meaningful geoarchaeological association, such as raw 
material units, e.g., Turq et al. [2013]; Machado et al. [2013, 2016]). The fact 
that these choices are as observable to the archaeologist through a quantita-
tive attribute analysis (Figure 8.3) as they were to the observer allows archae-
ologists to avoid the epistemologically dangerous task of guessing the emic 
logic of the prehistoric knapper, as often happens with teleological recon-
structions of operational sequences (Dibble et al. 2017). Instead, BACT for 
lithic technology allows one to characterize an assemblage in terms of the 
quantitative choices enacted at different parts of the knapping process that 
had to be learned etically and then practiced emically in socially intimate 
contexts. These behavioral choices are thus suitable as transmissible elements 
for the investigation of cultural evolutionary processes in the archaeologi-
cal record.

For operational sequences of sufficient complexity, the separation of the 
material content of the learning process into two levels (tactical know- how 
vs. strategic knowledge) creates a distinct transmission isolating mechanism 
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Flintknapping 
domain

Decision node  
characterized by  
archaeological observations

Type of  
knowledge

Core modification Core orientation: extant core 
morphologies

Strategic knowledge

Core convexity management: 
refits, diagnostic reparations

Strategic knowledge

Pattern of core 
rotation during  
reduction

Early exploitation: dorsal scar 
patterns of blanks vs. blank 
length

Strategic knowledge

Late exploitation: dorsal scar 
patterns of blanks vs. blank 
length

Strategic knowledge

Platform maintenance Platform Treatment Tactical know- how
Exterior platform  angle Tactical know- how
Platform thickness Tactical know- how

Dorsal surface 
convexity

Longitudinal extent of the 
surface removed: length/width 
ratio

Tactical know- how

Vertical convexity of the mass 
removed: width/thickness ratio

Tactical know- how

Longitudinal shape of the 
surface: lateral edge type

Tactical know- how

Dorsal ridge system: number of 
ridges defining the convexity: 
cross- section type

Tactical know- how

Curvature of the core surface 
removed: profile type

Tactical know- how

Figure 8.3. Archaeologically observable decision nodes in a flintknapping operational sequence 
according to the type of knowledge implied by the distinction between strategic knowledge 
(learnable by etic observation of the process) and tactical know- how (learnable to an emic level 
only through bodily practice). Methods for the measurement and characterization of each decision 
node are provided in Tostevin (2012, chapter 4).

(TRIM) (Durham 1991; Mesoudi 2011). As Foster and Evans (see chapter 5) 
emphasize:

Whenever transmissible units depend on extensive previous training or time- 
consuming pedagogy for reliable transmission, their spread across popula-
tions will be slower and cultural evolution more likely to manifest a branching 
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mode on some level of analysis (Boyd et al. 1997; Wimsatt 2013). This should 
be true whether the transmissible unit is crafting a stone tool or crafting an 
elegant proof.

I also would add that for Pleistocene hunter– gatherers the cultural evolution-
ary branching pattern is likely to be symmetric with the branching pattern 
of biological inheritance for the individuals involved, since emic- level train-
ing in foragers does not happen unless the individuals involved are socially 
intimate enough to be members of the same gene pool (Tostevin 2007).

modeling the interaction between scaffolds and 
the ct Process for acQuiring flintknaPPing skill
If the operation of the etic/emic and connaissance/savoir faire structural op-
positions in the process of CT for flintknapping creates a TRIM, to what 
extent can the process vary depending on the support of transmission ac-
celerating mechanisms (TRAMs)? To ask the question another way, how does 
the support of scaffolds (sensu Wimsatt and Griesemer 2007) affect the ac-
quisition of both types of knowledge? Attempting to answer this question is 
critical to the development of a robust cultural evolutionary theory, since it 
will determine how CT content that differs in its material requirements vis 
à vis strategic versus tactical knowledge affects the role of scaffolds and other 
evolutionary forces. As scaffolds and other CT structures likely played sig-
nificant roles in the evolution of human society from the Pleistocene to the 
Holocene, understanding their roles in even simple technological systems 
should be useful. For the final section of this chapter, I offer a comparison of 
a series of conceptual models of the role of scaffolds in the acquisition of flint-
knapping skill.

Wimsatt and Griesemer (2007) recognize three types of scaffolds, build-
ing off of developmental psychology’s artifactual metaphor for the role of 
teachers’ and others’ behaviors that facilitate a child’s development (Green-
field 1984; Bickhard 1992; Lave and Wenger 1991).

1.  Artifact Scaffolding: “Artifacts can scaffold acts when they make acts 
possible, feasible, or easier than they otherwise would have been” 
(Wimsatt and Griesemer 2007, 60).

2.  Infrastructure Scaffolding: “The most important mode[s] of infrastruc-
tural scaffolding are forms without which culture and society would not 
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be here at all. Going backwards in time: written language, settlements 
and agriculture, and animal husbandry and trade practices (developing 
into economic systems) were major infrastructural innovations central 
to all that followed. Spoken language with oral traditions and tools use 
antedate all of these by many tens to hundreds of thousand years. All are 
generatively entrenched so deeply as to be virtually constitutive of all of 
our forms of life, limiting the kinds of presence- and-absence compari-
sons we would like to have to assess their effects” (65).

3.  Developmental Agent Scaffolding: “Scaffolding skills in agents where 
the scaffold is (or includes) another agent are particularly interesting: 
the scaffold is or involves another person, social group, or organization, 
often in spatial and temporally organized dynamical arrangements with 
artifacts” (66).

In the present case, I take the cognitive capacities of prehistoric actors to be 
elements of infrastructure scaffolding. Are these scaffolds or prerequisites? 
It is difficult to say, and thus the distinction between infrastructure and ar-
tifact scaffolding is useful. As each of the questions asked in the introduc-
tion to this chapter concerning the development of CT structures during the 
course of human evolution includes one or more of these types of scaffolds, 
how can we conceive of these scaffolds affecting the fidelity of learning knap-
ping skills?

Figures 8.4– 8.9 present scenarios that diagram the gradual development 
of knapping skills across the duration of the transmission process (moving 
from the top of the figure to the bottom) due to the influence of a “knowledge-
able knapper (K)” on a “naïve observer (O).” Scenarios differ based on the 
action of the different types of scaffolding structures that have been proposed 
as significant in the evolution of the cumulative capacity for culture (see, e.g., 
Sterelny 2012). The three types of scaffolds serve as column headings run-
ning across the top of the figure and the gradual development of a naïve in-
dividual’s etic and emic perspectives on the observed/transmitted content 
runs down the right- hand side of the figure.

Scenario A (Figure 8.4) has the most minimal of scaffolding possible 
while still giving K some influence on the learning of O. Here, the infrastruc-
ture scaffolding consists of O’s cognitive capacity for emulative learning— 
that is, learning the goal but not the step- by- step procedure for an operation 
(Tomasello 1996). K only serves as a developmental agent scaffold in that her 
social tolerance of O’s presence allows O to learn from K’s activities with 



334 Gilbert B.  Tostevin

hammer and core, a process known as stimulus enhancement (Charman and 
Huang 2002; Franz and Matthews 2010; Matthews, Paukner, and Suomi 
2010). As a result, O learns the object affordances of the artifacts (artifact 
scaffolds) and by her own trial- and- error experimental learning acquires 
strategic knowledge of the utility of making a cutting edge by conchoidal 
fracture. In this scenario, there is no other feedback between the learning 

Figure 8.4. Scenario A, emulation learning: A conceptual model for the most minimal of roles for 
scaffolds in the gradual development of knapping skills by Naïve Observer (O) (top right), due to the 
influence of a Knowledgeable Knapper (K) (top left). Beginning with K’s complete emic perspective on 
both strategic knowledge and tactical know- how, the column headings at the top of the diagram 
represent the summation of the infrastructure scaffolding, developmental (agent) scaffolding, and 
artifactual scaffolding that can contribute to O’s learning of K’s knowledge. The gradual develop-
ment of the naïve individual’s etic and emic perspectives on the observed content is represented 
from the beginning to the end of the process as the movement from the top of the figure to the 
bottom along the arrow in the rightmost column. The fidelity of O’s acquisition of K’s knowledge is 
represented by the degree of saturation of the grayscale coloration of the text boxes and arrow, 
with a fully saturated black coloration equating to complete fidelity between O and K, while a 
white text box indicates no similarity between O’s and K’s knowledge. Rows within the middle of 
the diagram represent that action of scaffolds available in the given scenario. The vertical 
placement of the rows of scaffolding actions does not imply any sequential order or absolute 
timing to their actions within the developmental process of O’s acquisition of knowledge. It is 
assumed that the actions of these scaffolds are cumulative both vertically and horizontally across 
the diagram.
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activities of O on the part of K. Thus, Scenario A represents scaffolding that 
facilitates the zone of latent solutions (sensu Tennie, Call, and Tomasello 2009; 
Tennie et al. 2017) that we see in chimpanzee societies. Whether this sce-
nario applies to the australopiths or early Homo remains to be seen. But this 
scenario serves as the absolute base from which we can enrich the process 
with more and more scaffolds. In many CT theories, the independent dis-
covery of both knowledge and know- how in this scenario indicates that there 
was no cumulative CT, depending on whether one considers low- fidelity so-
cial learning, such as stimulus enhancement, as a mechanism that would lead 
to cumulative culture (see Tennie et al. [2017] for a diversity of opinions on 
this question).

Scenario B (Figure 8.5) differs from A because O’s cognitive capacity now 
privileges her focus on sequential behaviors as meaningful to her own be-
havior. In other words, her infrastructure scaffolding includes imitative 
learning (Whiten et al. 2009), the learning of not only the goal but the means 
to achieve it. This change from Scenario A allows O to learn more from K’s 
proximity in that she can learn K’s sequence of blows— the strategic knowl-
edge of the process accessible via an etic perspective. The artifact scaffolds 
also take on a different role in that O’s examination of K’s core and flakes 
can serve as models for her own practice knapping, which is still vital be-
cause she begins with no know- how. This scenario thus produces a gradual 
increase in the emic- level learning of O to that of moderate fidelity to that of 
K and is diagrammed in the scenario through the increase in gradient from 
white to gray in the arrow on the right of the figure.

Scenario C (Figure 8.6) has both K and O possessing joint attention to-
ward O’s learning to knap, another increase in infrastructure scaffolding. To-
masello et al. (2005) refer to this as triadic attention. The joint attention 
produces a greater involvement of K in O’s learning through the social inti-
macy of K to O and K’s active pointing and gestures of direction to O. These 
interventions of K might include actively taking O’s core from her hands to 
correct an error of platform management by reparation removals before re-
turning the core for O to continue the pursuit of her strategic plan. Fergu-
son’s (2008) experimental work has demonstrated that this is a successful 
scaffold in increasing the speed of modern humans learning to knap. The so-
cial intimacy afforded O now allows her to repeatedly practice in company 
with K and thus have continuous opportunities to compare body motions, 
core- holding configurations, and the resultant artifacts between her and K’s 
reductions. This produces a faster acquisition of tactical know- how and 
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strategic knowledge from the beginning of the process, which results in a 
high degree of fidelity in transmission. Even when O engages in purely trial- 
and- error learning on her own, the social intimacy of O and K would produce 
a feedback loop between K and O based on K’s evaluation of O’s products.

Scenario D (Figure 8.7) shows K and O sharing linguistic abilities and a 
common language as the infrastructure scaffolding. K can now actively teach 

Figure 8.5. Scenario B, imitation learning: A conceptual model for the role of scaffolds in the 
gradual development of knapping skills by Naïve Observer (O) (top right), due to the influence of a 
Knowledgeable Knapper (K) (top left). Beginning with K’s complete emic perspective on both strategic 
knowledge and tactical know- how, the column headings at the top of the diagram represent the 
summation of the infrastructure scaffolding, developmental (agent) scaffolding, and artifactual 
scaffolding that can contribute to O’s learning of K’s knowledge. The gradual development of the 
naïve individual’s etic and emic perspectives on the observed content is represented from the 
beginning to the end of the process as the movement from the top of the figure to the bottom 
along the arrow in the rightmost column. The fidelity of O’s acquisition of K’s knowledge is 
represented by the degree of saturation of the grayscale coloration of the text boxes and arrow, 
with a fully saturated black coloration equating to complete fidelity between O and K, while a 
white text box indicates no similarity between O’s and K’s knowledge. Rows within the middle of 
the diagram represent that action of scaffolds available in the given scenario. The vertical 
placement of the rows of scaffolding actions does not imply any sequential order or absolute 
timing to their actions within the developmental process of O’s acquisition of knowledge. It is 
assumed that the actions of these scaffolds are cumulative both vertically and horizontally across 
the diagram.
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O the emic logic behind the strategy of removals, which might include rit-
ual and superfluous steps to buffer the fidelity of the transmission through 
overimitation (Mace and Jordan 2011; McGuigan 2012). Compared to Sce-
nario C, O can now achieve an emic perspective on strategic knowledge far 
earlier, and the ability of K to communicate with verbal cues during O’s re-
ductions may accelerate the development of tactical know- how, although 

Figure 8.6. Scenario C, triadic attention: A conceptual model for the role of scaffolds in the gradual 
development of knapping skills by Naïve Observer (O) (top right), due to the influence of a Knowledge-
able Knapper (K) (top left). Beginning with K’s complete emic perspective on both strategic 
knowledge and tactical know- how, the column headings at the top of the diagram represent the 
summation of the infrastructure scaffolding, developmental (agent) scaffolding, and artifactual 
scaffolding that can contribute to O’s learning of K’s knowledge. The gradual development of the 
naïve individual’s etic and emic perspectives on the observed content is represented from the 
beginning to the end of the process as the movement from the top of the figure to the bottom 
along the arrow in the rightmost column. The fidelity of O’s acquisition of K’s knowledge is 
represented by the degree of saturation of the grayscale coloration of the text boxes and arrow, 
with a fully saturated black coloration equating to complete fidelity between O and K, while a 
white text box indicates no similarity between O’s and K’s knowledge. Rows within the middle of 
the diagram represent that action of scaffolds available in the given scenario. The vertical 
placement of the rows of scaffolding actions does not imply any sequential order or absolute 
timing to their actions within the developmental process of O’s acquisition of knowledge. It is 
assumed that the actions of these scaffolds are cumulative both vertically and horizontally across 
the diagram.
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verbal communication can only do so much to aid this step. Yet O’s emic 
perspectives on both strategic knowledge and tactical know- how are acquired 
even faster with this level of scaffolding compared to Scenario C, as is re-
flected in the darker gradient in the arrow on the right of the figure.

In moving from Scenario A to D, we can see how the different scaffolds 
can actually change the mode of transmission (sensu Boyd and Richerson 
1985) of flintknapping skill. Scenario A can be characterized as predomi-
nantly guided variation, with the inheritance of the kernel of a concept, in 

Figure 8.7. Scenario D, linguistic instruction: A conceptual model for the role of scaffolds in the 
gradual development of knapping skills by Naïve Observer (O) (top right), due to the influence of a 
Knowledgeable Knapper (K) (top left). Beginning with K’s complete emic perspective on both strategic 
knowledge and tactical know- how, the column headings at the top of the diagram represent the 
summation of the infrastructure scaffolding, developmental (agent) scaffolding, and artifactual 
scaffolding that can contribute to O’s learning of K’s knowledge. The gradual development of the 
naïve individual’s etic and emic perspectives on the observed content is represented from the 
beginning to the end of the process as the movement from the top of the figure to the bottom 
along the arrow in the rightmost column. The fidelity of O’s acquisition of K’s knowledge is 
represented by the degree of saturation of the grayscale coloration of the text boxes and arrow, 
with a fully saturated black coloration equating to complete fidelity between O and K, while a 
white text box indicates no similarity between O’s and K’s knowledge. Rows within the middle of 
the diagram represent that action of scaffolds available in the given scenario. The vertical 
placement of the rows of scaffolding actions does not imply any sequential order or absolute 
timing to their actions within the developmental process of O’s acquisition of knowledge.



 Con ten t M atters 339

this case the affordance of hammer and core to make a sharp flake, supple-
mented by O’s trial- and- error learning. With Scenario D, the mode has be-
come a form of biased transmission with less reliance on trial- and- error 
learning. While the observer still needs repetitive practice to approach K’s 
emic skill level, the movement from etic to emic skill is faster, and thus the 
source of the biased transmission is more favored than the individual’s trial- 
and- error learning. This would have the effect of increasing during trans-
mission the coherence of design recipes, the fidelity of elements within 
behavioral packages, and the resultant covariation of variables measurable 
by archaeologists. Recognizing the role of scaffolds in changing the mode of 
transmission thus has repercussions for how archaeologists and cultural evo-
lution modelers think about what “modes” mean. Bettinger and Eerkens’s 
(1999) influential analysis of the adoption of bow- and- arrow projectile tech-
nology over that of spear- thrower technology in the American Great Basin 
at 1,350 years before the present used the absence of covariation in measure-
ments associated with arrowhead design as being a result of guided varia-
tion in the transmission of Eastern Californian arrowhead knowledge 
compared to the strong covariation between these elements in Central 
Nevada, which was argued to be the result of indirect bias transmission. 
Rethinking Bettinger and Eerkens’s argument, we can understand this 
difference in terms of the action of different developmental agent scaffolds 
related to social intimacy during transmission in each regional context. This 
observation removes much of the sting in Bamforth and Finlay’s (2008) 
strong critique of Bettinger and Eerkens’s assumptions about the meaning 
of variance in stone tool attributes. Citing the experimental work of Fergu-
son (2008), Bamforth and Finlay point out that large versus small variance 
in a given measurement can indicate different degrees of skill, not mode of 
transmission. But recognizing that the different modes of transmission in 
fact represent the effects of different scaffolds for learning skill, we can see that 
Bettinger and Eerkens and Bamforth and Finlay are arguing from two sides 
of the same coin.

This approach to modeling the role of scaffolds of different types in the 
fidelity (and even ability, given Scenario A) of CT can also be used to dia-
gram other complex scenarios of “learning.” For instance, Figure 8.8 pres-
ents a diagram depicting the scaffolds available during an episode of stimulus 
diffusion (Kroeber 1940)— that is, the transmission process in which the 
context of contact limits the transmission between individuals to only the 
idea of an object but not its techniques of production. Under the taskscape 
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visibility concept for lithic technology, a stimulus diffusion scenario depicts 
the transmission of the idea of a tool, such as its morphology, to a Stranger (S) 
without the transmission of the detailed, specific knowledge to produce the 
morphology within the original enculturating environment exemplified by 
K’s knapping. This process would occur when a socially distant individual 
gains access only to the limited results of K’s flintknapping, either when S 
encounters K’s discarded mobile tool kit when K is not present or when S en-
counters K with her tool kit at a logistical foray camp where the core reduction 
that produced the tool kit is not pursued (Tostevin 2007). In this scenario, 
however, S is an expert flintknapper, with both the strategic knowledge and 
tactical know- how of her own group, but she is unfamiliar with the material 
culture of K’s enculturating group. S’s task in this scenario is thus not to 
develop tactical know- how but to acquire K’s strategic knowledge.

Recently, there has been some theoretical discussion of the role of lithic 
artifacts from preceding periods being, for all intents and purposes, artifact 
scaffolds for the reinvention of lost methods by artisans in later periods. His-
cock (2014) raises this possibility, even going so far as to describe the persis-
tence of lithic artifacts on the landscape surface for millennia as a “library 
of stone” from which later knappers will learn. Such unburied artifacts on 
the landscape would certainly be sources of stimulus diffusion, and there is 
artifactual evidence that much older artifacts served as blanks for subsequent 
reshaping into new tools in later periods, such as Middle Paleolithic artifacts 
serving as blanks for tools made during the Upper Paleolithic (Belfer- Cohen 
and Bar- Yosef 2015). Yet beyond artifact reuse, the results of transmission 
under Hiscock’s hypothesis would be limited to stimulus diffusion by the ef-
fect of equifinality, the archaeological observation that there are multiple 
ways to reduce a core (by the application of different bodies of strategic 
knowledge) that will produce similar flake morphologies (e.g., Boëda 1995, 
Figure 4.13). When S encounters K’s object without K’s performance, there 
is no guarantee that S will be able to reverse engineer K’s original strategic 
knowledge from the old object’s morphology. Being a skilled knapper her-
self, however, S would likely be able to reengineer the strategic technology 
to a generic level, perhaps equivalent to the largest recognized units of global 
variability in stone tools, Shea’s (2013) modes A– I. Upon encountering a 
blade of particular dimensions, for instance, S would be able to recreate 
a blade technology of those dimensions but likely not the specific variety of 
blade technology (pyramidal vs. semitournant, bidirectional vs. unidirec-
tional, etc.). Given equifinality, the exact reverse engineering of the details 
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of platform thickness, exterior platform angle, core rotation patterns, repa-
ration techniques, and so on of K’s knowledge seems unlikely. It is possible 
but the lack of scaffolds for S’s reverse engineering, compared to the scaf-
folds afforded O in Scenarios B– D, makes stimulus diffusion more likely 
than diffusion of both the strategic plan and the final tool morphology.

My argument for the likelihood of stimulus diffusion over full transmis-
sion in such a case is quantitative only in comparing the count of available 
scaffolds between Figures 8.4– 8.7 and Figure 8.8. In representing the strength 
of each scaffold, I can only be qualitative, as this subject has simply not 
been the focus of adequate quantitative experimental research. Therefore, 
I speak only of likelihoods and not exact probabilities. Further, I am extremely 

Figure 8.8. Conceptual modeling of the scaffolding available to an expert knapper during the 
stimulus diffusion (sensu Kroeber 1940) of the morphology of a lithic tool transported to a location 
where the early part of the operational sequence is not pursued. The diagram depicts the accurate 
transmission of the idea of the tool to Stranger (S), with S’s independent trial- and- error learning 
to reengineer the core reduction details to produce the tool morphology. The likelihood of the 
reengineering as retro- engineering that would match K’s original strategic knowledge depends on 
the breadth of equifinality between the multiple pathways of strategic knowledge that lead to that 
tool form and S’s ingenuity and willingness to invest time in accuracy beyond simply achieving the 
morphology. The point of this conceptual model is to diagram the limited number of scaffolds 
available to the expert prehistoric knapper beyond her own emic levels of strategic and tactical 
knowledge.
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Figure 8.9. Conceptual modeling of the scaffolding available to professional archaeologists for 
learning (reconstructing) the strategic knowledge and tactical know- how of stone tool artisans 
from a specific prehistoric society. The types of scaffolding available are listed at the top of the 
diagram as column headings, starting at the top left with prehistoric artifacts of many societies, 
beginning with prehistoric society #1, the target for the present reconstruction, but also including 
reference training sets of artifacts from prehistoric society #2, #3, and so on, through to 
prehistoric society #n. As the number of scaffolds within each type are too numerous and 
interdependent to link from left to right, the effects of the scaffolds are depicted within each 
scaffold type as a matrix set. The matrix sets are summed to contribute to the archaeological 
learning processes in the rightmost column.

 conscious of the wisdom of John Shea’s observation that “time and again, 
the stone tool evidence shows that the surest way to be wrong in human 
origins research is to under- estimate Pleistocene hominins’ behavioral 
variability” (Shea 2017, 191). Yet one of the reasons for my willingness to risk 
running afoul of his warning is the difficulty we archaeologists ourselves face 
in attempting to accomplish a similar task. This point can be illustrated by 
examining what is required in terms of scaffolds of all three types for the re-
verse engineering of a prehistoric technology within the contexts of an indus-
trially supported archaeological community. In Figure 8.9, the left- hand axis 
now depicts the process by which archaeologists reconstruct the strategic 
knowledge and tactical know- how of a specific prehistoric society (in this 
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case, prehistoric society #1, or PS1). The required scaffolds are now so nu-
merous within each type that the individual scaffolds are presented within 
matrix sets so that the vertical axis only applies to the rightmost column in 
which the fidelity of the archaeological learning process is given. As with the 
stimulus diffusion scenario, note the absence of prehistoric artisans them-
selves in the diagram.

In constructing Figure 8.9, I was forced to recognize more developmen-
tal agent scaffolds in my own training than I am used to, which was a hum-
bling process. Even so, the diagram is perhaps overly optimistic about the 
accuracy of archaeological reconstructions. The archaeological learning pro-
cesses begin at the top of the rightmost column and gradually darken as 
they approach complete accuracy in reconstructing the prehistoric methods 
by the bottom of the rightmost column. This is certainly an idealized situa-
tion if not a pipe dream, for, apart from a dozen truly expert knappers world-
wide, most lithic analysts do not possess within themselves the tactical 
know- how to match the best prehistoric artisans, particularly from periods 
in which lithic craft specialization was an occupation. Where archaeologists 
have an edge is their greater breadth of strategic knowledge gained from the 
examination of artifact collections from the Pliocene to the modern period 
from all six prehistorically occupied continents. In other words, while most 
archaeologists are not as tactically skilled as the knappers in the past, their 
purview on strategic knowledge is far greater. We are trained to recognize 
all of Shea’s modes A– I, whereas most prehistoric societies practiced only a 
subset of these modes. Thus, an archaeologist has the advantage in retro- 
engineering a specific strategic knowledge set, whereas an expert knapper 
engaged in a prehistoric stimulus diffusion scenario would have an advan-
tage, and thus a tendency, to prioritize effective reengineering given her ex-
tant and more limited strategic knowledge.

recent exPerimental investigation of  
scaffolding and mutation rates in  
the learning of lithic technology
I have endeavored to convey the complexity of the scaffolds necessary even 
for an archaeologist, with all of our industrial support, to replicate a tech-
nology represented by the complex interplay between tactical knowledge held 
in body memory and strategic knowledge held in conscious memory. This 
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complexity puts the lie to Gould’s (1987, 70) often quoted characterization 
of CT as “five minutes with a wheel, a snowshoe, a bobbin, or a bow and arrow 
may allow an artisan of one culture to capture a major achievement of an-
other.” Even giving Gould the benefit of the doubt in assuming that his sce-
nario represents stimulus diffusion rather than the transmission of both true 
strategic knowledge and tactical know- how, I would not bet on the success of 
his bow and arrow. With only five minutes of learning, he would likely starve.

Unfortunately, Gould is not alone in misrepresenting the prehistoric 
learning process. Other scientists, including archaeologists, at times ignore 
the importance of the dual nature of learning bodily performances when 
conducting controlled experiments on learning. Morgan et al. (2015) have 
recently published an experimental study in which 184 individuals were 
trained in flintknapping under five varying parameters of transmission. The 
parameters included reverse engineering in which the naïve observer was 
given a hammer stone and a core and shown stone tools but never a knapper 
in action (akin to the stimulus diffusion scenario above, save that their knap-
pers were completely naïve); imitation/emulation (equivalent to Scenario B 
above); basic teaching in which the demonstrator could alter the grip of the 
learner on the core and slow his own demonstrations but not use gestures 
beyond these (more limited than the scaffolding presented in Scenario C 
above); gestural teaching (fully equivalent to Scenario C above); and verbal 
teaching (equivalent to Scenario D above). What is striking in the experimen-
tal structure of Morgan et al.’s study is first, the large sample size of learn-
ers, articulated into transmission chains of learners teaching learners in 
iterations of five to ten “generations.” For the first time, a knapping experi-
ment has achieved a sufficient sample size of learners to produce statistically 
analyzable results. Second, the similarities between Morgan et al.’s five trans-
mission mechanisms and the scaffolding scenarios above (B, C, D, and stim-
ulus diffusion) show a clear convergence in how scholars are conceiving of 
the additive nature of learning mechanisms since my conceptual modeling 
above was independently created before the publication of Morgan et al.’s 
study. Admittedly, Morgan et al. do not mention “scaffolding” or similar 
structural relationships within the physical constraints within lithic cultural 
transmission, but the overall intent is similar. Further, Morgan et al. usefully 
compare their results to the question of how hard different prehistoric tech-
nologies were to learn with different mechanisms. Overall, they concluded 
that for most of their measures only verbal teaching consistently produced a 
positive effect on learning, and thus lithic technology more complex than 
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Oldowan reduction, which their experiment replicated, likely required ver-
bal instruction in the past.

What is markedly different between our views of the learning process, 
however, is Morgan et al.’s ignorance, given how they structured their ex-
periment, of the importance of bodily practice in the acquisition of both stra-
tegic knowledge and tactical know- how. Ironically, like Gould, they fixed on 
a five- minute educational window. Each learner was only exposed to the 
learning environment for five minutes before being required to teach the next 
generation. As a result, the learners situated later in the transmission chains 
performed more and more poorly, until by generation five the learners in the 
verbal teaching cohort were performing as poorly as those in the reverse en-
gineering and imitation/emulation groups, which possessed the fewest scaf-
folds. The results in fact demonstrated that the quality and efficacy of CT 
declined through time within the experiment. There was in fact little to no pres-
ervation of learned behaviors between generations beyond what observation 
alone could accomplish. Contrary to the authors’ conclusions, the only evi-
dence for maintenance of skill and possibly a ratchet effect— that is, improve-
ment in knapping skill between generations one and five— were the reverse 
engineering and imitation/emulation groups that showed a very slight in-
crease in the proportion of viable flakes produced, although below the level 
of statistical significance (Morgan et al. 2015, Figure 2h). My hypothesis in 
this case is that learners in these latter two groups were allowed to focus more 
on their own trial- and- error learning of tactical know- how without the in-
terruption of less than accurate scaffolding attempts by the increasingly in-
ept teachers found in the later generations of the cohorts of the “more 
complex” mechanisms. It is laudable that Morgan et al. documented the de-
cline in both the frequency and accuracy of the verbal communications by 
instructors across the transmission chains, although they did not contextu-
alize the breadth of knowledge or length of teaching experience of the ini-
tial trained experimenters at the beginning of each transmission chain, issues 
that are relevant to teaching lithic technology (Bamforth and Finlay 2008; 
Shea 2015). In summary, their experiment only modeled the transmission 
of strategic knowledge, as it did not allow enough time for the development 
of any tactical know- how, although the measures used to assess the success 
of the transmission were directly related to tactical skill, not strategic skill.

Despite these limitations, however, the scope of the Morgan et al. study 
across these mechanisms and across such numbers of learners sets a new bar 
for experimental work in this area. If the study were repeated with sufficiently 
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long periods of instruction to achieve a stable CT environment, much could 
be learned from this type of experiment. The decision on what constitutes a 
sufficient length of instructional time, regardless of which mechanism is be-
ing used, could be informed by flintknappers who have taught these tech-
nologies in practice. Shea (2015), who has taught flintknapping for over three 
decades, argues for at least one hour of instructor time to teach Acheulean 
handaxes and three to six hours for hierarchical cores such as Levallois or 
blade technology. From my experience teaching a flintknapping course of 
twelve students once a year for fifteen years, the necessary time for student 
practice after this initial exposure can be as much as double the instructional 
time.

Morgan et al. (2015) are not alone in ignoring the role of savoir faire 
learning in a CT experiment related to flintknapping. As Lycett et al. (2015) 
summarize, their research team conducted two experiments designed to 
evaluate the effects of size mutation (Kempe, Lycett, and Mesoudi 2012) and 
shape mutation (Schillinger, Mesoudi, and Lycett 2014) in the copying of an 
Acheulean handaxe. In the first study, naïve participants were asked to use 
a tablet computer’s touch screen to resize an image of an Acheulean handaxe 
to that of an example image. In the latter experiment, participants were asked 
to use a stainless steel table knife to carve the shape of a model Acheulean 
handaxe out of a standardized plasticine block. While each experiment was 
well executed and in its way ingenious, as was their overall purpose in cre-
ating a “model organism” context to stimulate CT research (Lycett et al. 
2015), neither experiment made any effort to approximate the material real-
ity of the process involved in acquiring or utilizing the savoir faire of flint-
knapping. Studying the effects of size mutation (Kempe, Lycett, and Mesoudi 
2012) might arguably be a question of connaissance, but surely the rate of 
shape mutation (Schillinger, Mesoudi, and Lycett 2014) relies upon the fidel-
ity of the transmission of savoir faire far more than connaissance and so 
should not be removed from the experiment. The results of both studies are 
thus highly suspect if they are to be applicable to the knapping of stone.

The Schillinger, Mesoudi, and Lycett (2014) study, however, represents an-
other interesting case of convergence. I myself have used closed- cell foam in 
many of my flintknapping classes, starting in 2003, to serve as proxy stone 
cores for teaching students the strategic differences between core reduction 
methods, such as bifacial, Levallois, and blade technology. I gave each stu-
dent a foam core and a little saw and asked them to saw off flakes in the ap-
propriate series of removals. I did this precisely because I wanted to test their 
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knowledge of the connaissance of each technology (the sequence and direc-
tion of each removal) without the interference of their poor savoir faire since 
they had not yet had time to develop adequate bodily gestures to execute each 
technology.3 Thus, one can see a similar solution to removing the constraints 
of how hard it is to learn how to knap stone. The question is, how should we 
use such solutions?

A more recent experiment attempted to do the opposite of Schillinger, 
Mesoudi, and Lycett (2014) and my foam- core teaching method— that is, to 
learn what stone technology looks like when the connaissance/strategy of the 
core reduction is removed from the equation, leaving only the savoir faire/
tactical know- how of individual flake removal. In a unique and rather bril-
liant experiment, Moore and Perston (2016) endeavored to eliminate 
strategic- level cognition as much as possible from the knapping procedure 
by randomizing platform selection, where an expert knapper is to strike on 
the core, between flake removals. The goal was to simulate what an assem-
blage of stone tools might look like under a rule of “least effort” flake pro-
duction such as might characterize the earliest of lithic technologies in which 
only one flake was desired at a time. Further experiments along this line, 
which utilize rather than ignore the difference between tactical and strategic 
knapping skill, will move us much closer to an archaeology of pedagogy.

conclusion
In this chapter I have endeavored to illustrate the importance of consider-
ing the dual structural oppositions between etic/emic perspectives and stra-
tegic (connaissance)/tactical (savoir faire) bodies of knowledge for making 
CT research materially explicit enough to accommodate Paleolithic data on 
lithic artifact production sequences. The differences between etic and emic 
perspectives are already recognized to some degree within CT research, given 
the indirect learning exemplified by Boyd and Richerson (2000) and my Fig-
ure 8.1. Many disciplines, however, have converged on a similar recognition 
of the indirect nature of cognition and the learning process. As Salikoko 
Mufwene has observed (see chapter 9), the indirect nature of social learning 
would make cultural replication a more accurate descriptor than cultural 
transmission for the process that interests us. The term cultural replication 
would avoid what Michael Reddy, a linguistic anthropologist, calls the con-
duit metaphor, a concept in spoken and written English that frames our lan-
guage about language.4 The framing ignores the construction of meaning in 
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the mind of the listener by privileging the perspective of the speaker, both 
for the creation of meaning and as the responsible party for moving the 
meaning between interactors (Reddy 1979). Phrases like “get your thoughts 
across better” and “you still haven’t given me any idea of what you mean” ex-
emplify the conduit metaphor. Reddy’s critique of the conduit metaphor 
demonstrates how frequently our language about language creates the ficti-
tious idea that “ideas” are passing through the ether between interactors. The 
cultural “transmission” seen in Figure 8.1 as a series of hand- off events re-
lies on the conduit metaphor and so perpetuates the conflict between the 
(false) sender- oriented metaphor in CT theory’s title and what we know about 
the receiver- oriented nature of cognition itself. The archaeologist Michael 
Schiffer (1999) has made this point explicit in his emphasis on how humans 
learn from the environment via an exclusively receiver- oriented perspective, 
including the communicative acts of other humans. Arguing that language 
is the most obvious but least omnipresent medium of communication, 
Schiffer proposes a three- interactor model for human inferences, with ma-
terial culture— rather than language— acting as a vehicle for the majority of 
information humans glean from their environment. By replacing the typi-
cal linguistic two- body model of sender and receiver critiqued by Reddy, 
Schiffer advocates a model with a “sender” that alters the physical proper-
ties of an “emitter,” which then cues cognitive responses (correlons) in the 
mind of the “receiver” that inform the receiver about its environment. Each 
of the three roles (sender, emitter, and receiver) can be played by a person, 
an artifact, or even a natural phenomenon (extron). As material culture plays 
the role of emitter in most of Schiffer’s basic communication processes, the 
receiver- oriented approach should take on added significance for CT theory.

In building the Behavioral Approach to Cultural Transmission (BACT), 
I have endeavored to keep a receiver- oriented approach for how novice flint-
knappers learn their skill sets through their enculturating environment. 
This approach, as a result, relies heavily upon the strategic knowledge/tactical 
know- how distinction inherent in lithic technology. Given Mufwene’s 
question, therefore, should we not rename cultural transmission theory to cul-
tural replication theory in order to avoid the demonstrable perils of Reddy’s 
conduit metaphor? It is too early to say. Boyd and Richerson (1985) already 
tried to move the discipline away from Cavalli- Sforza and Feldman’s (1981) 
original cultural transmission descriptor by emphasizing the name dual in-
heritance modeling, and that did not stick. But I do believe that the greater 
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recognition and utilization of the perspectival difference between a sender 
and a receiver would go a long way toward making CT research more real-
istic for cases of craft production because it forces one to remember the phys-
ical process during a “transmission event.” Thus, with certain technologies, 
adding the strategic knowledge versus tactical know- how distinction would 
encourage us to see strategic knowledge as a product of something short, an 
event of transmission, whereas tactical know- how is something that takes 
longer to acquire, as a product of a process of development. Rather than 
advocating another title, we can instead embrace the need for both the 
developmental and phylogenetic perspective when conducting research on 
how individuals acquire knowledge (Wolcott 1991).

In this chapter I have also endeavored to highlight the efficacy of con-
sidering in detail how the CT of a given technology can be affected by scaf-
folding of many types. From the six conceptual models I provide, the reader 
may ask, What is the utility of the scaffolding scenarios? Am I not going to 
peg specific archaeological NASTIES to each scenario? No, I will not engage 
in what can only be seen as guesswork at the moment. However, I will 
present a challenge. If more archaeologists can apply the quantitative and 
behavioral methods discussed here widely enough to produce sufficient as-
semblage data sets, we will begin to be able to test behavioral hypotheses 
derived from CT modeling against real Paleolithic data. To date, there are a 
limited number of archaeologists besides myself using these methods (Nigst 
2012; Nigst et al. 2014; Scerri 2013; Scerri et al. 2014; Scerri et al. 2016). But 
if we can begin to construct larger difference matrices from the comparison 
of assemblages (as Tostevin and Škrdla [2006, Table 4] began for the Early 
Upper Paleolithic in the Middle Danube basin), we will improve our ability 
to make scientific progress, at least for the quantitative comparison of change 
through time in instructional learning sets. Having quantitative measures 
of what was or was not learned in different times and places is a first step 
toward making Paleolithic archaeology useful for testing hypotheses con-
cerning CT. Imagine if Paleolithic archaeologists were able to calculate di-
versity values, such as FST values, from Paleolithic data to compare with FST 
predictions from agent- based models (e.g., Premo 2012b) and other popula-
tion genetics– inspired modeling. Each scenario above can be modeled, even 
if the task is difficult. If Paleolithic archaeologists can meet the modelers half-
way, imagine what a developmental agent scaffold that would be for the 
growth of a theory of cultural evolution.
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In this chapter, I have provided only the briefest illustration of how 
Paleolithic archaeology should redesign its analytical approach in order to be 
more useful in the larger endeavor of building cultural evolutionary theory. 
My intent has been to point out the potential of Paleolithic data should the 
needed analytical changes be adopted and highlight conceptual areas where 
CT theorists and Paleolithic archaeologists can come together as closer col-
laborators, as has been done in other contexts (Premo and Kuhn 2010; Premo 
and Tostevin 2016). There is a productive traction for abundant research be-
tween the processual thinking of such modelers and the archaeologists who 
excavate and measure artifacts. This has been my experience with the explo-
ration of the concept of generative entrenchment as applied to blade tech-
nology and compound tools in the Late Pleistocene (Tostevin 2013), a direct 
result of interacting with William Wimsatt at the University of Minnesota. 
And it is even true when the theorist (Wimsatt) did not have enough time to 
complete his flintknapping training in my lab. He certainly got the connais-
sance, if not sufficient practice in order to internalize the procedure as emic, 
savoir faire body knowledge.

notes
Many thanks to William Wimsatt for inviting me to the original workshop 
and for all of our productive discussions over the last few years. I would also 
like to thank Genevieve Tostevin for her help with the figures in this paper.
 1. Boyd’s Arizona State University biographical statement, https://
webapp4.asu.edu/directory/person/1952328, accessed September 1, 2014.
 2. Tostevin (2012, chapter 4) provides an illustrated discussion of the 
flintknapping process and these variables, showing their visibility from the 
point of view of the observer versus that of the performer.
 3. My thanks to Liliane Meignen, one of the founders of the French 
chaîne opératoire school of lithic analysis, for the idea of using a substitute 
core when teaching students who have not yet achieved sufficient savoir faire 
skills to flintknap stone themselves. Dr. Meignen advised me in 1993 to use 
large raw potatoes as cores. I tried this approach for a few years when I first 
began teaching myself but found that the potato “flakes” were too messy, 
whereas the foam cores and flakes could be taken home by students as teach-
ing kits.
 4. My thanks to David Valentine for introducing me to Reddy’s article 
many years ago.

https://webapp4.asu.edu/directory/person/1952328
https://webapp4.asu.edu/directory/person/1952328
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Debates about the phylogenetic emergence of language have 
generally included the question of whether this protracted process was 
driven by biology or by culture, as if the processes associated with one or 
the other were mutually exclusive. For some, such as Bickerton (1990, 2010) 
and Chomsky (2010), hominines could not have developed language with-
out first acquiring a “biological endowment for language”— also called 
Universal Grammar (UG) or the “language organ,” which was originally 
identified as the language acquisition device (LAD). It is presumed to have 
facilitated the emergence of language, which, for them, was a saltatory 
event. For others, such as Evans and Levinson (2009) and Everett (2012), 
this evolution is primarily cultural, as it depends on learning by inference 
and proceeds faster than biological evolution.1

I submit that both biological and cultural evolutions are equally predi-
cated on the conditions articulated by Lewontin (1970): (1) variation; (2) 
heredity/inheritance, which presupposes multiple generations, with the later 
ones inheriting genes or learning techniques (or construction materials) from 
earlier ones; and (3) differential reproduction, with the later generations ex-
hibiting different genetic recombinations and thus producing different or-
ganisms or reproducing different variants of their culture. There are indeed 
differences in the specific ways that materials and information are “trans-
mitted” or “inherited.” In biology it is literally through the transmission of 
units, whereas in culture transmission is through learning, by inference in 
many cases (Atran and Sperber 1991; Mufwene 2001). Additionally, there are 
interspecific differences within both biology and culture that reflect differ-
ences in the ontogenetic properties of particular species or cultural domains 
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(see also Wimsatt, chapter 1). For instance, practices in material culture, such 
as weaving or face painting, are not learned in exactly the same ways as those 
in nonmaterial culture, such as religion or governance. However, it is not evi-
dent that one must posit a theory of cultural evolution that is so different 
from that of biological evolution that one would have to claim either that lan-
guage is only the outcome of biological evolution or that it is exclusively a 
product of cultural evolution.

I argue below that the phylogenetic emergence of language presupposed 
a particular stage of biological evolution. It occurred after hominines were 
endowed with a particular mental capacity that generated (more) complex 
thinking, greater need to domesticate their natural ecology, and larger and 
more social organizations. The same mental capacity also exerted more pres-
sure to exchange rich and diversified information explicitly and to expedite 
the growth of knowledge. However, languages are cultural phenomena on a 
par with others such as religion, hunting practices, farming, and folk music. 
The basic and nonspecialized aspects are typically learned by inference and 
thus with modification. The essence of vernacular linguistic systems (used 
for day- to- day communication and learned before one is taught the standard 
variety of their language in school) is learned the same way, by inference, 
piecemeal, incrementally, and from interacting with others. Consequently, 
languages exhibit characteristics associated with “cultural evolution,” par-
ticularly horizontal transmission, imperfect replication, and fast rate of 
change (Mufwene 2001, 2017).

Below, I approach the subject matter in the following order: In part 2, I 
introduce the conception of language as communication technology and 
therefore as a cultural artifact. I use it to show that the debate over whether 
language evolution is biological or cultural has been framed inadequately. I 
argue that cultural evolution itself presupposes a particular stage of biologi-
cal evolution, which sets humans apart from other primates. Biological 
evolution produced a brain that was not only language- ready but also 
culture- ready. That is, after reaching a certain evolutionary stage, the homi-
nine brain was capable of mental activities that produced not only language 
but other cultural phenomena not observable among nonhuman primates 
and other animals.

In part 3, I argue against positing UG or a language organ as the prereq-
uisite for the emergence of language. One would otherwise have to posit sim-
ilar constructs for the emergence of other cultural phenomena, such as music 
and social organization. The mind (interpreted here as the state of the brain 
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in activity) appears to operate in a more economical way than suggested 
by phrenology, with some mechanisms, such as syntax and recursion, apply-
ing also outside language. I also elaborate on the idea of language as tech-
nology, which enables me to further flesh out the cultural aspects of language. 
In addition, I show how the specific materials used, such as sounds or manual 
signs, impose specific constraints on how the technology can be developed.

In part 4, I explain the particular role that naming must have played in 
the phylogenetic emergence of language, as it facilitates communication also 
about the past and the future. It actually drove the expansion of phonetic 
inventories in different languages. I show again how culture is a consequence 
of the particular way in which a population does things and should not be 
the explanation of how languages evolved. In part 5, I articulate the role 
played by Generative Entrenchment (Wimsatt 2000) and by successive scaf-
folding (Wimsatt and Griesemer 2007) in the gradual emergence of language 
as communication technology. I conclude the chapter in part 6.

biology and culture are not mutually  
exclusive in the evolution of language
Along with scholars such as Jackendoff (2010) and Sperber and Origi (2010), 
I argue that biology and culture are not mutually exclusive in the phylo-
genetic emergence of language. While biological evolution generated the 
hominine “language- ready” brain (Arbib 2012), the latter produced languages 
that, because they vary from one population to another, are also character-
ized as culture- specific. Note that culture, as explained below, is not ante-
cedent to language if we interpret it, roughly, as the particular ways in 
which members of a population behave and do things conventionally.2

The cultural fold of a language lies in the specific way that the particular 
population that has developed it as its communication technology has shaped 
it (viz., its phonemes, morphemes, words, and the relevant norms of usage) 
at variance with the ways other populations have done theirs (Mufwene 
2013a). This is indeed comparable to, for example, two populations that have 
developed knowledge to protect themselves from elements in nature but have 
not used exactly the same materials nor produced the same styles for their 
clothing and shelters. Such differences occur not only due to alternative ways 
of solving the same problems but also because the challenges to which they 
respond are not identical. Typological variation among languages reflects this 
state of affairs. Conceiving of languages as communication technologies 



368 Salikoko S .  Mufwene

helps to address the question of the role of biology and the significance of 
culture in the phylogenetic emergence of languages, without suggesting that 
there is a cultural evolution that is fundamentally different from biological 
evolution.

A first step in connecting the biological and cultural aspects of the phy-
logenetic emergence of language consists of addressing the fallacy of the 
phrase language and/in culture. It is certainly not the same as language and/
in society. We must ask what culture is and whether it has some existence 
prior to how members of a population behave and do things. This question 
is related to whether or not cultures are static or dynamic. In my view, pop-
ulations shape their cultures as they behave and do things; as they develop 
or borrow new ways of growing food, or cooking and eating meals, or dress-
ing and protecting themselves from the elements. These are the kinds of 
changes that encourage us to say that a population has changed its culture 
or that the culture has evolved.

However, does a population change its culture deliberately? Or do changes 
often occur undetected, with its members noticing them in hindsight? Both 
kinds of changes occur, but the latter is probably more pervasive. The rea-
son the changes are detected in hindsight appears to be because of untutored 
social learning, which is the typical pattern in folk culture. As noted above, 
the learning proceeds by inference, based on observing other members of 
the population that have experience in what they do, and its outcome is typ-
ically imperfect replication. Changes are the outcome of the cumulation of 
(often minor) details that are modified during the learning and/or execution 
process.

Culture is dynamic; it is constantly reshaped by its practitioners as they 
do things, express their beliefs, and behave with or act toward one another 
under current ecological pressures. Culture is not knowledge, which is pre-
cisely why we can speak of knowing a culture. It is practice, and practices are 
shaped in part by learning from other members of the population. Knowl-
edge consists of representations or schemas about how to behave on partic-
ular occasions, how to do things, or how to interpret the universe and life 
(frequently formulated unconsciously) and thus how to practice a culture. 
On the other hand, how did the initial patterns we find in a culture emerge? 
We can address this question by singling out particular cultural practices, 
such as building dwellings, clothing ourselves, organizing ourselves socially 
(e.g., into nuclear or extended families), and communicating with each other 
in a particular language.
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As cultural phenomena, languages also fall into the category of practice 
and behavior, consistent with the new wave of quantitative sociolinguistics 
and with linguistic anthropology. There, it has become customary to speak 
of communities of practice shaped by actual interactions (Eckert and 
McConnell- Ginet 1992). This is different from the traditional terms language 
community or speech community, which are defined by the potential that 
members of a population have to interact with other members. In a commu-
nity of practice, the members shape their norms through their interactions 
and are not assumed to have simply inherited them from previous speakers. 
Their interactions also define their communities.

Communication as transfer or exchange of information remains a con-
stant in this approach to culture. The pressure to communicate more infor-
mation and in the most satisficing way is part of what, from the evolutionary 
perspective, triggered the expansion of the vocabulary and of linguistic struc-
tures. This still happens today in the ontogenetic development of language, 
from child- like to adult- like communication. The structural expansion may 
also involve exaptations of current structures, as can still be observed now 
in grammaticization processes, such as when the motion verb go is co-opted 
to also function as a marker of future in be going to + verb.3 All these 
changes cumulate into evolution, assuming the phylogenetic emergence of 
language was incremental (Mufwene 2013a), as I show below in part 4.

I conceive of languages as technologies for transmitting information 
(McArthur 1987; Koster 2009; Lee et al. 2009; Everett 2012; Mufwene 2013a; 
Dor 2015). Like computers, they are technologies of a mixed kind, consist-
ing of physical units (vocal or signed) and nonphysical elements (semantic 
units and principles called rules or constraints on many levels: phonology, 
morphology, and syntax). Hominines developed them to solve a problem: 
how to convey even complex information or knowledge explicitly from one 
mind to another (Arthur 2009) and with high fidelity in transmission (Mor-
gan et al. 2015).4 In so doing, cooperation was enhanced; knowledge grew 
more rapidly at both the individual and the communal levels, as innovations 
could be shared and spread, thanks to the world- creating capacity of lan-
guage in narratives (Mufwene 2015). According to Morgan et al. (2015), the 
emergence of symbolic communication, then certainly still distant from the 
earliest phonetic forms of communication (assumed to have started only 
around two hundred thousand years ago),5 helped hominines evolve from 
the seven hundred thousand- year stasis of Oldowan toolmaking technology 
to the more complex Acheulean technology (about 1.7 mya). The transition 
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must have required teaching the relevant knowledge and making more ex-
plicit to learners the different steps involved in manufacture.

Languages are also like other emergent, collective, and cumulative folk 
technologies in the sense that they have not been produced by elite groups 
of thinkers, in a laboratory, and then taught to others after testing how well 
they work. Languages have evolved piecemeal and incrementally, especially 
when one focuses on the principles and constraints followed by speakers in 
combining sounds into words, and words into phrases and sentences, in de-
veloping their linguistic systems. Anybody that has the capacity to innovate 
and produce an utterance successfully has the potential of contributing to 
the emergent system of their group. As the population thrives (if it is not 
overtaken by another), their language evolves in response to pressures to also 
meet its novel communicative needs, which keep arising from changes in 
their universe of experience or imagination.

Thus, languages are adaptive technologies in ways comparable to expan-
sions in social organizations or the growing complexity of material tech-
nologies, such as computers or airplanes. Although a great amount of explicit 
thinking was engaged in the production of computers and airplanes, these 
technologies— like languages— grow organically akin to folk technology (i.e., 
by additive collective actions and cumulatively). Thus, it is for a good reason 
that some emergentists characterize languages as complex adaptive systems 
(e.g., Beckner et al. 2009; Cornish, Tamariz, and Kirby 2009; Steels 2000; Lee 
et al. 2009; Kretzschmar 2015; Massip- Bonet 2012; Mufwene, Coupé, and 
Pellegrino 2017).

Focusing on the relation of languages to cognition, many linguists have 
preferred to characterize them as representation systems, thus as sorts of 
structured snapshots of their speakers’ knowledge of the world (e.g., Bicker-
ton 1990). To be sure, this characterization is not false, as languages do have 
a multifaceted architecture and convey information about diverse cognitive 
domains. However, the representation- system facet appears to be a conse-
quence of the particular ways in which chunks of information are packaged 
for transmission in a language. The packages vary from one population to 
another, for instance, whether speakers use one or two separate words for 
siblings, differentiated by gender (as in European languages, viz., brother vs. 
sister in English) or by age (as in Bantu languages, viz., yaya ‘older sibling’ vs. 
leke ‘younger sibling’ in Kikoko- Kituba). They may also vary depending on 
whether siblings must be distinguished from cousins (as in European lan-
guages, viz., brother/sister vs. cousin in English) or lumped together in the 
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same kinship category (as in Bantu languages, availing typically the same 
term as for siblings). Similar cross- linguistic variation applies to whether all 
nouns must combine with a classifier when they co- occur with a demonstra-
tive or a quantifier (as in Chinese, e.g., 5/this + classifier + book). Some-
times there is variation even among those claiming to speak the same 
language— for instance, whether or not one should speak of heads of chil-
dren in the same way they speak of heads of cattle.

The semantics of languages on both lexical and sentence levels vary cross- 
culturally, just like the physical components of their architectures (viz., 
their phonologies, morphologies, and syntaxes). In this respect, they are also 
like other cultural artifacts, as different populations do not cook in identi-
cal ways, build their dwellings in identical fashions, or clothe themselves in 
identical styles. Although the materials used and the purposes of their prac-
tices may be the same, their implementations vary, just like the ways that, 
for instance, cars and computers are made, not according to exactly the same 
design from one manufacturer to another. Languages are thus cultural phe-
nomena, like cooking, dwellings, clothing, religions, and a host of other cul-
tural products, although there are systemic and complexity differences that 
are consequences of differences in the ontological properties of cultural phe-
nomena. Together, they are constructed as cultures, which distinguish us 
from other animals, including the great apes, which are assumed to be ana-
tomically and mentally the closest to mankind.

Species- wise, the minds that produced human languages reflect a spe-
cific and common stage of hominine biological evolution, especially that of 
the brain. Nonetheless, the languages they produced are cultural artifacts 
because these also reflect particular ways of behaving and doing things that 
vary from one population to another. Consequently, it is inaccurate to speak 
of language and/in culture because the phrase implies that culture is sepa-
rate from language. If anything, a language as technology contributes to de-
fining the culture of a particular population. If it holds a distinctive status 
in society, it is simply because it enables the production of more knowledge 
and of other cultural phenomena that presuppose communication.

Morgan et al. (2015) provide a good example of this in their discussion 
of the transition from Oldowan to Acheulean stone technology. Although 
still in its preprimordial stages (if we focus on phonetic communication), 
symbolic language appears to have facilitated both the innovation of Acheu-
lean technology and how fast it apparently spread within Homo erectus. In 
modern times, language has been critical to the transmission of complex 
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cultural knowledge through teaching (see also Wimsatt, chapter 1; Tostevin, 
chapter 8), especially in the case of specialized professional skills. Examples 
include weaving and knitting, some aspects of gardening, building animal 
traps, manufacturing hunting tools, and witchcraft, although one can argue 
that teaching has not involved all the details of the skills; some are still learned 
by inference, leaving room for both variation and innovation.

This line of reasoning prompts us to question an oft- repeated claim that 
language is what makes humans unique in the animal kingdom, in part be-
cause it enables us to express complex and abstract thoughts. There are 
many cultural phenomena besides language that distinguish us from other 
animals (Mufwene 2013a, 2015). For instance, we cook or process food items 
(e.g., by seasoning, marinating, drying, or smoking them); we clothe our-
selves (although among some humans it is just a matter of covering the 
genitals); we hold religious beliefs (including atheism); we build dwellings 
that are adapted to our residential and mobility patterns; we have various 
levels of social organization beyond the nuclear family and stricter norms 
against incest; we have political organizations and trade practices; and we 
resort to a wide range of material technologies (however primitive) to solve 
practical problems.6

All these peculiarities suggest that something more fundamental than 
language distinguishes us from all other animals— namely, the human mind. 
If the human brain is anatomically still very similar to that of nonhuman 
primates (as made evident by, for instance, the behaviors of mirror neurons 
[see, e.g., Gallese and Goldman 1998; Arbib 2012], our cognitive capacity ap-
pears to be exponentially different from theirs. As part of the mind, it drove 
the emergence of language and other cultural phenomena in our species, al-
though language may stand out simply because it has enabled innovations 
of complex technologies (Morgan et al. 2015), has prevented most of us from 
having to reinvent the wheel, and has enabled the rapid spread and growth 
of knowledge in mankind.

As I am reminded by Alan Love (personal communication, November 23, 
2015), the relationship between language and other cultural phenomena is 
quite complex. For instance, while it is true that language has played an 
important role in the emergence of political and administrative organiza-
tions, it has also been pointed out that changes in social organization, such 
as extended- family and larger hunter– gatherer groups, must have exerted 
important ecological pressures in the phylogenetic emergence of language. 
Nonetheless, these social organizations can hardly be sustained without ef-
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ficient communication much more explicit and informative than, for instance, 
the nonlinguistic communication means used by humans themselves and 
other primates. To date, our social structures still scaffold the ontogenetic de-
velopment of language as practice and as system. From an emergentist per-
spective, linguistic systems can be claimed to have emerged as consequences of 
repeated instances of phonetic or manual communication.7

A feedback loop appears to have emerged too (consistent with Odling- 
Smee, Laland, and Feldman’s [2003] idea of “niche construction”), as 
language appears to have expedited the expansion of the other cultural do-
mains, and these in turn exerted pressures on language to expand accord-
ingly. The common producer of all these cultural phenomena is the human 
mind— that is, the state of activity in which the brain is engaged. One may 
invoke the human mental capacity, too, though it is not clear to me what dif-
ference or improvement the alternative wording makes. In any case, what is 
important is the observation that it is not language that makes us uniquely 
human. Collectively, human cultures do. From a reductionist perspective, 
the mind, which produced them, distinguishes us from other animals. Lan-
guage is only one of the many relevant cultural phenomena.

It is at this juncture that we must discuss the role of biology or, more spe-
cifically, that of a brain architecture capable of cognitive capacities achieved 
only by hominines at some specific stages of their evolution since, probably, 
Homo erectus, in the emergence of human cultures. Assuming polygenesis 
(Mufwene 2013a, 2013c), it appears that all the cultural phenomena men-
tioned above emerged at more or less the same phylogenetic time in differ-
ent hominine colonies, during or after the emergence of the 1– 2 percent of 
genetic materials that distinguish us from chimpanzees. The significance of 
the biological infrastructure lies in producing those critical peculiarities 
of  the hominine brain circuitry, apparently located in the cortex (Lieber-
man 2012), that generate a mental capacity able to situate events in the past, 
present, or future (Corballis 2011), thus capable of foresight and planning.

This capacity is reflected in our narratives, in which we can navigate in 
the present, past, and future (Mufwene 2015). Language is the kind of tech-
nology that hominines produced to share knowledge, feelings, attitudes, dis-
positions, and plans. Note that, as explained by Arthur (2009), technology 
need not be material, monolithic, or planned; it can become complex by the 
accumulation of contributions from different members of a population. In 
this sense, religions and myths, too, may be considered technologies, just like 
scientific hypotheses, as they both help make sense of the world.



374 Salikoko S .  Mufwene

In more or less the same way as computers, which deserve this name only 
when both their hardware and software are taken into account, languages 
are hybrid technologies. They have been useful in helping hominines evolve 
more explicit and more reliable communication, from the point of view of 
transmission fidelity, not only about the present and the observable but also 
about the absent and the imaginable. Languages have a world- creating 
capacity— evident in narratives— that has generated both myths and scien-
tific discourse (Mufwene 2015); they have also evolved complex architectures 
that meet the communicative needs of the communicators. The ability of 
these technologies to convey complex knowledge about the past, present, or 
future, or to express feelings and sensations, or to make requests or impart 
orders or instructions, is commensurate with the level of cognitive develop-
ment in the communicators, both phylogenetically and ontogenetically. Note 
that child language is less complicated than adult language largely because 
the child has less complex information to convey.

universal grammar (ug) and the emergence  
of language
The position that UG guided or drove the phylogenetic emergence of lan-
guages has been disputed by some linguists, including those cited at the 
outset of this chapter and linguists closer to Chomsky in spirit, such as Jack-
endoff (2010). The strongest evidence may come from those modeling lan-
guage evolution (e.g., Steels 2011, 2012), who can get their models to produce 
some aspects of language, including syntax, without a counterpart of the pu-
tative UG. We can thus safely conclude that what is captured by UG is a 
consequence of the relative uniformity in the way that the similar brains gen-
erating similar minds at various stages of hominine evolution have pro-
duced the same fundamental basic architecture in the mechanics of languages. 
This occurred despite the variation in the ways that different populations 
selected their phonetic inventories, developed constraints on how to com-
bine them into words (phonology) and into sentences (syntax), and so on.

The cross- community variation evident in all modules of the architec-
ture of language (viz., phonology and morphology, which work in the lexi-
con; syntax, which regulates the structure of sentences; and semantics, which 
applies to both the lexicon and sentences) is comparable to what is observ-
able in the development of several other technologies. Consider, for instance, 
the algorithms that run the operating systems of Apple and Microsoft com-
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puters. They are divergent but do similar jobs for the consumer. In all such 
technologies, the fundamental principles are nonetheless similar, not because 
there is a special UG- like mechanism that generated them but simply because 
the material used imposes its own constraints on how a particular technol-
ogy can be developed (Mufwene 2013a).

Working with sounds imposes strict linearity, as one cannot produce two 
phonetic sounds simultaneously. For this reason, different populations have 
developed conventions on acceptable combinations thereof in the words of 
their languages and on how the words can be combined into larger phrases, 
including sentences. Thus, a German word can start with the consonant clus-
ters /ps/ or /ts/, as in Psychologie and Zug ‘train,’ which are not allowed in 
English at the beginning of English words. The first syllable of psychology in 
English is pronounced /sai/, not */psai/. German requires that the auxiliary 
verb be extrapolated to the end of the subordinate clause, whereas such a con-
struction would be ungrammatical in English: for instance, den Mann den 
Ich gesehen habe ‘the man whom I have seen’ but not *the man whom I seen 
have. There are languages that, unlike English, start their sentences with a 
verb, whereas some others end them with a verb. These kinds of typological 
variation reveal the cultural dimension of language evolution, amounting 
simply to how particular populations chose to develop their communication 
technologies in their own ways. They vary without violating the fundamen-
tal principle of linearity (viz., sounds follow each other, and words follow 
each other) or that of combining the sounds into larger and larger units 
(words and phrases), called duality of patterning (Hockett 1959; see below).

The rigid linearity attested in spoken languages is a consequence of the 
fact that the mouth can produce only one sound at a time. Thus, syntax, 
which starts at the level of combinations of sounds into words, is attested 
in the phonology, morphology, and “syntax” modules of the architecture 
of language. It is a consequence of the linearity imposed by the material. So 
are the other aspects of syntax, in the traditional sense of the term in lin-
guistics, which have to do with identifying constituents and dependency 
relations between constituents, as captured by phrase structures or agree-
ment in case marking.8 Communal norms emerge because members of the 
relevant population of speakers converge on which particular combina-
tions of sounds, morphemes, and words yield acceptable utterances (of 
various lengths) and which ones do not. Thus, grammars reflect these 
norms, also characterized as conventions in linguistics, which are cultural 
peculiarities.
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Recursion, which, since Hauser, Chomsky, and Fitch (2007), has gener-
ated so much controversy about whether it is a peculiarity of languages alone, 
is a practice that reduces the number of different kinds of units and struc-
tures that speakers use in communication. Implementing economy in the 
system, it enables usage of the same structure or kind of construction sev-
eral times over at different levels, just like some formulae in algebra. It makes 
it possible to produce longer and more complex utterances without increas-
ing the number of grammatical rules. Although several examples of recur-
sion outside language or computer algorithms can be cited, the practice 
underscores again the role of the same mental capacity in solving problems 
in various human productions that constitute cognition and culture. Thus, 
recursion is far from being an exclusive peculiarity of language or UG 
(Lieberman 2012). As a matter of fact, it reflects how the mind works. Chris-
tiansen and Chater (2015) argue that this strategy must have “piggyback[ed] 
on domain- general sequence learning abilities” (11) that hominines evolved 
before the emergence of language; nonhuman primates are apparently not 
capable of it, at least not to the same extent as humans. Language “is sub-
served by the same neural mechanisms as used for sequence processing” (5).

That the material used in a particular technology acts as a constraint finds 
evidence in some differences between spoken and sign languages. Since sign 
languages use hands as articulators, which are larger than speech organs and 
are used in a much larger space, communication would be much slower if 
they were structured in a strictly linear way. Signers take advantage of the 
tridimensional space in which the hands move and can incorporate several 
kinds of information into one signed word. Thus, multiword English expres-
sions, such as rapidly slither up/down or slowly wiggle one’s way, can be 
signed in single words. This peculiarity of sign languages, known as incor-
poration, enables signing to be as fast as speech. As a matter of fact, I con-
tend in Mufwene (2013a) that phonology and morphology are conflated into 
one module in signed languages, without losing the particularity of duality 
of patterning, which Hockett (1959) invoked as typical of human languages.

Duality of patterning, which Martinet (1960) identified as “double artic-
ulation,” is a misnomer for the fact that in a spoken language words can be 
broken down into meaningless sounds, composite words into morphemes, 
phrases into words, sentences into phrases, and so on. Duality is a misno-
mer for what turns out to be several levels, not just two, in a hierarchical 
structure. On each level, the smaller, lower- level units make it possible to dif-
ferentiate two sequences that could otherwise be confused— for instance, 
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the contrast between /t/ and /p/ in the words tear versus pear/pair or that 
enabled by the suffixes {- d} and {- z} in the pair legged versus legs or the op-
position permitted by top and leg in tabletop versus table leg. Sign languages 
still exhibit similar contrasts, on different levels, even if one does not posit a 
phonological module that is distinct from a morphological one. The small-
est unanalyzable units in sign languages are not meaningless and are indeed 
fewer in number than in the phonetic inventory of a spoken language. Along 
with the more numerous complex units, they correspond to morphemes in 
spoken languages.

The material- related constraints invoked here regarding how one can 
package information in language are indeed reminiscent of those one can 
observe in other cultural domains. For instance, how one can produce a chair 
varies depending on whether the material used is natural wood, wicker, plas-
tic, or metal. Likewise, how one plays the American national anthem varies 
depending on the specific instrument used, such as the flute as opposed to 
the saxophone or the piano, just like its vocal production varies depending 
on whether the singer is an alto or soprano (and in this respect interindi-
vidual variation in the specifics of the buccopharyngeal structure of the sing-
ers is a relevant factor). The shapes of dwellings have changed significantly 
from the primordial constructions with tree branches and leaves, through 
mud- wall and thatched-roof houses, all the way to brick constructions and 
steel and glass skyscrapers. Even the choice of logs, bricks, or stones alone 
as materials for walls imposes different constraints on the latitude that the 
builder has regarding the shape of a house. These examples all provide evi-
dence for arguing that languages are technologies, and their grammars are 
in some ways consequences of the specific materials used to package infor-
mation, viz., sounds or manual signs.

The study of the emergence of language as communication technology 
entails focusing on how the technology evolved, through successive exapta-
tions of the anatomy and of current structures, driven by increasing ecologi-
cal pressures for more and more complex communication permitting the 
higher- fidelity transmission of information.

some conjectures on the Phylogenetic emergence 
of language as communication technology
What I present below is very much inspired by how children learn language, 
though I do not subscribe to the position that ontogeny recapitulates 
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phylogeny. I hypothesized in Mufwene (2013a) that the initial steps in the 
phylogenetic emergence of language must have involved naming individ-
uals (persons and animals), entities, activities, and states/conditions. This 
behavior is the closest to pointing, which, according to Tomasello (2008), 
distinguishes us from other animals, including nonhuman primates.

Naming may actually have scaffolded on pointing, which is linked to 
joint attention. It certainly constituted an important advance over pointing 
because it enabled our hominine ancestors to refer to individuals, entities, 
and so on that are not present, including those in the past, if the situation 
prompted memories. Later, it enabled modern humans to identify imaginary 
entities and activities, such as in myths. It played a central role in the devel-
opment of narratives.

The naming of common objects, activities, events, and states/conditions 
(e.g., ax, motion, dance, strong, and strength), which differ from proper names 
in that they do not single out individuals that are unique in our universe of 
knowledge or socialization, is also associated with another milestone. This 
is the ability to lump in the same category instances of kinds of objects, 
events, activities, states/conditions, or behaviors that are similar (though not 
necessarily identical). This capacity to categorize and structure the universe 
of experience or knowledge definitely goes beyond the ability to individuate 
entities singled out by pointing. It marks the emergence of common nouns, 
with which, as one can imagine, a speaker could not specify reference effi-
ciently without, for instance, demonstratives, articles, quantifiers, or gram-
matical number markers (e.g., this/that boy, a boy, the boy, boys, the boys, 
those boys, and boy as in Boy meets girl). Attention to referents could thus be 
directed less vaguely. The addressee would therefore know whether the 
speaker was speaking about one token or a plurality, whether the referents 
were supposed known (thus definite) or unknown (viz., indefinite) to the in-
terlocutor, whether reference was being made generically (as in boy meets 
girl), or to a whole denotational class (e.g., The lion is king of the jungle), and 
so forth. Some languages even use noun class markers (e.g., in Bantu) or nu-
meral classifiers (e.g., in Chinese) to do part of the job. The development of 
all these strategies improved hominines’ capacity to communicate about 
their universes of experience or knowledge in various ways that are more in-
formative, especially when the referents are not present.

Cross- linguistic differences between strategies of establishing reference 
(not only between languages such as English and French, which both use ar-
ticles, but also between languages that use articles, those that use noun class 
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markers, and those that use numeral classifiers) highlight again the cultural 
dimension of the emergence and evolution of languages. Different popula-
tions did not solve the communication problem in identical ways any more 
than they behave identically or assume the same beliefs about the world.

Although naming did not displace pointing, which can still disambigu-
ate reference or establish reference in the present (in case one does not re-
member the name), it started what Hockett (1959) called displacement, which 
is the ability to refer to or communicate about what is not present. Contrary 
to the way linguists explain the architecture of spoken language, with 
phonetic sounds as the basic physical units, it is apparently naming, thus 
words, that drove the evolution of phonetic systems (Mufwene 2013a). As 
the hominines’ cognitive capacity and their need to communicate grew, 
pressure increased to expand the vocabulary needed to name various 
things, activities, events, conditions, attitudes, dispositions, and more.

The need to clearly distinguish one word from another (by the relation 
that Saussure [2016] identified as “opposition”) and to avoid repeating the 
same syllable over and over in long words exerted internal ecological pres-
sure to expand the phonetic inventory by producing more sounds. One can 
definitely expand one’s vocabulary more significantly, say, with fifteen dif-
ferent sounds than with just five sounds. It also appears that Rousseau (1755) 
was not mistaken in speculating that consonants were produced to make 
speech more fluid than if we spoke with vowels only. They apparently make 
it easier to transition from one syllabic peak (typically a vowel) to another 
and to distinguish words from one another perceptually.

I submit that naming fostered the emergence of digital vocalizations, 
which hominines share only with songbirds, though the latter have capital-
ized on what corresponds to prosody (tones or melody) in human speech. 
Digital vocalization is indeed what speech is, whereas other animals have 
only continuous and holistic ones. (See, e.g., Fitch 2010.) The digitization of 
vocalizations made it possible to accomplish syllabic variegation (MacNeilage 
2008) and thus to produce words even longer than two syllables without re-
peating the same syllables. Human digital vocal communication is more 
productive than birdsong. It makes it possible for populations to produce as 
much vocabulary as they need with only a limited inventory of phonetic 
sounds (15– 85), which they combine in some conventional, culture- specific 
ways in sequences of variable lengths.

This is also when it becomes obvious that it takes more than the ana-
tomical capacity for digital vocalization to speak. As long pointed out by 
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Darwin (1871), parrots can mimic speech but do not speak in the sense of 
providing original information to others, because they are not endowed 
with the mind or mental capacity that drove the phylogenetic emergence of 
spoken language. If one factors in the fact that parrots do not even use the 
same organs as humans in mimicking speech, it becomes more evident that 
if humans had the same organs as parrots, they would still be able to pro-
duce speech and spoken language, provided they were endowed with a 
mind that enabled the emergence of the latter. Part of the evidence for the 
critical role of the mind in the emergence and evolution of language also 
lies in the fact that humans who cannot produce speech have developed 
signing, which can communicate information as richly and explicitly as 
speech. Additional, though negative, evidence comes from the fact that par-
rots that mimic speech do not use it to communicate with each other. It 
does not serve their natural communicative needs. Though one might sus-
pect it would endow them with the capacity to communicate as richly as 
humans do, their minds do not appear to perceive the benefit of adopting a 
language made by others. Humans naturally become multilingual and use 
additional language(s) with people of the same ethnolinguistic background 
often because of some communicative advantages they derive from the pro-
cess. For instance, some scholars feel more comfortable discussing aca-
demic subject matters in their language of scholarship when it is different 
from their native vernacular.

As the hominine cognition and representation of the universe became 
more complex, involving several relations, it exerted more ecological pres-
sure for the emergence of predication. The reason is that one directs the at-
tention of one’s interlocutors to individuals, entities, events, and more not 
just for their own sake but to convey information about them, about oneself, 
about them and oneself, or about them and others. I submit that predication 
was the next step in the emergence of language as technology to communi-
cate about one’s universe of experience or knowledge. From there on, most 
utterances other than imperatives would consist of arguments interpreted 
as agents or patients and of predicates.

The cultural dimension in this case lies in whether the syntax of a lan-
guage imposes a strict Noun/Verb distinction, with only verbs allowed to 
head predicate phrases (as in English), or has a more permissive system (as 
in Mandarin or the Kwa languages of West Africa), in which even adjectives 
and prepositions can also head a predicate phrase. Thus, one does not have 
to say ‘John is mad’ or Jean est fou (in French) but Jan mad (in an English 
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Figure 9.1. Sketch of the different evolutionary stages involved in the phylogenetic emergence  
of language.

Creole). Culture bears on every mechanical and structural aspect of language 
because, as noted above, the mind availed different populations differing op-
tions in the ways they could solve their communication problems. Assum-
ing polygenesis, cultural differences subsume typological variation among 
the world’s languages, though it is another story to demonstrate whether 
polygenesis is the fundamental reason for linguistic diversity.

Expanded/rewired brain 
thanks to the emergence of 

a thicker cortical layer! 

An increased/improved 
cognitive capacity and 
more complex social 

organization! 

Pressure to share 
knowledge more explicitly 

and efficiently! 

Bipedalism and 
concurrent reshaping 

of the 
buccopharyngeal 

structure! 

The brain/mind co-opts the capacity to 
produce holistic animal vocalizations for the 

production of phonetic sounds. 

The hominine buccopharyngeal structure 
facilitates the process. 

Pressure for naming, under increasing 
knowledge, expands the phonetic inventory 

toward the expansion of the vocabulary. 

Pressure to be more informative prompts 
predication, which introduces lexical 

categories, strategies for specifying reference 
for the arguments (nouns), and strategies for 

situating events in time. 
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Predication brought with it pressure for more informative communica-
tion, such as specifying reference for the arguments and situating activities/
events and states/conditions in time. As suggested above, within certain 
ranges of variation, different populations developed culture- specific strate-
gies for specifying reference (through markers of number, gender, definite-
ness, etc.), specifying time (through markers of tense and aspect), and for 
establishing a degree of responsibility regarding the veracity of the informa-
tion communicated (through mood distinctions).

The need to collaborate with one’s cohorts also exerted pressure to dis-
tinguish statements from commands and from requests for information (i.e., 
questions). Appropriate strategies have been developed in all human lan-
guages to meet all these communication needs, although the details of their 
implementation vary from one population to another, which underscores the 
cultural aspects of languages as technologies. That is, while the mind that 
drove the evolution of language reflects particular stages and trajectories in 
biological evolution that distinguish us from other animals, it leaves plenty 
of room for variation from one population to another, just like between in-
dividuals, in the way they solve problems.

While all modern specimens of Homo sapiens represent apparently the 
same biological evolutionary stage, they have often followed separate evolu-
tionary trajectories. From the point of view of culture, they have developed 
different ways of responding to their natural ecologies, different patterns of 
behaving with one another, different social organizations, different belief sys-
tems, and of course different communication conventions. A noteworthy 
consequence of this evolution that exhibits both commonalities and diver-
gences is the clear distinction in the grammatical behaviors of nouns (as pro-
totypical arguments) and verbs (as prototypical predicates) in virtually all 
human languages. As noted above, there is some variation regarding prepo-
sitions and adjectives, which can also function predicatively in some languages 
(though they are distinguished from verbs) when they exist as grammatical 
categories distinct from nouns and verbs. However, it is less clear when 
and how these categories emerged.9

As the hominine cognitive capacity increased and improved and social 
organization became more complex (always in ways that vary from one pop-
ulation/culture to another), therefore increasing communication needs, 
ecological pressures also increased for languages that are more and more 
complex, with larger vocabularies (as noted above) and with longer and more 
complex utterances.10 Practicality would have dictated working economi-
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cally, resorting to, for instance, recursion, made possible by the duality of 
patterning, to generate longer and more complex utterances. Beyond basic 
words, where recursion is limited to concatenation, the strategy works in con-
junction with constituent structure (what others may call “construction”), 
which facilitates processing in a vocal medium that is strictly linear.

As explained above, recursion is not so much a unique characteristic of 
human languages as it is a reflection of the way human minds work in solv-
ing problems economically. At the level of clauses embedded within each 
other, this observation corroborates Corballis’s (2011) position that recur-
sion reflects hominines’ capacity to travel mentally, such as being able to con-
nect events that did not take place at the same time or to embed one event in 
another event. This is all consistent with the capacity for displacement (Hock-
ett 1959), which every modern language satisfies. As usual, there are cul-
tural differences in the ways the characteristic is implemented. Thus, 
serializing languages do not operate exactly like languages that resort to sub-
ordination in the way they expand sentences to express more complicated 
ideas. While in the former languages one would say something correspond-
ing to John swim cross the river, the French alternative is Jean a traversé la 
rivière en nageant (literally, ‘John crossed the river by swimming’) for the 
English John swam across the river. The same meaning is expressed through 
different syntactic strategies. So far there is no explanation other than cul-
tural arbitrariness for why different populations do not settle on one strat-
egy for the same function, although they use minds at comparably the same 
stage of evolution.

generative entrenchment and scaffolding  
in the emergence of language
There is much more to explain regarding the emergence of the architecture 
of languages, although I admit to having no clues yet about some aspects of 
this. Progress in the scholarship on language typology may better inform our 
speculations about the incremental evolutionary trajectories of modern lan-
guages. The evidence for my speculations is both indirect (as also confirmed 
recently by Hillert [2015]) and language- internal. We learn languages incre-
mentally, starting with the most fundamental things (typically, naming and 
then very simple sentences), and there are structures that appear to have 
evolved from others (Mufwene 2013a). What I would like to underscore be-
low is the significance of Wimsatt’s (2000) Generative Entrenchment (GE) 
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and Wimsatt and Griesemer’s (2007) (Self- ) Scaffolding throughout this 
protracted evolution. The former notion has to do with the incremental 
way complex structures emerge, by building new structures upon older 
ones, in such a way that the later ones could in fact collapse or cease to 
operate if the older ones were removed. Although Wimsatt explains GE 
best with material technology (as do, for instance, Michel Janssen and 
Gilbert B. Tostevin in this book), one can actually invoke the way humans 
develop knowledge in different domains, with the later additions grafted 
onto what is already known and becomes more entrenched and necessary. 
For instance, in algebra, one learns the more complex equations based on 
an understanding of the simpler ones. One must understand (a × b)2 be-
fore understanding ((a × b)2 × c)2. Scaffolding has to do with the support 
that earlier structures provide in the development of new structures. I ex-
plain below how both notions applied in the phylogenetic emergence of 
language.

Starting with GE, vocalizations had already been in use among all mam-
mals and other animals for communication. Hominines just made them 
more generative and productive by digitizing them (during the initial nam-
ing practices), introducing more functional variegation (MacNeilage 2008), 
and resorting to some syntax (which starts indeed at the level of phonology, 
the syntax of sounds) to produce exponentially larger vocabularies and lon-
ger utterances from limited inventories of sounds. Typological variation 
among languages around the world shows that, past a critical mass of con-
sonants and vowels, what matters is really what combinatorial conventions 
different populations develop to generate various words and utterances. Re-
cursion appears to be an initial implementation of GE in that speakers reuse 
structures already in place to produce larger ones. Various ways of expand-
ing structures in language seem to illustrate this, such as in preposition 
phrases (e.g., the book on the coffee table in my house in Hyde Park in Chi-
cago) and in relative clauses (e.g., the dog that chased the cat that ran after 
the mouse that ate the cheese).

What is particularly noteworthy in cases of structural innovations, as is 
evident from the scholarship on grammaticalization, is the extent to which 
the novel creations are constrained by extant structures. For instance, using 
go as a future auxiliary in English is constrained by how it is used as a mo-
tion verb— namely, in the progressive to express a process, in combination 
with an auxiliary be, which is required by the less verby nature of the pro-
gressive form. Because it has its own auxiliary and only one auxiliary can be 
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inverted in questions or precede a negation marker (e.g., not or never), only be 
can participate in these syntactic rules but not the present participle going 
(thus, Is he going to write? but not *Is going he to write?). It is only after satis-
fying these constraints that going as a marker of future can develop the pe-
culiarities that distinguish it from the motion going to— for instance, the fact 
that this construction can contract into gonna or even gon in some dialects 
(He’s gonna write but not *He’s gonna town). These developments are made 
possible by the fact that, as a semantic modifier/auxiliary, going bears weak 
stress. Its grammaticalization into an auxiliary verb also prevents it from 
combining with the preposition from, which also suggests that the to it com-
bines with is a complementizer but not a preposition anymore. Throughout 
this evolution, GE has imposed on the semi- auxiliary going a syntactic frame 
that restricts the modifications that its grammaticalized usage can undergo 

Figure 9.2. Different evolutionary stages in the grammaticalization of the verb go as a semi- 
auxiliary verb for future tense.

The verb go is co-opted in the progressive construction to express the FUTURE tense 
when its DIRECTION complement is a verb, as in He is going to write. 

�27 
However, unlike other auxiliary verbs, it still behaves in some ways as the MOTION

verb, thus as a main verb, inflected in the progressive, although to does not 
function as a preposition any more. To has been reanalyzed as a complementizer. 

Also the form going combines with the copula/auxiliary be, which can combine 
with the negation marker not and can be inverted with the subject in question. 

Thus, he is not going to write but not *he is going not to write. 

�37 
On the other hand, like other auxiliary verbs and unlike the MOTION verb in the 

progressive, the semi-auxiliary going can be coalesced with to into gonna, which 
can be reduced to gon in some dialects, such as African American English. In this 

respect, it behaves like other auxiliary verbs, for instance, will not ➔ won't. 

r 
Throughout these processes, the basic syntax of the 

semi-auxiliary go remains that of the MOTION verb go, 
which constrains its overall evolution, as predicted by 

scaffolding! 
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(thus Is he going to/gonna/gon write? but not *Going he to write? or *Gon(na) 
he write?).

Particularly noteworthy in the evolution of language is the fact that the 
addition of new elements is supported by extant structures, though it pro-
ceeds in an ad hoc fashion, depending on the particular needs that arise at 
particular points in time. For instance, although they need a technical meta-
language (which may include complex, nontransparent formulae), scholars 
still have to write their prose according to the syntax of the schooled layper-
son’s language. Things happen this way simply because it is less costly to make 
ad hoc adjustments to a system than to redesign it from scratch.

The above discussion also illustrates self- scaffolding. From a physical 
point of view, speech is scaffolded on hominines’ innate capacity for vocal-
izations. We co- opted our masticatory organs to diversify our vocalizations 
and to introduce syllabic variegation. We also domesticated our breathing 
patterns in the process. This makes speech a very inexpensive technology, 
which proceeded by exaptation without having to resort to any anatomical 
organ that hominines did not already use for some other vital function. Once 
we were able to produce words and increase the vocabulary, the foundation 
of syntax as combinations of words into longer utterances were laid. That is, 
syntax as a consequence of using a technology that can be produced only lin-
early started within the vocabulary. This consists of words, which are 
formed from constrained combinations of sounds and can be distinguished 
from other recombinations of sounds even if exactly the same sounds and 
numbers thereof are used. For instance, it is because the same sounds are 
combined differently that one can tell pit from tip or dog from god. These 
contrasts instantiate the same principle used in syntax, at the level of com-
binations of words and of phrases, between Paul loves Mary and Mary loves 
Paul and between the dog chased the cat and the cat chased the dog. The 
duality of patterning is thus a consequence of the self- scaffolding of the 
possibility of combining units into larger ones. Recursion, illustrated above, 
is a special case of this.

It does not look like a dedicated language organ, rather than a general- 
purpose mind, was needed for this particular evolution of communication 
systems in the hominine species. What distinguishes us from other animals 
is a mind capable of solving problems at a low cost, by exaptation, drawing 
on available resources that could be adapted for new functions quite differ-
ent from their original ones. The structural complexity of languages (such 
as in the strategies for specifying reference, using a complement clause where 
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a noun would function as an object and using a relative clause to modify a 
noun) appears to have emerged incrementally, thanks to new adaptations that 
were not anticipated at the earliest stages but were needed later on to match 
hominines’ increasing mental and cognitive capacities. I have, of course, not 
articulated all the details of the relevant evolutionary processes. These re-
main part of the research program I am engaged in.

conclusion
The emergence of language is undoubtedly the outcome of a particular bio-
logical evolutionary trajectory that hominines do not share with other ani-
mals. Hominines evolved anatomical peculiarities that their more powerful 
mental capacity could co- opt conveniently for linguistic communication. 
These include the particular shape of their buccopharyngeal structure with 
a permanently descended larynx (pushed down by a descended tongue root) 
and bipedalism, which freed their more agile hands for doing other things 
with them even while in motion. The range of things that the hands could 
be exapted for (that is, for functions other than grabbing objects) includes 
signing.11

However, variation in the ways that different populations have structured 
their respective languages highlights the cultural dimension of this partic-
ular technological evolution. Although the basic communication pressures 
were presumably very similar across hominine populations, their language- 
ready minds left plenty of room for variation in the details of the architec-
ture of the languages they developed. Thus, it does not matter whether a 
population uses a verb at the beginning or at the end of a sentence, or in some 
position inside; whether it relies on case markers (as in Latin) or postposi-
tions (as in Korean) to make explicit the syntactic functions of nouns or re-
lies only on word order (as in English); or whether the modifying phrase 
(e.g., an adjective phrase or relative clause) precedes or follows the head noun, 
and so on. Such variation is comparable to some populations keeping left on 
the road, whereas others keep right, or different populations using differing 
keyboards then on their typewriters and now on their computers.

It is not so much that there was a cultural evolution that differed from 
biological evolution; it is that, like mutations, alternative innovations by the 
mind and reproductions of these by untutored learning (driven by observa-
tion and inference) account for why the “transmission” of cultural phenom-
ena proceeds differently from that of biological materials.
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To be sure, one can argue that biological reproduction is not entirely 
faithful because the genes from the same pool are recombined variably in 
ways that make every offspring unique. However, in the case of language, as 
in other cultural domains, it is difficult to identify an elemental unit com-
parable to a gene, despite common invocations of memes in cultural evolu-
tion. Memes are of different sizes, depending on what one learns. Some of 
them are really complex. They are not reproduced faithfully from one com-
municator to another, especially in the case of sounds and meanings.

Institutional attempts to standardize the grammars and vocabularies of 
languages, thus to reduce if not eliminate variation, are unnatural, although 
they are helpful efforts to minimize instances of miscommunication. They 
also reflect how much political power some segments of a population (wish 
to) exert on others. Standardization in other cultural domains, such as in 
construction materials, facilitates cooperation, even though this takes addi-
tional economic and political dimensions.

Languages appear to be cultural phenomena like many others that dis-
tinguish humans from other animals, but their evolution need not be seen 
as independent of or excluding biological evolution. A question that arises 
at this point is the following: Does “cultural evolution” mean ‘an evolution 
that proceeds differently from biological evolution’ or ‘evolution as it applies 
to cultural phenomena’? Could there not be just one notion of evolution (in-
terpreted as ‘change in heritable traits’ or ‘gradual directional change’) 
whose specifics vary depending on what it applies to? I favor the latter 
interpretation.

notes
I am grateful to Alan Love and Bill Wimsatt for very constructive and de-
tailed feedback on the first draft of this chapter. I alone am responsible for 
all the remaining shortcomings.
 1. Note that this literature has capitalized on animal biology, for which 
transmission is vertical and unidirectional and a consequence of mating be-
tween two partners. It has generally not considered virology, in which hori-
zontal transmission and polyploidy are typical. This is actually what language 
evolution should be compared with (Mufwene 2001, 2008). Thus, speed of 
evolution is not an issue anymore; nor is the question of whether the con-
cept of transmission really applies to culture too (e.g., Fracchia and Lewon-
tin 1999). The answer is that, while transmission is enabled by mating in 
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animal biology, it is made possible by interactions and learning in the case 
of culture.
 2. Throughout this chapter I will refer alternately to language and to 
languages. In the former case, I direct attention to the essence or common 
properties of languages but not necessarily to a disputable common primor-
dial language or protolanguage, whereas in the latter case I intend to con-
jure up the diversity that occurs among them, which deserves just as much 
attention. I discuss the relevant issues in the body of the chapter.
 3. I elaborate on this process in part 5.
 4. In this chapter I will often invoke the mind where others may invoke 
the brain or cognitive capacity/structure to account for the emergence of lan-
guage in mankind. I think of it as the condition of the brain in activity, 
when the neurons are interacting with each other and enable the bearer to 
be aware of his/her surroundings, to respond to stimuli and challenges, and 
to think and solve problems, among other things. This is close enough to 
Searle’s (2013) interpretation of it, from the point of view of consciousness 
as a central feature of the mind. It is not enough to invoke the brain because 
this may be dead and useless, as in corpses. I assume that cognitive capacity 
is a feature of the mind, while cognitive structure conjures up some organi-
zation, in which something can be integrated. I focus on the activity part of 
the brain, which can generate something new, such as concepts, systems, and 
of course language.
 5. In their own words: “This need not imply that Acheulean hominins 
were capable of manipulating a large number of symbols or generating com-
plex grammars. Our findings imply that simple forms of positive or nega-
tive reinforcement, or directing the attention of a learner to specific points 
(as was common in the gestural teaching condition), are considerably more 
successful in transmitting stone knapping than observation alone” (6).
 6. To be sure, some animals, including birds, resort to some technol-
ogy (in Brian Arthur’s sense) to solve problems, but not with as much diver-
sity, or with the same level of complexity, as folk technology among humans.
 7. Attempts by academies and political institutions to prescribe how 
particular populations should speak their languages or which particular 
languages or dialects they should speak (in particular situations) are very 
late developments in hominine evolution. They tell us more about how ef-
forts to control language evolution politically usually fail than about the 
ecological factors that influenced the phylogenetic emergence of language 
in mankind.
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 8. Identifying constituents correctly helps parse strings of words mean-
ingfully. For instance, in English, the conjunction and in the boy and the 
girl goes with the girl but does not form a constituent with the boy. The com-
bination *the boy and is ill- formed and harder to interpret without the fol-
lowing conjunct. In Latin, the suffix que ‘and’ combines with the second 
conjunct but not with the first: Maria Petrusque ‘Mary and Peter’ but not 
*Mariaque Petrus. In processing an English sentence, one must first distin-
guish the subject noun phrase from the verb phrase, regardless of how com-
plex either constituent is, before getting into their details. For instance, [The 
tall woman] [stood in the doorway] or [The tall woman in the red dress] [stood 
in the doorway] or [The tall woman] [stood with a defying look in the door-
way and summoned Paul], etc. Sentences are not always structured or parsed 
this way in all languages, consistent with the cultural dimension of language 
evolution.
 9. It is debatable whether some languages have adjectives at all. For in-
stance, Bantu languages use verbs or nominal modifying phrases connected 
to the head noun by a connective, where English uses an adjective. When an 
adjective- like item (of which there are very few) is used predicatively, its sta-
tus is as indeterminate as that of fun in such a function in English; one can-
not tell for sure whether it is an adjective or a noun in It was fun/a lot of fun/
more fun/?funner/?very fun. Also, according to some students of grammati-
calization (e.g., Heine and Kuteva 2007), prepositions have evolved from erst-
while nouns or verbs, but it is not evident that this is the case for all of them, 
let alone in all languages.
 10. I will dodge here the elusive issue of how to conceptualize complex-
ity in language, as it does not boil down to a system with more units (e.g., a 
larger phonetic inventory and vocabulary) and more rules. There is also the 
kind of complexity, more significant perhaps, that arises from the interac-
tions of the different units, rules, and modules of the architecture of a lan-
guage with one another (Mufwene, Coupé, and Pellegrino 2017).
 11. One can of course add clenching the hands into fists in aggression, 
or using the palm or back of the hand for the same purpose, and a host of 
other things that other animals cannot do (equally well) with their forelimbs.
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Despite the fact that language is just one among the many 
manifestations of a given culture, it is usually considered one of its core 
features. In particular, writing (i.e., the visual representation of language) is 
regarded as one of the crucial inventions in the history of humanity because 
it dramatically enhances communication potential and promotes persistent 
cultural memory. Even today, the advent of writing is commonly accepted 
as the dividing line between history and prehistory.1 The impact of writing 
is evident not only from the amount of data that philologists can recover 
from ancient inscriptions but also from the profound changes in cognition, 
society, and environment that it has brought about. In this sense, writing 
has been defined as a Kulturtechnik, which stresses the bond between its 
material representation, operative aspects, and transmission within a given 
cultural environment.2 Writing effectively extends cognitive facilities by 
allowing the externalization of previously embodied meaningful informa-
tion clusters in the form of linguistic symbols, which in turn can then be 
easily compared at a glance. For instance, the creation of indexes, catalogs, 
glosses in margins, or simple indentations may produce a superimposed 
hierarchy of sections, suggesting associations between chunks of text that 
would otherwise have no obvious relation to one another (see section 3). This 
quick nonlinear access to information is otherwise impossible in spoken 
language.3 In this way, writing assists in identifying associations, shaping 
thought, and intensifying the cognitive apparatus in a reciprocal feedback 
process, which can produce cascade effects on other techniques and fields of 
knowledge. For instance, records of empirical observations may lead to the 
creation of a formalized institutional calendar, which in turn allows for a 
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more precise management of environmental resources, as aptly demonstrated 
by the Mayas in Mesoamerica. This, in turn, can maximize production and 
thereby create a surplus, which encourages the development of structures for 
its management. Simultaneously, a more formally structured religious ideo-
logy seems to arise in response to the need for social stability generated by 
the productive system, which in Mesopotamia became increasingly asym-
metrical in terms of labor and access to resources.4 Going back to the im-
pact of writing on cultural evolution, it is important to stress that this 
technology makes access to information possible regardless of whether the 
encoder of the information is physically present. Contrary to what typically 
happens in modern societies, this information access has usually been re-
stricted to the social elite in antiquity. Nevertheless, under certain circum-
stances, writing could be displayed to a broadly illiterate audience to reaffirm 
the rank of those individuals within the social hierarchy who are able to ac-
cess that message.

Because writing can be perennial, or at least stable, over long periods of 
time in particular forms, it is perceived as magic, sacred, or even taboo in 
many ancient societies, and the people associated with it inherit these qual-
ities. As a consequence, writing is frequently invoked as a prime determi-
nant for cultural change in modern theories of cultural evolution. In their 
earliest formulation,5 these theories framed writing systems as originating 
and changing historically in a linear evolutionary sequence, beginning with 
a primitive stage based on the massive use of logography (i.e., word- signs) 
and progressing to a more “advanced” logosyllabic stage, followed by a fully 
developed alphabetic system, which is celebrated as the incarnation of West-
ern democracy and scientific advancement. This alphabetocentric (ethno-
centric) paradigm is nowadays obsolete due to advancements in several 
disciplines that intermingle with the study of writing (archaeology, history, 
philology, linguistics, semiotics, etc.), as well as clear counterexamples. (Writ-
ten Japanese, one of the most sophisticated writing systems presently used, 
did not hamper technological advancements or social achievements, despite 
the difficulty in learning the system). Nevertheless, even today, there is a cer-
tain bias in evaluating the potential expressed by the invention and adop-
tion of writing in ancient societies. This is no doubt due to the fact that people 
who study writing are (inevitably) literate; they are embedded in a deeply en-
trenched paradigm— the literate paradigm. After years of training, we take 
pride in using writing technology, just as ancient scribes certainly did. Hence, 
we tend to associate civilization with the use of writing— and barbarism with 
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its absence— regardless of stubborn facts to the contrary. The Incas, who did 
not read or write, were as civilized as the Mayas, who did read and write. 
For reasons possibly linked to overspecialization and lack of imagination, 
certain aspects and functions of writing are therefore overemphasized, 
whereas other aspects or functions are neglected. Most of the duties per-
formed by written records can be carried out by means of nonlinguistic 
symbolic systems and mnemonic devices. In addition, common misconcep-
tions about the nature of writing, as well as the lack of a commonly accepted 
definition of it, blur the overall picture. In this chapter I address some of the 
issues concerned with early writing, especially its connection with culture 
and environment. In my view, one of the most overlooked factors in the anal-
ysis of early writing is how writing systems emerged in particular environ-
ments. To encompass this, I shall treat writing both as a material and 
immaterial technology, beginning with a detailed account of the historical 
evidence and then proceeding to evaluate the environmental, technological, 
and conceptual dependencies of the writing technique.

scaffoldings for writing
In contrast to diffusion theories popular in the middle of the last century 
that assumed a single origin for writing, it appears that writing was inde-
pendently invented several times in history. Grammatologists (those involved 
in the study of writing systems) use the evocative term grammatogenesis (or 
grammatogeny) to label this process. Modern scholars recognize four pris-
tine (i.e., independently generated) grammatogenetical events that occurred 
in different cultures at different time periods and in distinct geographical 
contexts as the result of long incubations involving deep transformations in 
society and environment: (1) cuneiform script in southwestern Asia (~mid-
dle of the fourth millennium b.c.e.), (2) Egyptian hieroglyphic in northern 
Africa (~middle of the fourth millennium b.c.e.),6 early Chinese script in 
Central Asia (late thirteenth century b.c.e.), and (4) Mayan hieroglyphics in 
Mesoamerica (~fourth century b.c.e.). Other scripts, interesting in their own 
right, can be seen as derived products of cultural contact between literate 
and illiterate societies. For reasons of space and personal competence, these 
scripts are referred to only marginally in this chapter.7 The grammatogen-
esis of these pristine writing systems is not creation ex nihilo; they invari-
ably relate to other visual systems for storing information, such as calculi, 
numerical tags, and calendrical systems.
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Of the four writing systems, cuneiform represents the best case for ex-
ploring the emergence of writing and its implications for cultural develop-
ment, cognitive enhancement, social diversification, and environmental 
change. The available evidence is not only abundant but also covers the long 
period prior to the establishment of writing as the main technology for re-
cord keeping. Nevertheless, generalizations based on the cuneiform scenario 
are inherently risky. Writing is the product of a complex society and there-
fore is bound to a variety of intertwined factors standing in multilevel, su-
perimposed, and asymmetrical relationships with one another. The hunt for 
universals in writing systems, while feasible to some extent, especially in 
terms of structural features shared by any representational system, is sub-
ject to considerations of language, culture, technological changes, sociopo-
litical developments, and environmental context. These diverse considerations 
hamper the creation of models of writing as scaffolding for the establishment 
of complex urban societies.8 In this regard, it is worth noticing that writing 
is only one of several technological innovations that contributed to the emer-
gence of the so- called urban revolution in Mesopotamia.

The label urban revolution is clearly a misnomer because the “revolution” 
lasted for roughly one millennium, but it is partly justified by its profound 
impact on the subsequent modes of human interaction. By the beginning of 
the third millennium b.c.e., Uruk (modern Warka, in southern Iraq) was a 
metropolis of 2.5 to 5.5 square kilometers in size (including the lower town), 
approximately twice the size of classical Athens (fifth century b.c.e.) and only 
half the size of imperial Rome (first century a.d.).9 The city probably hosted 
forty thousand to fifty thousand people, an astonishing number, especially 
if compared with other settlements of this and subsequent periods. These fig-
ures, significant as they may be, only hint at the complexity that character-
ized urban life in the late fourth millennium b.c.e. The multiplicity of social 
niches attested to in both archaic written sources (especially the list of pro-
fessions; see section 5) and archaeological data (monumental complexes, resi-
dential quarters, iconographic motives, etc.) is an outcome of prolonged 
anthropic contact with a variegated landscape, whose cyclical fluctuations 
in terms of water regimes made possible the development of different strate-
gies for the exploitation of natural resources. The southern alluvium is an 
area rich in ecological diversity. The Tigris and Euphrates Rivers create a di-
verse landscape, alternating wetlands, marshes, steppe, plains, lagoons, seas, 
and wadis, as well as sandy and rocky desert.10 It is within this landscape 
that the early urban society first made language visible.
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Tokens and Clay Envelopes
As for Uruk’s technological background, we should consider the prehistoric 
developments that took place over a period of roughly five thousand years, 
from 8,500 to 3,500 b.c.e.11 Small clay objects, shaped in a number of differ-
ent ways, were found in several sites scattered over the whole area of south-
western Asia, from Iran to Turkey (Figure 10.1). These objects are referred to 
in modern literature as tokens. According to shape and other features, they 
may be classified into a threefold typology: simple tokens (shaped as disks, 
cones, spheres, and other basic geometric forms); derived simple tokens 
(simple geometric shapes but bearing one or two incisions);12 and complex 
tokens (shaped in elaborate ways, bearing several incisions, perforations, 
painting, or other modifications). Their archaeological context is mostly un-
clear, but they can be dated with some confidence to this long phase before 
the advent of writing.

Examples from the first category (i.e., simple tokens) appear roughly at 
the same time as the domestication of plants and animals by early settlers 
(roughly 8,000 b.c.e.). Derived simple tokens and complex tokens are found 
only much later (4,500 b.c.e. in Uruk and 3,500 b.c.e. in Susa and Syria). The 
interpretation of these objects is still debated. On the basis of later evidence 
(e.g., the system of the bullae, described below), it seems reasonable— albeit 
not provable— that simple tokens were used to count some sort of goods.13 
Assemblages of simple tokens might have been put in leather bags or some 
other sort of perishable container that leaves no trace in the archaeological 
record. In this case, besides being used as calculi, they might have served the 
same function of later bullae, which are hollow balls of clay used as enve-
lopes to enclose tokens. (They vary in size from a golf ball to a baseball.) Sev-
eral details concerning the function of these enigmatic objects are still 
debated. Apparently, we lack several pieces of the puzzle because strings 
could have been added to these artifacts to hang the bulla or attach other 
perishable additional parts carrying information.14

Clay envelopes first appear in Uruk and the surrounding region around 
3,500 b.c.e. and possibly slightly later in Susa (Iran).15 The surface of these 
artifacts is usually covered in its entirety with impressions of cylinder seals, 
which are administrative devices usually made of stone (a rare material in 
Uruk, as well as in the whole southern Mesopotamian area), carved with 
iconographical motifs. These artifacts were rolled on fresh lumps of clay used 
to seal bullae, jars, rooms, and (later) cuneiform tablets.16 Up to three different 
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seals might be present on a single bulla, each functioning as a sort of signa-
ture of an official or an individual in contact with the local administration. 
The aim was to guard against the falsification of an envelope’s content by cov-
ering the entire surface with impressions that are not easy to replicate, 
making any infraction evident.

The study of bullae is complicated by two factors. First, the total number 
of archaic bullae presently known is rather limited (roughly around 130 ex-
emplars). Second, the content of most of these objects is unknown, since mu-
seums are rightfully unwilling to damage these precious documents to look 
for tokens contained inside. Recently, noninvasive techniques (such as axial 
tomography) have reached the necessary resolution to allow for the nonin-
vasive study of bullae, but the data are still unpublished. Nevertheless, it 
seems clear that only simple tokens, or in a few cases derived simple tokens, 
feature inside the ancient clay envelopes. Derived simple tokens are few in 
number compared to the abundance of complex tokens. It seems therefore 
reasonable to conclude that complex tokens served a different function than 
simple tokens (e.g., complex tokens are possibly unrelated to accounting).17 
The situation is complicated by the fact that some complex tokens show strik-
ing similarities with protocuneiform signs found on actual tablets. Never-
theless, there is no correlation between the frequency of complex tokens and 
the frequency of the alleged corresponding signs. For instance, the sign for 
sheep (a circle with a cross in it) is exceedingly common on tablets, but the 
corresponding token is very rare. One may conclude that there was a shared 
set of symbols used by early accountants, but the system was fluid. More than 
one code was probably in use by different people involved (at various levels) 
in the early urban system.18

Returning to the features of bullae, it is remarkable that some of them 
show what appear to be numerical impressions on the surface, produced in 
a number of different ways, such as with tokens, fingers, or a reed stylus. The 
impressions on the outside may or may not correspond to the number of to-
kens contained inside the bulla. However, it is clear that these marks repre-
sent numbers, which are consonant with the metrological systems attested 
to on another type of document— namely, the numerical tablets found in 
Uruk, Susa, and Godin Tepe (western Iran on the Zagros Mountains, north 
of Susa), as well as with protocuneiform tablets of Uruk and Susa.19 These 
metrological impressions are not randomly placed on the bulla’s surface but 
instead respect some ordering principle, grouping numerical signs of the 
same kind in columns or lines. Keeping in mind that more than one code 



 W r iti ng i n Ea r ly M esopota mi a 401

could have been in use at a given time, it seems that the ancient accountants 
impressed numbers representing larger units first and then added impres-
sions for smaller units last. This implies an “advanced numerical syntax,”20 
which is impossible to express using simple tokens alone. One might even 
speculate that the need for clarifying this syntax in an environment where 
multiple codes operated brought about the practice of impressing numeri-
cal signs on the bulla’s surface.21 Alternatively, the impressions on the out-
side may serve to prevent (as much as possible) the necessity of breaking the 
artifact for inspection, at the same time obliterating its future validity. In 
other words, a quick look at the impressions on a bulla’s surface may have 
been sufficient to retrieve the information concerning its content, thus mak-
ing the bulla a “double document.”22 The existence of this syntax implies 
metrological standardization (still an ongoing process at this stage), as well 
as shared conventions that are transmitted within the frame of an incipient 
bureaucratic system.

From this short survey, we have seen that bullae are complex artifacts. 
Besides a clay envelope and tokens, they typically have seal impressions, nu-
merical impressions, and (in some cases) strings passing through them. Only 
the first two features (envelopes and tokens) in this list are necessary, but in 
most cases all of them are present in a given bulla. The proper relationship 
between these elements is hard to ascertain, but later evidence (e.g., sealed 
contracts from the late third millennium onward) suggests that at least some 
sealed bullae served as legal documents, binding two parties in a mutual 
agreement, or as receipts for goods (typically grain or cattle). In case of litiga-
tion, or simply when the contract expired, one of the parties could break the 
bulla and inspect the contents. This situation happened in antiquity because a 
number of bullae have been found broken in situ.

Insight into the functions of these complex artifacts can be gleaned by 
examining a much later bulla, dated to 1,400 b.c.e., from the site of Nuzi 
(Yorghan Tepe, northern Iraq).23 The document was found in a private house, 
together with a cuneiform tablet that sheds light on the use of this specific 
bulla, which contained forty- nine tokens. Both the bulla and the cuneiform 
tablet bear impressions from the same seal, as well as a cuneiform inscrip-
tion in Akkadian. The inscription on the bulla appears to be a shortened and 
perhaps complementary version of the more elaborate inscription on the tab-
let. The text mentions “49 sheep and goats belonging to Puhishenni, the son 
of Musapu, which were given over to the care of Ziqarru, the son of Shalliya, 
the shepherd.” It seems therefore that this clay envelope was part of a contract 
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between the literate owner of the flock and an illiterate shepherd, who was 
to pasture the animals in the surroundings of Nuzi for a period of several 
months. The tablet was meant to protect the owner (e.g., against loss or the 
substitution of animals with less valuable ones) and remained with him, 
whereas the bulla was meant to protect the shepherd (e.g., against possible 
accusation of theft). The envelope possibly traveled with him, but in this ex-
ceptional case was returned together with the flock.

Generalizations on the basis of this unique example are not possible, es-
pecially since the bulla itself is inscribed with a cuneiform inscription. 
Nonetheless, it is reasonable to assume that the prehistoric bullae from Uruk 
and other sites share at least the character of accounting documents, and 
some of them also potentially have a legal character. This may explain the 
practice of sealing the entire surface of these objects.24

Numerical Tablets: A Space for Counting, a Space for Thought
As noted, numerical impressions are a feature shared both by bullae and “nu-
merical tablets” that are mostly found in Uruk and Susa but also in other 
sites in Iran (Chogha Mish, Godin Tepe, Tepe Sialk), Iraq (Jemdet Nasr, 
Nineveh), and Syria (Mari, Nagar, Habuba Kabira, Jebel Aruda). Their proper 
dating is unclear, but the general consensus is that they probably appeared 
at the same time as the earliest bullae (3,500 b.c.e.) or possibly slightly later 
(3400 b.c.e.). The later dating is primarily dictated by reasons of convenience, 
as it is tempting to place bullae and numerical tablets in a linear “evolution” 
sequence, but the later dating finds some partial support in the stratigraphic 
evidence as well.25

It must be kept in mind, however, that bullae do not disappear with the 
advent of numerical tablets or with the rise of cuneiform documents, as 
proved by a bulla from Tepe Yahya roughly datable to 2,700 b.c.e.,26 an un-
provenanced Old Akkadian bulla (2,300– 2,200 b.c.e.),27 and the much later 
Nuzi bulla, dated to 1,400 b.c.e. (described above). The same holds true for 
simple tokens. A very recent find in Tushan (Ziyaret Tepe, southeastern Tur-
key) proves that these devices, first introduced in the eighth millennium 
b.c.e., were still in use in a provincial capital of the neo- Assyrian Empire to-
ward the middle of the first millennium b.c.e.28 Remarkably, several cunei-
form tablets were also unearthed there, proving that full- fledged writing and 
archaic accountability systems coexisted over millennia due to different lev-
els of literacy and bureaucratic demands, which implies that a variety of so-
cial niches were extant within the urban ecosystem.
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The label numerical tablets is motivated by the fact that only numerical 
impressions are found on these artifacts (i.e., they do not feature cuneiform 
signs). Similar to clay envelopes, their surface is usually covered with seal 
impressions. Contrary to bullae, tablets are not spherical and therefore can-
not contain tokens. Contrary to proper cuneiform tablets (from 3,300 b.c.e. 
on), numerical tablets imply only a limited literacy. This consideration may 
explain the use of abnormal repetitions of numerical signs otherwise usu-
ally bundled together on a bunch of numerical tablets from Jebel Aruda 
(northern Syria) and other sites in the North. But this explanatory approach 
may derive from our tendency to rigidly systematize the available data.29 It 
has been suggested that numerical tablets may serve the same function as 
bullae (albeit this is difficult to determine with certainty) but were more prac-
tical to produce in comparison to clay envelopes since they do not require 
shaping tokens or producing a spherical artifact. At Susa, some numerical 
tablets and bullae were found in the same room and even in the same con-
tainer.30 In addition, the same seal impressions are occasionally found on 
both tablets and bullae at both Uruk and Susa.31 It is therefore tempting to 
consider the idea that, at least in some cases, numerical tablets served the 
same function as the much later Nuzi tablet, found together with the bulla 
and having the same seal impression. Rather than being an “evolution” of 
bullae, numerical tablets may therefore have been part of a complementary 
system of accounting. In any case, one should allow that the system was flex-
ible: the absence of seal impressions on some documents suggests that they 
may have served a variety of different functions.

Although numerical tablets are not yet connected to spoken language, 
they represent an important step in the history of writing and, more gener-
ally, in the history of human cognition. Having two flat surfaces, they in-
herently arrange space into distinct parts: obverse, reverse, and edges. The 
information these tablets provide is thus embedded not only in the numeri-
cal signs per se but also in the position within the tablet where the signs oc-
cur. In other words, the writing space is semanticized. Interestingly, some 
numerical tablets also feature column division and arrangement into boxes 
(cases), which involved impressing lines on the surface.32 This feature appears 
in protocuneiform and later tablets where there is a fully developed writing 
system. The advantage of flat “rectangular” tablets over bullae is also one of 
storage space and ease of filing. We know little about the original archival 
context of Uruk documents. Early tags (i.e., small perforated tablets) may 
have been attached with a rope to baskets containing tablets or other items, 
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as is the case in later periods. We may also compare the practice of filing tab-
lets on shelves, attested to in Ebla (Tell Mardikh, Syria, ~2,400 b.c.e.). There, 
some tablets bear inscriptions on the edges and mention the period of time 
covered by the individual accounts. These indicators apparently served as la-
bels to quickly find documents within the archive, much like book titles in 
a modern library. Similar conventions had already manifested in a few nu-
merical tablets, bearing numerical impressions on the edge, with or without 
other impressions on the obverse and reverse, but with seal impressions on 
the tablet’s surface.

The interpretation of the numeric impressions is unclear, but it seems that 
the numbers on the edges are not sums of the numbers on the obverse or 
reverse. This tentative explanation may be true since in the earliest stages of 
protowriting the information space extends beyond the physical limits of the 
individual documents, allowing a mapping of textual groups and navigation 
within a possible archive. Whether or not this is operative already in Uruk 
is hard to say, but at least from the middle of the third millennium b.c.e., 
this appears to be the case.

These different forms of structuring information open up important cog-
nitive possibilities. Access to data is not only effective but allows for quick 
comparison between various meaningful segments of information. The in-
dexing in this archaic period ultimately resided in the decoder’s mind.33 For 
instance, parallel textual sections belonging to multiple texts can be easily 
compared, evaluating similarities and differences. Even though this process 
can be replicated in an illiterate society by committing the storage of infor-
mation to mnemonic systems and nonlinguistic devices, the effort and time 
required make the task difficult to the point of being exceedingly impracti-
cal. In this regard, writing (even protowriting) works as a catalyzing agent 
for the cognitive process, scaffolding the organization of ideas in ways that 
are otherwise impossible for spoken language.

the first signs
Shortly after the middle of the fourth millennium, more complex tablets ap-
peared in Uruk (southern Iraq), Susa (eastern Iran), and Nagar (Tell Brak, 
northern Syria). These artifacts have been labeled logonumeric (or numer-
oideographic) tablets to stress the fact that they bear only one or two signs 
associated with numbers.34 The signs presumably denote the items counted 
or perhaps refer to the individuals (or institutions) involved in the movement 
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of goods. Some logonumeric tablets bear cylinder seal impressions. Whereas 
the signs in both Uruk and Susa tablets make use of the same formal con-
ventions found on later tablets (e.g., signs depicting quadrupeds render the 
animal head only), the two Nagar tablets seem to use a different convention, 
representing whole animals.35 This practice is most probably explained as a 
local deviation from southern standards; it reflects the fluid situation that 
characterizes early writing in the vast area of the ancient Near East.36

If we focus on differences in representational convention, one notes that 
numerical signs in Uruk are placed in front of the signs they refer to, whereas 
the opposite happens in Susa. Yet in both cases, the sign repertoire provided 
by the logonumeric tablets is rather limited. Nevertheless, it appears that 
already in this early stage of script development, nonpictographic (or non-
iconic, but possibly indexical) signs were introduced side by side with pic-
tographic ones (e.g., signs representing jars, plants, birds, or body parts). 
One must be careful in this respect, though, because we may be unable to 
identify the right referents of ancient items due to cultural distance. Despite 
this caution, there is a clear tendency that suggests an intellectual effort to 
create conventions and possibly to borrow or adapt preexisting elements of 
the fluid symbolic systems discussed above.

Besides logonumeric tablets, roughly eighteen hundred protocuneiform 
tablets (including fragments) have been found in Uruk. Each is inscribed with 
several signs and usually framed in a set of several boxes (cases). These are 
the most archaic tablets presently known. They are labeled Uruk IV, from 
the name of the archaeological level of the site, and can be dated to approxi-
mately 3,300 b.c.e. A second, larger group (roughly forty- five hundred texts 
and fragments), labeled Uruk III, is dated to around 3,100– 2,900 b.c.e. Un-
like Uruk IV tablets, Uruk III tablets stem from many sites in southern Mes-
opotamia (Eshnunna, Kish, Larsa, Umma, Jemdet Nasr, Tell Uqair, Ur) and 
show a rather quick diffusion of the writing technology. The signs on proto-
cuneiform tablets are arranged in rectangular cases (or boxes). Each case 
contains an administrative entry, composed by numerals, logograms (word- 
signs), or both. Within each case, numerals are grouped together in formal-
ized sequences, respecting older conventions already found in bullae, whereas 
logograms (word- signs) are freely placed. That means that there is no “gram-
matical” order if two or more signs are present within the same case; this 
must be supplied by the decoder. The textual cases vary in size, but their 
mutual position is not random. Depending on tablet format, the division 
into columns and subcolumns allows the decoder to retrieve information 
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on the relationship between the content of a given box and those that it sur-
rounds. The writing space is thus semanticized into units that may relate to 
one another, such as in the case of balanced accounts or in texts showing 
rather elaborate summations.

This spatial syntax was already present in the numeric tablets, but it 
lacked the systematization found on Uruk IV and Uruk III tablets. Intrigu-
ingly, the dissemination of this writing technology corresponds to the end 
of the Uruk phenomenon. Contemporary to Uruk III in Susiana, an entirely 
different system was conceived (proto- Elamite). It is mostly undeciphered be-
cause it died out shortly after its introduction. The proper archaeologi-
cal context of most of the tablets from Uruk is both unclear— because the 
original excavators were not yet aware of stratigraphic methods— and 
disturbed— because they were found in dump areas. In addition, the con-
tent of protocuneiform texts is partly opaque to us due to their archaism. 
Regardless, it is clear that the documents fall into two distinct categories: 
administrative texts and lexical lists. Most documents belong to the former 
category,37 which includes records of various kinds of commodities in rela-
tion to individuals and institutions, whereas lexical lists are documents list-
ing thousands of words, mostly thematically organized: animals, cities, fish, 
food items, professions, metals, plants, vessels, garments, and wood objects 
(inter alia). On the basis of this evidence, there is little doubt that writing in 
Mesopotamia emerged in response to practical needs— namely, to keep 
track of the goods produced and moved within the early state.

some reflections on the use of writing  
and its cognitive imPlications
Lexical lists have often been described as the prime tool for the transmis-
sion of scribal knowledge.38 Their great authority is evident from the fact that 
these documents were copied over and over again for centuries, with only 
minimal deviations from the original. The archaic list of professions is al-
ready attested to in Uruk IV (3,300 b.c.e.) and spread from there to most of 
the Mesopotamian world. It was still copied in Nippur, the most prestigious 
center for scribal education at that time, in the very heart of Babylonia, around 
1,800 b.c.e. Despite the fact that lexical lists do not contain the totality of 
cuneiform signs observable in the documents of a given period, it is clear 
that they contributed to the stability and perpetuation of the writing system. 
This facilitated scribes in learning how to produce well- formed and meaning-
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ful signs, but it also had cognitive implications. Lexical lists promoted fram-
ing concepts within a visual, symbolic representation system. To some extent, 
cuneiform writing inherently generates a taxonomy, which in turn stimu-
lates intellectual reflection on the world as perceived through the prism of 
written language. Lists are thus a new way of looking at the world, ordering 
reality into fixed architectures upon which scribal knowledge is structured.

This willingness to classify and order the cosmos is also evident in the 
effort to establish standards for weights and measures— a crucial concern of 
any administration. This segmentation of reality into discrete units (an early 
“digitalization process”) led to the artificial division of a day into twenty- 
four hours and a month into thirty days. Administrative time was born. This 
was essential to calculate things such as the workforce needed and the grain 
rations to be disbursed for construction work or some similar task, as pos-
sibly recorded on several Uruk tablets. The metrology of these archaic texts 
is indeed rather intricate. Several systems were in use at the same time, de-
pending on what was being counted. Besides area and time measures, one 
finds two different sexagesimal systems used to count dairy products and tex-
tiles, on the one hand, and dead animals and jars, on the other. Two bisexa-
gesimal systems were used to count different grain products, cheese, and fish 
disbursed as rations. As for the cognitive implication of this standardization, 
it seems relevant here that “slaves” appear to be treated according to the same 
metrological conventions that apply to animals. They are also represented 
on cylinder seal motifs.

Despite the fact that this practice is primarily bureaucratic in nature, 
there is little doubt that it contributed to the mental process of self- 
identification within the literate part of society in terms of a contrast with 
its subordinate. The emergence of writing is of little impact in promoting em-
pathy as a structural feature of cooperative behavior, except perhaps among 
those who share the technology.39 Instead, the application of this technol-
ogy seems to stimulate social stratification, especially in terms of the enslave-
ment of foreign people, which Lévi- Strauss had already concluded for 
cultures in South America.40 In his words:

Si mon hypothèse est exacte, il faut admettre que la fonction primaire de la 
communication écrite est de faciliter l’asservissement. L’emploi de l’écriture 
à des fins désintéressées, en vue de tirer des satisfactions intellectuelles et es-
thétiques, est un résultat secondaire, si même il se réduit pas le plus sovent à 
un moyen pour renforcer, justifier ou dissimuler l’autre.41
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This provocative position seems too extreme when applied to the origin of 
writing in Mesopotamia. Writing technology emerged there as a consequence 
of accountability needs that were not immediately related to enslavement. It 
is difficult to state with certainty a “primary function” for this writing tech-
nology, but it is possibly most tightly connected to the prediction of future 
events within the productive system on the basis of past accounts. This seems 
to be a contrastive element of writing as opposed to other mnemonic devices 
used in early city administration. The difference lies not just in the fact that 
a full- fledged writing system is capable of expressing any message, whereas 
other systems, such as the bullae, do not. In more practical terms, the differ-
ence is that writing enormously facilitates the quantification and statistical 
prediction of future recurrent events based on recorded history. In confor-
mation with this view, it is worth noticing that many of the protocuneiform 
texts have recently been interpreted as contingency tables, such as a means 
for estimating the amount of grain to be harvested in the forthcoming sea-
son based on data recorded in previous seasons.42 In addition, writing sur-
passes other solutions for retaining information when reporting to a higher 
authority. A well- structured bureaucratic apparatus necessitates the rigid ver-
balization of written records.43

It is worth stressing that our modern perception of writing as a perva-
sive phenomenon within contemporary society has little to do with ancient 
evidence. Scribal knowledge was limited to a few individuals belonging to 
the urban elite. Additionally, it took roughly seven hundred years for Meso-
potamian scribes to conceive and create a document that was not either ad-
ministrative or lexical in nature. Thus, the domain of writing remained 
restricted to city administration for a very long period of time, proving that 
there is no obvious evolutionary progression in the history of writing. It is 
only close to the twenty- sixth century b.c.e. that literary texts appear as a 
different genre, possibly as a result of the prolonged contact between Sume-
rian and Akkadian cultures in the South.

environment and writing:  
the case of mesoPotamia
When dealing with the invention of cuneiform writing, most authors hold 
that clay was chosen as a medium because it was cheap and abundant in Meso-
potamia. This explanation is rather simplistic because clay was also abun-
dant in the environments where other pristine writing systems emerged but 
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other media were preferred.44 In Egypt, the earliest writing is attested to on 
bone and ivory tags; only later is it found on stone and papyrus.45 In China, 
turtle shell or bone was used in addition to bamboo strips.46 In Mesoamer-
ica, Mayan scribes wrote on animal skin, bark paper, vessels, and stone.47 In 
light of these facts, clay is not so obvious a choice in Mesopotamia despite 
its wide availability. Instead, the choice of clay is better explained in terms 
of the existence of the bullae system, which in turn makes sense only in the 
variegated environment hinted at above (see section 2).

The alternating wet and dry areas in southern Mesopotamia promoted 
the emergence of what has been labeled a dimorphic society, where semino-
madic human groups coexisted with permanent settlers in a mutually de-
pendent relationship that was established over a long period of progressive 
climatic drying.48 The dynamics of social interactions between these two 
groups are not always easy to ascertain because of biases in the available doc-
umentation. Seminomad pastoralists leave few traces in the archaeological 
record and are seldom mentioned in the written sources concerned with ur-
ban bureaucracy.49 This is especially true for fourth millennium Uruk be-
cause the site was only partly excavated, and the relatively few cuneiform 
texts unearthed there are not completely understood due to their very ar-
chaic nature. It is risky to use data from much later periods (e.g., the end of 
third and the beginning of second millennia b.c.e. Mesopotamia) as a basis 
for projecting back to the situation toward the end of the first urbanization 
phase. What can be observed from later sources is that permanent settlers 
progressively developed a production system based heavily on cereal mono-
cultures, which were mass produced thanks to technological innovations first 
introduced in the period of incipient urbanization (e.g., seeder plow, thresh-
ing sledge, water canalization, short- field irrigation), as well as social strati-
fication (e.g., organization of labor to work and maintain the fields or dig 
canals). The seasonal contact between settlers and seminomads occurred 
right after harvesting, when the flocks were taken to graze fields in a mutu-
ally beneficial situation: the animals fertilized the soil while using up the re-
mainder of plant stalks as fodder.

The social boundaries between the “movable” and “immovable” parts of 
this society were not rigid. “Settlers” could certainly transit in and out of 
“seminomadic” clans and vice versa.50 How much this applies to Uruk every-
day life is difficult to state, in part because the city’s economy seems to 
have relied not only on agriculture and animal husbandry but also on the 
exploitation of marsh resources, such as fish and reed, which were abundant 
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in this period. However, it seems reasonably certain that animal husbandry 
was mostly performed outside the cities, regardless of the proper social con-
notation of the local human groups involved in seasonal large- scale move-
ments. According to both epigraphic and iconographic evidence (e.g., 
cylinder seal motifs), domesticated animals (mostly sheep, goats, oxen, and 
pigs) were exploited in Uruk as alimentary resources (meat and dairy prod-
ucts), for the production of goods (wool, sinew, etc.), and possibly as draft 
animals (though this practice is rarely attested to in the earliest documents).51 
When settlements grew in size and complexity, institutions in charge of the 
management of surplus cattle and grain emerged within the newly estab-
lished urban society. This created a need for an accounting system, whose 
development over millennia can be traced as described above.

The bullae system was likely invented within this scenario and perhaps 
subsequently adapted to account not only for animals and grain but also 
other goods and labor, but this remains speculative. Clay envelopes operated 
as points of contact between an increasingly literate social group belonging 
to the city administration and an illiterate one deeply embedded in and cir-
culating around the rural landscape. The ecological factor, intertwined with 
cultural development and environmental exploitation, was crucial for the 
development of an accountability system that propelled writing into the 
Kulturtechniken expressed in ancient Near Eastern societies while freely 
borrowing a number of features from other preexisting solutions. Clay was 
chosen as a medium not only because of its availability but also because of 
the habit of producing sealed documents and the need to continue doing so. 
Clay is well suited as a sealing medium, providing a continuous surface that 
can also bear identifying marks (e.g., seal impressions), and is much more 
durable and less expensive than textiles, leather, or other containers. Addi-
tionally, the materiality of bullae might depend on much older practices, such 
as the production of pottery and bricks. From this point of view, the choice 
of writing medium was one of the most deeply entrenched features in the 
process of knowledge transmission, which depended on ecological circum-
stances that nurtured processes of cultural evolution and facilitated the 
origin of writing and subsequent transformations in human cognition.

In This chapTeR I intentionally avoided applying the term evolution to writ-
ing systems.52 This is partly due to my expertise, which is limited to the field 
of ancient Near Eastern studies, but also reflects a common practice within 
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this field that prefers more neutral terms, such as change, transformation, 
development, or adaptation of the system. This practice originated as a reac-
tion to the Ex oriente lux paradigm, a reformulation of the once fashionable 
diffusion theory, according to which civilization first appeared in Mesopo-
tamia and spread from there. Even taking the term evolution as a metaphor, 
few modern scholars are willing to consider protocuneiform tablets as evolv-
ing from the bullae system since the former is glottographic (i.e., it conveys 
meaning and words, as expressed in a given language), whereas the latter is 
semasiographic (i.e., it conveys meaning without expressing a specific lan-
guage). This distinction is functional, but it masks an important shared fea-
ture in the fluid development of accountability systems, which constitutes a 
fundamental step in the construction of both material and immaterial struc-
tures that are manifestations of the cultural evolution process.

Figure 10.1. Distribution through time of accounting devices and written documents. Modified 
after Woods (2010) to include new data published by MacGinnis et al. (2014) and Monaco (2014).
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Without arguing explicitly for a linear evolutionary path from bullae to 
cuneiform tablets, it is worth keeping in mind that the numerical systems 
expressed in bullae are consonant with those appearing in protocuneiform 
tablets. In addition, bullae may share some of the functions expressed by cu-
neiform documents, such as their possible legal nature. There is no clear- cut 
boundary between writing and nonwriting within the cuneiform evidence; 
for a long period of time, tablets expressed extremely limited linguistic in-
formation (i.e., they were mostly semasiographic in nature). Most notably, clay 
as a medium for both systems stands out as a deeply entrenched feature in 
the development of the early Mesopotamian writing system. In light of these 
considerations, it seems useful to reconsider parallel attempts in the creation 
of tools for the maintenance of early city bureaucracy (sealing practices, to-
kens, bullae) and interpret them as scaffolds for the emergence of protocu-
neiform, rooted in a varied environment that exhibits the primary factors 
accounting for the existence of the writing technology. The need for manag-
ing a surplus created within the first urban societies stimulated the advent 
of writing as a technology for the more efficient exploitation of natural and 
human resources. In turn, this promoted cognitive developments, intellec-
tual achievements, social diversification, craft specialization, and the pos-
sibility of more effective preservation, transmission, and intensification of 
knowledge, which we now perceive as one of the most important features of 
our own civilization.

Figure 10.2. Map of the ancient Near East showing the sites mentioned in this chapter. Map data: 
Google; DigitalGlobe.
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notes
 1. To a contemporary historian, this is clearly an exaggeration. First, 
there is obviously a “history before history”; modern archaeological tech-
niques make available large amounts of data that rival in size, and often 
complement, what is known from written records. Second, depending on the 
definition adopted, writing may be considered either as an invented tech-
nique or as a slow development that emerged over several centuries. In ad-
dition, important ancient civilizations, such as the Inca in Mesoamerica, may 
or may not be acknowledged as literate, which invites us to reflect on how 
fragile modern definitions can be when applied to complex systems. Finally, 
we should consider that several undeciphered scripts, no matter how sophis-
ticated they may appear, may or may not turn out to be actual writing (e.g., 
Rongorongo on Easter Island or the Indus script).
 2. Cancik- Kirschbaum (2012, 131– 32).
 3. It is worth noticing here that the exploitation of associative capabili-
ties is a built- in feature of all pristine writing systems, which are nonalpha-
betic in nature. An in- depth treatment of the typologies of writing systems 
and of their structural features is not possible here. It suffices to say that 
logographic systems, which are based on logograms— i.e., word- signs, in-
variably combine basic graphemes in order to be able to express large 
amounts of words with a limited repertoire of signs. For instance, in cunei-
form the sign for female worker, female slave, read /geme/ in Sumerian 
(probably the underlying language of early cuneiform), is obtained by jux-
taposition of the signs for woman and for mountain, foreign land, read mu-
nus and kur, respectively. The resulting sign thus suggests the para- etymology 
foreign woman, woman from the mountains for female slave, which is just 
not there in spoken language (cf. also the discussion on creative etymology 
in Glassner [2003, 54]). Again, for reasons of economy, in order to contain 
the total number of signs to be learned by the encoder, logographic systems 
exploit the so- called rebus principle: words that sound similar are written 
down with the same sign. For instance, the sign for garden, read sar in Su-
merian, is also used to express the word to write, again pronounced sar. Not 
surprisingly, the goddess of writing is primarily connected with vegetation 
in the Sumerian pantheon. The application of the rebus principle thus con-
nects otherwise semantically unrelated words. Thus, the visual nature of 
written language promotes indexicality and associations of otherwise poorly 
connected ideas.
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 4. It is not possible to explore here the details of the development of re-
ligious thought in early Mesopotamia. It suffices to say that the joint efforts 
of the workforce under the supervision of a central authority, combined with 
technological innovations and favorable environmental conditions, produced 
a large surplus. However, the producers were required to deliver such sur-
plus to organizations embedded in a system primarily devoted to accumu-
lation and redistribution— a painful process for the producers, which requires 
an ideological explanation ultimately residing in religious thought via divine 
legitimization of the elite. Cf. Liverani (2006, 33).
 5. Gelb (1952).
 6. Whether Egyptian hieroglyphics resulted from a stimulus- diffusion 
process with cuneiform is still debated. The absolute chronology of the ear-
liest Uruk evidence is not well established, so it may or may not turn out 
to be older than Egyptian hieroglyphics. However, the inclusion of the lat-
ter as distinct is granted by the fact that the system is radically different 
from cuneiform, even if cultural contact with Mesopotamia promoted its 
invention.
 7. The grammatogenesis of nonpristine systems is complex and includes 
nuances such as the basic idea of making language visible and that a certain 
set of systemic features may pass from one side to the other in the interac-
tion process. In most cases, a certain linguistic competence and proficiency 
in reading and writing by the inventor of the new system is implied, as well 
as ideological motivations. The phenomenon is therefore labeled sophisticated 
grammatogenesis (Daniels 1996a, 579– 85), as opposed to writing systems 
produced by individuals with no previous training in reading and writing. 
An example of an unsophisticated grammatogenesis is provided by the al-
phabet (eighth century b.c.e., eastern Mediterranean coast). It is best con-
ceived as a case of imperfect transmission of knowledge between a literate 
Phoenician and an illiterate Greek (Gnanadesikan 2009, 208– 28). This is dif-
ferent from the internal development of a script, which is a much slower 
process that happens within a given literate entity, such as a scribal school, 
and thus subject to conservative rules.
 8. The term complexity is sometimes abused in modern literature (see 
chapter 13; Verhoeven 2010). The complexity of the ancient Uruk urban sys-
tem does not derive merely from the increase in the total number of people 
settling this site, which can be conceived as nodes in a network diagram, or 
by counting the number of possible interactions within the extended group 
of individuals (edges connecting the nodes). Social life in Uruk is complex 
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in the sense that the interactions belong to different systemic elements, which 
include administrative entities that are hierarchically organized in addition 
to social groups and nuclear and extended families. The existence of such a 
complex network of material and immaterial relationships (e.g., the exchange 
of goods, services, knowledge, ideas, and ideology) is an identifying mark 
of cities as opposed to villages and towns (cf. Liverani 2006, 20– 22).
 9. Estimates vary on the actual size of Uruk at the very end of the fourth 
millennium b.c.e. due to the fact that the site is only partly excavated (cf. 
Nissen 1988, 71– 72; Finkbeiner 1991, 193– 94).
 10. For a more detailed description of the water regimes and ecology of 
southern Iraq, see Pournelle (2013, 13– 23, 28– 29).
 11. See Schmandt- Besserat (2010) and Michalowski (1993). The discus-
sion here is limited to possible direct antecedents of writing, but several other 
crucial technical developments, such as the domestication of plants and ani-
mals, techniques for storing alimentary items (pottery), maximizing pro-
duction (clay sickles, seeder plows, or threshing sledges), and processing food 
(grindstones and ovens) appear over this long period. These important inno-
vations underpinned the possibility of accounting and writing and therefore 
may be regarded as scaffolds for scaffolds.
 12. Englund (2006, 17); Monaco (2014).
 13. What kind of goods exactly remains unclear. Due to the vast geo-
graphical extension of the token system, it seems improbable that only one 
code was in use. Tokens of a given typology were probably used to count dif-
ferent items in different areas, or possibly even among different human 
groups in the same area. The interpretation of tokens as calculi was put for-
ward by Amiet (1966) and further developed by Schmandt- Besserat (1992, 
1995, 2012; for a critical review, see Zimansky 1993 and Michalowski 1993). 
The practice of tallying (and possibly of basic arithmetic operations) is rooted 
in a much more distant past when other products of the human symbolic 
mind first emerged, including the practice of inhumation, jewelry making 
and wearing, and painting. The earliest tally sticks, such as the Lebombo 
bone (43,000 to 41,000 b.c.e.) and the Ishango bone (18,000 to 20,000 b.c.e.), 
stem from Africa and Western Asia. The interpretation of the latter is con-
troversial. It is possible that this artifact was used not just for counting (e.g., 
keeping track of time elapsed from a certain event, such as the last new moon) 
but to perform simple mathematical calculations (the addition of numbers 
up to sixty and division by two). For an overview of the development of a 
symbolic repertoire in ancient Near Eastern art and material culture, see 
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Stordeur (2010). All these and similar objects deserve more attention than 
can be given here.
 14. Woods (2015).
 15. Cf. Englund (2004, 28n7) for a possible attribution of early unprov-
enanced bullae to the sites of Umma and Adab, respectively some 40 and 120 
kilometers north/northeast of Uruk.
 16. Cylinder seals replaced the much older stamp seals, first attested in 
Syria (Tell Bouqras and other sites) around 6,500 b.c.e. These objects appar-
ently cover a number of different functions and can also be interpreted as 
amulets (Porada 1993).
 17. Zimansky (1993) makes the point that at least some of these objects 
are better classified as beads.
 18. Michalowski (1990, 1993).
 19. Englund (2006, 21).
 20. Englund (2006, 22).
 21. A similar extension of the capability of the bullae’s representational 
system is found on the Nuzi bulla, whose cuneiform inscription specifies 
what kind of animals (male and female, adult or not) are to be overseen by 
the shepherd. These details are otherwise not expressed by the undifferenti-
ated tokens inside this specific clay envelope.
 22. Lieberman (1980, 352).
 23. Abusch (1981).
 24. According to Dittmann (1986), the seal impressions replace actual 
personal names, as found in later tablets.
 25. Cf. Englund (1998, 56) for a tentative reconstruction of the Susa stra-
tigraphy. Nothing certain can be said for the situation in Uruk.
 26. Englund (2006, 16).
 27. Monaco (2014).
 28. MacGinnis et al. (2014).
 29. See, for instance, Englund (1998, 51, Figure 13).
 30. Schmandt- Besserat (1992, 132n38).
 31. Schmandt- Besserat (1992, 154); Englund (1998, 56).
 32. Cf. the text W 6245,c in Englund (1998, 52).
 33. Library catalogs exist from the period of the Third Dynasty of Ur 
(2,150– 2,000 b.c.e.), though they are rare.
 34. Logonumeric is preferred here because in later cuneiform tablets signs 
represent actual words and not just vague ideas or concepts (see also Coo-
per 2004).
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 35. Finkel (1985, 187– 89).
 36. The other possible explanation is that these tablets represent an ear-
lier stage of writing, but this is not provable because of the disturbed strati-
graphic context. Also, this idea is bound to the old and outdated view of Uruk 
colonies in the North. The Uruk presence there is complicated (cf. Stein 2002). 
This seems to be yet another “gray zone” of writing, which should be added 
to the array of possible outcomes of cultural contact between Uruk and in-
digenous cultures, including the imitation and the shallow adoption of writ-
ing according to local standards (Nagar?), sophisticated grammatogenesis 
(proto- Elamite script in Susa, contemporary with Uruk III), and reluctant at-
titudes to accept writing (Lamberg- Karlovsky 2003, 63). In the latter case, the 
explanation for the missed dissemination of the writing technology probably 
lies in the fact that rural areas, where dry agriculture is largely possible, are 
less likely to necessitate writing, as there is no need for canalizations, which 
in turn imply workforce management, storage, and the transformation of 
surplus. All these practices seem to be the prime movers for the invention of 
writing in southern Mesopotamia.
 37. The proportion of lexical to administrative texts varies through time. 
Less than 1 percent of Uruk IV tablets are lexical, but the figure rises to 20 
percent for Uruk III material (cf. Englund 2006, 28).
 38. Veldhuis (2006).
 39. Mullins, Whitehouse, and Atkinson (2013, 147– 48).
 40. Lévi- Strauss (1955, 354– 55).
 41. “If my hypothesis is correct, it would oblige us to recognize the fact 
that the primary function of written communication is to facilitate slavery. 
The use of writing for disinterested purposes, for the sake of intellectual and 
aesthetic pleasure, is a secondary result, and more often than not it may even 
be turned into a means of reinforcing, justifying, or dissimulating the other 
(i.e. its primary function).”
 42. Woods (2015).
 43. Steinkeller (2003, 2004).
 44. The initial steps in the development of writing systems in ancient 
Egypt, China, and Mesoamerica are not as well documented as in Mesopo-
tamia. It is therefore more difficult to assess, for instance, whether there was 
a primary medium used to write those scripts (Postgate, Wang, and Wilkin-
son 1995). Space constraints prevent a more detailed description of later 
script phases for individual writing systems and the possible implications for 
the consequent development of the relative media.



418 Massimo Maio cchi

 45. Baynes (2004); Stauder (2010).
 46. Bagley (2004); Boltz (1986); Bottéro (2004); Shaughnessy (2010).
 47. Houston (2004, 287– 88); Palka (2010).
 48. Cf. preliminary remarks in Rowton (1977).
 49. As far as Mesopotamia is concerned, privileged epigraphic sources 
for the study of the seminomadic component within the urban scenario are 
the archives of Mari (Tell Hariri), on the Middle Euphrates, dated to the early 
second millennium b.c.e. (cf. Charpin and Durand 1986; Durand 2004).
 50. Porter (2009).
 51. Englund (1995; 1998, 94– 95).
 52. One can describe the development of writing systems as a purely Dar-
winian process (cf. Lock and Gers 2012). Although the family tree of writ-
ing systems’ typologies is a useful tool, it does not do justice to the fact that 
no system is “pure” (as already acknowledged by Gelb [1952]). For instance, 
a syllabic or logosyllabic script under circumstances such as the case of writ-
ing foreign names or loanwords may use syllable- signs that are meant to 
represent only the consonantal part (the last vowel remains silent). Within 
cuneiform, certain archives, such as the merchant letters of Old Assyrian en-
trepreneurs in Anatolia (1900 b.c.e.), are written mostly syllabically and 
with a limited repertoire of signs. Regardless of its simplicity, this system did 
not spread, likely for reasons of prestige associated with the old tradition and 
politics. A logoconsonantal script, such as Egyptian hieroglyphics, has the 
built- in capability of a consonantal alphabet but remains mostly unexploited. 
Conversely, written English is alphabetic but has a remarkable tendency to 
maintain historical spellings that only loosely represent their spoken coun-
terparts at a phonemic level. As for scripts, it is true that scribal hand can be 
transmitted over generations, but the fitness of a script depends on both ma-
terial (the availability of media, pupils, etc.) and immaterial factors (poli-
tics, culture, esthetic appeal, etc.). If dual- inheritance theories are 
reformulated to fit the script scenario, then they must take account of this 
complex and heterogeneous environment.
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Technology helps us to do new things or to do old things in 
new ways. This, at least, is our common understanding and continual hope. 
Technologies, however, only become useful when guided by human means 
to human ends, and they therefore do not add to our arsenal of abilities in 
an unproblematic, straightforward manner. Rather, they must confront a 
complex and preexisting set of biological traits and cultural practices before 
their potentialities and consequences are clear. My goal here is to sketch an 
account of how technologies interact with the innate and socially supported 
human capacities to learn and develop, using cultural scaffolding as an 
interpretive tool.

To realize that goal, I should first sketch some key terminology. Devel-
opmental scaffolding refers to the structures that support growth in devel-
opmental systems. It can be fruitfully applied to many types of systems, at 
scales from the microscopic to the institutional (Caporael, Griesemer, and 
Wimsatt 2014). Cultural scaffolding is a type of developmental scaffolding 
that describes the self- perpetuating patterns of systematic behavior— what 
Linnda Caporael (2014) calls repeated assemblies— organized to confer valu-
able skills or competencies to individuals or groups. I rely here on earlier 
formulations of the concept by William Wimsatt (2014) and Wimsatt and 
Griesemer (2007), who point out that cultural scaffolding, as a conceptual 
tool, can fruitfully describe a diverse array of systems. It can capture phe-
nomena from the caregiver interactions that help children acquire language, 
to the repetitive training that allows a tennis player to hit a consistent back-
hand, to the rehearsal schedule that prepares an orchestra to perform a 
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concert as a cohesive unit. This is, by design, a tool for a messy world, wrought 
broad and flexible to capture a wide variety of cultural practices.

Identifying the limits of what should qualify as technology, and what 
should not, is a similarly imprecise exercise. Historian of technology Robert 
Friedel, for example, notes this difficulty while provisionally defining tech-
nology as “the knowledge and instruments that humans use to accomplish 
the purposes of life” (Friedel 2007, 1). This definition would include many 
cultural- scaffolding processes. Military drilling, so critical to compelling sol-
diers to function as a cohesive unit, might be easily classified as both a scaf-
folding process and a technology. Friedel points out that it is easier to say 
what is not technology than to say what is. In that spirit, I exclude organized 
behavioral interactions among human beings from the technological realm. 
Some technologies, of course, might lack material form; although many tech-
nological ideas result in a material manifestation, like a better mousetrap or 
an improved transistor design, others, such as software programs, might not. 
For the purposes of this analysis, though, I will not consider to be technol-
ogy those ideas that are enacted through human interactions— such as 
political and institutional organizations, games, and other social practices.

By characterizing these concepts, I do not aim to draw bright lines be-
tween them but to map out two realms, which are overlapping and interact-
ing but nevertheless discernable. The location and the substance of their 
interaction is the subject of the following discussion, which describes the 
ways in which technological change influences cultural scaffolding and sug-
gests how this understanding can be used to guide technology policy. I pro-
pose three ways of describing the interaction between technology and 
cultural scaffolding. First, technology can displace existing scaffolds. Second, 
it might combine with existing scaffolds and assume a role in scaffolding 
practices themselves. Third, it can catalyze the assembly and growth of new 
scaffolding structures. These effects are not exclusive of one another, but for 
the sake of clarity, I treat them separately. After outlining these interactions, 
I present a matter of current policy interest— the use of digital information 
technology in the K– 12 classroom— to demonstrate how the scaffolding per-
spective offers policy utility.

technology’s effects on cultural scaffolding
This section describes three primary ways cultural scaffolding can change 
in the face of technological change: displacement, combination, and cataly-
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sis. These are related processes and will often occur simultaneously. As a re-
sult, their boundaries are not sharply defined. Which one we perceive to 
dominate in any specific example will depend upon our frame of reference 
and interpretive goals.1

To offer a simple example, the widespread use of digital technologies, and 
therefore keyboards, to generate text has led to a reduction in the amount of 
time young people spend writing by hand, both in school and on their own. 
Recent research has uncovered evidence that this comes at a cost, not just to 
handwriting ability but to basic fine motor skills as well (Sülzenbrück et al. 
2011). In this sense, digital technology is in the process of displacing scaf-
folding processes— formal handwriting instruction and the informal prac-
tice that accompanies it— that promote basic fine motor skills. The proliferation 
of computing technologies nevertheless also demands new scaffolding pro-
cesses to confer new skills, such as touch typing, and also makes itself a part 
of existing scaffolding processes, for instance, by serving as a delivery mech-
anism for books and other content used in educational contexts.

This example illustrates that technologies are apt to have multiple, simul-
taneous influences on preexisting scaffolding structures. But for the pur-
poses of generating a framework with practical utility, these three types of 
effects may be fruitfully considered independently. The distinctions drawn 
here are not designed to carry deep ontological implications but rather to 
describe features of technology- scaffolding interactions that are self- similar 
enough to be taken as discrete for the purposes of drawing attention to fea-
tures of technological change that might otherwise escape our attention.

Displacement
Scaffolding displacement is the process by which new technologies encour-
age the cessation of capacity- promoting cultural- scaffolding activities. The 
following criteria describe the conditions under which it can occur:

1.  Cultural- scaffolding processes support the acquisition of capabilities and 
competencies on the part of individuals and organizations.

2.  New or improved technologies often replicate capabilities that individu-
als possess autonomously after benefiting from the existing scaffolding 
processes.

3.  If a technology replicates a capability that is supported by an extant 
scaffolding process and the technology becomes prevalent, then the 
cultural activities that compose the scaffolding structure, which confers 
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autonomous agency, can be halted or altered. In such cases, the technol-
ogy becomes the predominant way in which the capability is exercised.

4.  If 1– 3 occur, capabilities that individuals could once exercise without 
immediate technological assistance become difficult or impossible 
to accomplish without the aid of the technology that displaced the 
capability- conferring scaffold. By this mechanism, technologies become 
increasingly necessary and can thereby become entrenched (Martin 
2015a, 5– 6).

We often think of technology as expanding our range of capabilities, and it 
often does. But just as often, it encourages us to do things we were already 
able to do in new, technologically dependent ways. The history and philoso-
phy of technology offer plentiful examples of technology displacing scaffold-
ing processes. Langdon Winner’s classic essay “Do Artifacts Have Politics?” 
describes the introduction of pneumatic molding machines in the 1880s into 
Cyrus McCormick II’s Chicago plant, where the iconic McCormick reaper 
was manufactured. The machines were expensive to buy, install, and oper-
ate but nevertheless produced an inferior product than did the skilled cast-
ers who were deskilled by the machines. So why install them at all?

Citing Robert Ozanne’s study of labor- management relations at the same 
factory (Ozanne 1967), Winner points out that the molding machines set-
tled an issue; by replacing the skilled labor of hand molding with unskilled 
machine operator jobs, McCormick could undermine union action and tilt 
the balance of factory relations in favor of management (Winner 1986, 
24– 25). The machines, we can say, displaced a scaffolding process. In labor 
contexts, workers become skilled through years, sometimes decades, of 
apprenticeship and experience. The depth of their investment in scaffolding 
processes gives them social capital in the workplace because their expertise 
is resource- intensive to replicate, and so they are difficult to replace. The in-
troduction of a machine that does the same work, even if that work is sub-
standard, renders slow and demanding scaffolding processes redundant, with 
consequences for the social dynamics of the workplace. The consequence, 
once the scaffolds that supported skilled labor erode, is increased dependence 
on the new technology and further entrenchment of the technological sys-
tem of which it is a part. Indeed, the process by which technology replaces 
skilled labor can be understood as a cultural analog of what Wimsatt (1986) 
calls generative entrenchment in molecular genetics, in which a gene is more 
resistant to evolutionary perturbation the greater the diversity of its devel-
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opmental consequences. The mechanization of labor, which integrates ma-
chines more richly into the processes of production, causes a manufacturing 
system, in the absence of the expertise capable of replicating machine work, 
to become less flexible.

The example above is one instance of a more general phenomenon, one 
not limited to labor contexts. Scaffolding can also be displaced in the con-
duct of quotidian affairs, such as the example of the decline of handwriting 
and the consequences for fine motor skills. Relying on technology to accom-
plish tasks that we are able to complete independently— perhaps with the 
commitment of a bit more time and the exertion of a bit more cognitive 
effort— can inhibit acquisition of the capabilities in question. Scaffolding dis-
placement, in short, occurs when new technologies discourage individuals 
or groups from partaking in particular kinds of scaffolding processes that 
would otherwise have allowed them to develop capabilities independent of 
the new technologies.

I begin with displacement because it is the subtlest aspect of the inter-
face between technology and cultural scaffolding. First- generation users of 
new technologies typically will have acquired any capability the technology 
replicates with the benefit of existing scaffolding structures. Their comfort 
with these structures will sometimes generate resistance to adopting the new 
technology. But even if they do so, they will retain at least some of the skill 
they derived from older scaffolding processes, even in the event that their 
facility decays through disuse. As a result, displacement effects will appear 
most markedly in the generation that grows up using the new technology, 
and so lacks the incentive or the opportunity to participate in the scaffold-
ing processes the technology displaced. This is a crucial policy consideration, 
which I will discuss in more detail below, but first let us consider the other 
ways in which technology and cultural scaffolding interact.2

Combination
Technologies are often themselves components in scaffolding processes. We 
require scaffolding to learn how to use existing technologies effectively, and 
technologies can help us attain capabilities that we can then exercise more 
or less independently, without immediate external aid. When new technol-
ogies appear, they can therefore change, supplement, or replace parts of ex-
isting scaffolding processes so that the relevant skill is scaffolded by different 
means. That is, new technologies encounter existing cultural practices with 
which they interact, and that interaction can result in their incorporation 
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into those practices. The examples below describe three ways in which tech-
nological developments can combine with existing scaffolding practices.

Technological change has had a marked effect on the way sports are 
played. In ice hockey, for instance, skate construction has changed radically 
over the past fifty years. Hockey skates from the 1970s and earlier were pre-
dominantly of soft leather construction, much like leather boots, with little 
ankle support. They demanded considerable ankle strength on the part of 
the skater, favored long strides, and were not conducive to tight turns or quick 
stops and starts, which required tremendous strength and coordination from 
skaters attempting to keep their weight centered over the blade. Newer skates 
are much stiffer and more like ski boots, making it easier for skaters to cen-
ter their weight. This does not make strong skating any less essential to suc-
cess in the game, but it has changed what it means to be a strong skater. In a 
game played with hard- shell skates, quick stops and starts and hard, tight 
turns are more essential than long, graceful strides. The way young players 
are taught to skate has changed correspondingly, responding to new expec-
tations created by the shift in skate construction. It would be problematic, 
though, to claim that modern skaters are any more or less proficient than 
their earlier counterparts. The technology, in this example, has produced a 
qualitative change, without enabling novel new possibilities.

In a different context, we see a raft of changes introduced by digital in-
dexing and cataloging services in libraries. The library catalog is as old as 
the library itself, and it scaffolds the effective use of library resources— not 
merely helping researchers find materials but helping them think about how 
those materials relate to one another. The advent of computing technologies 
made it natural to migrate older physical systems, such as card catalogs, to 
digital format. Simple iterations of digital catalogs offer little beyond stan-
dard browsing and searching functions that were previously available with 
physical resources. The functions available through digital databases, though, 
have expanded substantially in recent decades, and in this case replacing one 
scaffold with another has opened up new possibilities. These capabilities are 
exerting subtle but substantial forces on the way scholars approach the re-
search process (Martin 2015b). It is now possible to juxtapose a wide array 
of sources, which might be physically housed in geographically disparate lo-
cations, in a very short span of time, allowing researchers to make com-
parisons that would have been theoretically possible but practically infeasible 
using older analog catalogs. In this instance, the technological changes in 
existing scaffolding offer novel capabilities.
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Combination, however, can also have a deleterious effect on how skills 
are scaffolded, especially when the technology in question offers advantages 
in other areas. Take audio recordings, which are now frequently used, usu-
ally in the form of software programs, to help language learners develop 
vocabulary and correct pronunciation and that combine with existing scaf-
folds for language instruction. Before recording technologies became 
widespread, language learners would need access to a native speaker to de-
velop any reasonable grasp of pronunciation. With the advent of recordings, 
examples of correct pronunciation could be more widely distributed and eas-
ily accessed. This is a technological change that has little influence over the 
way the skill is scaffolded. It might, however, have consequences for how ef-
fectively it is scaffolded, considering that interactions with recordings are 
one- directional and so are less flexible than interactions with a native speaker, 
which would allow the learner to ask, for example, for additional examples 
or for immediate feedback. Although they can be distributed widely and thus 
may generate more occasions to hear a native speaker, recordings do not per-
mit the learner to interact directly with a native speaker, who can take ques-
tions, provide context, and identify errors that might not be obvious to an 
untrained ear.

The case of language instruction shows how combination, in addition to 
generating qualitative differences in the way skills are exercised and enabling 
new capabilities, can also produce interference with skill conferral. Research 
on the efficacy of language instruction software has indeed indicated that, 
although software offers the learner greater convenience and autonomy, more 
resource- intensive teaching practices are better at conferring competency 
(Nielson 2011). This case of combination interfering with a scaffolding pro-
cess is similar to scaffolding displacement, as outlined above. It differs from 
displacement, however, because the technology aims to scaffold the same skill 
as the preexisting cultural practice— that is, the end goal of the process is to 
enable the learner to speak on his or her own, rather than to make the tech-
nology the principle means by which people communicate in a second lan-
guage (such as in the case of speech- to- speech translation apps). In the case 
of combination producing a reduction in scaffolding efficacy, we instead see 
the technology sacrifice some features of the learning process, in this case 
flexibility and adaptability, in favor of others, such as convenience and 
accessibility.

Our greatest hopes for new technology often turn on combination, as-
suming that we will be able to exercise or acquire existing skills in new, better 
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ways. As these examples show, that can indeed be one effect of integrating 
new technologies into scaffolding processes. Offering new affordances is just 
one of the ways combination can have an effect on existing scaffolding, how-
ever. It might, as in the case of changes in hockey skates, enact a qualitative 
difference without offering anything strictly new; novice skaters still learn 
to skate but with an emphasis on a different style and differential emphasis 
on various fundamental skills. Combination might also, as in the case of lan-
guage instruction software, reduce the efficacy of skill conferral or perfor-
mance in favor of emphasizing some other value, such as convenience or 
access.

How technology combines with scaffolds depends as much on its imple-
mentation as its function. Language software is capable of supplementing 
language instruction by providing additional practice and consistent repe-
tition, but if it is used to the exclusion of scaffolded interactions with expe-
rienced speakers, then its rigidity limits its utility. Here, we begin to see how 
this framework can be useful in a policy context. If the goal of new technol-
ogies is to confer existing competencies in a better way and to promote the 
generation of new capabilities, then policy- making around new technology 
should attend to how it combines with existing scaffolding structures in or-
der to ensure that it does not compromise the elements of those structures 
that make them effective.

Catalysis
Scaffolding catalysis occurs when new technologies require the assembly of 
new scaffolds. Consider the following poem, “First Snowfall in St. Paul,” by 
Katrina Vandenberg:

This morning in the untouched lots
of Target, St. Agnes, and Lake

Phalen, girls all over the city
in the first snowfall

of their sixteenth year are being asked
by brothers, fathers— my cousin

Warren— to drive too fast then lock
their brakes, to teach them how to right

themselves. The whine of the wheels, the jerk
when they catch— from Sears to Como Park

to Harding High, the smoke
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that bellows from their lungs,
the silver sets of jagged

keys, the spray of snow,
the driver’s seat, the encouraging Go

From Atlas by Katrina Vandenberg (Minneapolis: Milkweed Editions, 
2004). Copyright 2004 by Katrina Vandenberg. Reprinted with permission 
from Milkweed Editions. milkweed.org.

Vandenberg describes a ritual that will be familiar to anyone who came 
of age in the snowbelt of the United States, where the subtle skill of winter 
driving is essential. It is one example of the many informal scaffolding pro-
cesses that have grown up around the automobile. New technologies, even 
while they displace and combine with existing scaffolding structures, can 
also prompt the growth of new ones. Rarely are the full potentials of a new 
technology, or the best practices for using it, self- evident. As a result, they 
require new and sometimes elaborate scaffolding to prepare new users.

The automobile necessitated both informal scaffolding processes, such 
as those described in the poem above, and formalized scaffolding practices, 
such as drivers’ education programs, certification exams, and road tests. The 
car is part of a large technological system— entrenched by the highway and 
roadway infrastructure, urban planning decisions that assume its presence, 
and cultural traditions and expectations— with which it is all but essential 
for full participation in modern American society. Vandenberg’s poem chan-
nels the idea that technology’s success also depends on constructive inter-
action with local cultural practices— such as those that develop in response 
to local environmental constraints.

A notable feature of catalysis is that the scaffolding necessary to navi-
gate new technological landscapes does not appear spontaneously for all 
groups who might benefit from it. Uncertainty about when and how that scaf-
folding matures can be a source of considerable friction as new technologies 
proliferate. Keeping, for the nonce, with the autovehicular theme, consider 
the number of traffic fatalities per year since 1900. Figure 11.1 shows how 
motor vehicle fatalities rose dramatically beginning in the 1910s, as automo-
biles became widespread. Many of these deaths would have been due to 
structural challenges: cars had to operate alongside horse- drawn carriages, 
streetcars and trollies, and pedestrians unaccustomed to heeding fast- moving 
vehicles. But it is also critical to note that the know- how needed to operate a 

http://milkweed.org
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motor vehicle, and operate it safely, took some time to penetrate the popula-
tion. The scaffolding necessary to support safe motor vehicle operation took 
some time to catalyze.

It was not until 1932 that Amos Neyhart, an engineer associated with the 
Pennsylvania State College, instituted the first high school driver’s educa-
tion program in the United States. Neyhart’s program, along with parallel 
industry initiative and government investigations to raise awareness of traf-
fic safety, responded to a rash of traffic deaths beginning to be understood 
as an urgent public health threat (Damon 1958).

Driver education programs proliferated through the mid- 1930s. Many 
of them attempted to teach driver safety as an element of good citizenship 
(Packer 2008). In his introduction to Man and the Motor Car, the widely ad-
opted driver safety manual first published in 1936, Albert W. Whitney la-
mented: “We have shown little fighting spirit in the face of the hazard that 
the automobile has created,— perhaps because we have not been willing to 
discipline ourselves, perhaps because we have felt the pleasure and conve-

Figure 11.1. Fatalities caused by motor vehicles in the United States, 1900– 2010. The x- axis is the 
year; the y- axis measures deaths as a proportion of the total population. Data from the National 
Highway Traffic Safety Administration and the Federal Highway Administration; courtesy of 
Wikimedia Commons.
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nience that it has brought us was something that we could not have except 
at a price” (Whitney 1938, xi). The recipe for lowering that price, according 
to Whitney, was safer drivers, who would be made so by education programs 
in America’s high schools.

The rise of driver’s education programs in the mid-  to late 1930s corre-
sponds neatly with the leveling off in the rate of traffic fatalities in the same 
period, as seen in Figure 11.1. That is not, of course, the only factor to con-
sider. Infrastructure was improving on the strength of New Deal programs, 
cars themselves were getting safer, and the population was becoming more 
aware of the dangers automobiles posed. The outbreak of World War II in-
troduced additional complications. Gasoline rationing, the cessation of ci-
vilian automobile production, and other changes would have suppressed 
traffic mortality. Similarly, the introduction of a national speed limit in 1974 
likely played some role in the reduction at that time. It is therefore difficult 
to disentangle the effect of education programs from other factors conspir-
ing to suppress traffic mortality throughout the mid- twentieth century. Nev-
ertheless, the realization that many drivers were ill- prepared to operate cars 
safely, and the concerted efforts to build the scaffolding structures that would 
allow them to do so, are an illustrative case of scaffolding catalysis. Contem-
poraries perceived poor driver preparation to be a contributing factor to 
high mortality rates, and they responded by developing formal systems of 
scaffolding to address the problem.

Catalysis shows us that the challenges posed by technology sometimes 
require more than technological solutions (see also Weinberg 1966). The au-
tomobile did not come prepackaged with the scaffolding necessary for 
people to use it safely and effectively, and the local, informal scaffolding 
procedures that would allow more experienced operators to confer their ex-
pertise to novices proved insufficient to stem the traffic fatalities that had 
become an epidemic by the early 1930s. The more rapidly new technologies 
are adopted, the more likely the scaffolding required to use them safely or 
effectively will lag behind. As of this writing, automobile safety is again a 
matter of widespread public and policy interest, this time focusing on the 
issue of self- driving cars. Should they come to fruition, autonomous vehi-
cles would indeed offer a technological response to the problem of traffic fa-
talities and would displace the elaborate scaffolding that now prepares 
drivers to operate motor vehicles safely— perhaps even to the satisfaction of 
all but the most committed gearheads. But this solution, if it comes at all, 
will not be feasible until well over a century after the problem first arose. The 



436 Joseph D.  Martin

intervening years required the catalysis of scaffolding structures, both for-
mal and informal, to ease the integration of one of the most ubiquitous pieces 
of modern technology into American life.

cultural scaffolding for education Policy
The framework outlined above can provide a practical guide for describing 
several key features of the interface between scaffolding and technology, es-
pecially for thinking about the policy challenges new technologies pose. 
Considering how to implement new technologies often emphasizes their 
potential— that is, how they will allow us do things better, faster, or more 
easily. But responsible implementation requires understanding technological 
change at a higher resolution, and that finer- grained perspective is something 
scaffolding language can offer. Managing technological change requires tak-
ing into account displacement effects and catalysis requirements, for exam-
ple, alongside the potential efficiencies and new affordances combination can 
sometimes provide. This section illustrates how a lack of attention to the full 
extent of these factors has, in one case, undercut the stated policy goals for 
the implementation of a new technology.

When examining the consequences of technological change and evalu-
ating policy responses, the considerations sketched above should be taken 
in conjunction: What scaffolding does the technology displace, how does it 
combine with existing scaffolding, and what new scaffolding might it re-
quire? Using the example of classroom- based digital information technol-
ogy, it is possible to sketch how such an assessment can anticipate the 
challenges posed when deploying new technology in order to enact educa-
tion policy goals. Bringing technology into the classroom has been the sub-
ject of a number of initiatives in the United States recently, both on the local 
and state levels. This section considers how one of those efforts has fared with 
respect to its stated aims and suggests how the framework developed in this 
paper can be used to assess it.

Recent efforts in the state of Maine to populate K– 12 classrooms with lap-
tops are notable for their scope. The Maine Learning Technology Initiative 
(MLTI), which began in 1999, was formed to implement a $50 million en-
dowment. The MLTI aimed “to ensure a basic level of access to technology, 
the Internet and training and learning opportunities for all Maine public 
schools, students and teachers” (State of Maine 2001, 39). The rhetoric around 
the MLTI gave special emphasis to vocational skills. Maine’s governor, Paul 
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LePage, praised the program by saying, “It is important that our students are 
using technology that they will see and use in the workplace” (quoted in 
Woodard 2013). MLTI rhetoric also developed the argument that giving ev-
ery student a laptop would empower students to find the information they 
want. The task force reported: “Students learn largely by working on proj-
ects that connect with their own interests— their own visions of a place where 
they want to be, a thing they want to make or a subject they want to explore” 
(State of Maine 2001, 8). The MLTI, then, focused first on giving all students 
a baseline proficiency with digital technologies— a proficiency that poten-
tial employers expect— and, second, on allowing students to more easily ma-
nipulate digital technologies in a self- directed way and thereby to access 
information faster and more efficiently.

Close attention to the manner in which the MLTI was implemented, how-
ever, shows that the program fell short of these goals in some important 
respects. Karen Kusiak, in a doctoral dissertation based on extensive in- 
classroom observations at schools implementing the MLTI program, con-
cluded that laptops were frequently introduced to Maine classrooms with 
little consideration to how they would integrate with the existing curricu-
lum: “Students might unintentionally be directed to engage in classroom ac-
tivities that do little to promote their skills and competencies.  .  .  . Laptop 
use provides tremendous support for students to engage with high school 
curriculum and to benefit from instruction, however the underlying goals 
of the curriculum must be examined to be sure the use of laptops is for laud-
able purposes” (Kusiak 2011, 13, 254). Kusiak’s observations showed that 
although having laptops in the classroom did help students acquire and 
maintain basic computer skills, their role in supporting the traditional 
curriculum had not always been thought out, and their presence therefore 
sometimes distracted from curricular goals and disrupted the learning en-
vironment. The introduction of laptops did proceed more smoothly in 
some cases because those individual teachers and school administrators took 
it upon themselves to ensure that the devices worked within the existing 
curriculum.

Ambivalence about information technology’s role in developing the skills 
necessary to manipulate information is mirrored elsewhere in the media 
studies literature. Sonia Livingstone’s research on how children use the In-
ternet challenges the preconception that those who grow up in an environ-
ment rich with digital technologies— “digital natives,” in Marc Prensky’s 
(2001) terms— are naturally facile with them: “Watching children click links 
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quickly or juggle multiple windows does not, necessarily, confirm that they 
are engaging with online resources wisely or, even, as they themselves may 
have hoped” (Livingstone 2009b, 5). Similar conclusions emerged from the 
Ethnographic Research in Illinois Academic Libraries (ERIAL) project, 
which observed student research habits at a number of Illinois universities. 
Andrew Asher and Lynda Duke (2012) concluded from observing student 
researchers at Illinois Wesleyan University that when considered in terms 
of their abilities to locate relevant resources using library catalogs and data-
bases, “the seeming simplicity of tools like Google belies a complex and it-
erative process that requires the integration of numerous analytical and 
technical steps as well as knowledge and experience on the part of the user” 
(71). The consequences, Asher and Duke noted, were that students were less 
adept at understanding how information is organized, at evaluating sources 
successfully, and at figuring out how to access library resources.

These examples suggest that early efforts to exploit the potential of digi-
tal information technology to confer both new proficiency with computing 
technology and old research capabilities to students have been overly san-
guine. Understanding these programs within the framework developed in 
this chapter can clarify why. The principle aim of the MLTI was catalysis. 
Maine’s students, the initiative presupposed, were not exposed to enough 
computing technology in their existing educational and home environments 
to ensure that they graduated into college or the workforce with a baseline 
level of computer skills. This goal was laudable. The problem of differential 
access to the scaffolding necessary to successfully use new technologies is 
the source of considerable social justice challenges. The rise of digital infor-
mation technologies, like the rise of the automobile, requires a new set of 
structures and processes to scaffold their effective use. Access to informal 
scaffolds supporting computer skills can differ according to geography, race, 
gender, and socioeconomic status, and formalizing previously informal scaf-
folds within the context of the public school system is one way to address 
this inequality.3

What the scaffolding perspective makes clear in this case, however, is that 
mere access to a new technology is not enough to catalyze the scaffolding 
required for its most effective use. Just like access to automobiles was insuf-
ficient for the skills necessary to operate them safely to penetrate a popula-
tion, putting laptops in K– 12 classrooms is insufficient to support competency 
with the variety of skills they support. This is doubly true in the absence of 
careful consideration of the way laptops influence the scaffolding processes 
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already in place within the classroom. Kusiak’s observations showed that the 
MLTI did not, in its inception, account for the variety of ways in which tech-
nologies interact with cultural scaffolding. Efforts to introduce laptops into 
Maine classrooms often equated access with catalysis and paid little heed to 
how the new technology would combine with the existing formal scaffold-
ing of the school curriculum. In these cases, laptops combined with exist-
ing curricular scaffolding in a way that sometimes interfered with the goals 
of that existing scaffolding, rather than aiding them.

Kusiak’s comparison of two Maine high schools that adopted laptops for 
English class instruction shows that their success depended principally on 
how well the curriculum was structured, rather than on the presence or ab-
sence of the technology itself. When care was not taken to ensure that writ-
ing tasks integrated with discussions of source material, laptops, although 
perhaps helping students gain experience with computing technology, led 
students to incorporate into their assignments commercial messaging and 
content that was orthogonal, if not counterproductive, to course goals 
(Kusiak 2011, 230– 32). By focusing on catalyzing skill with computing tech-
nology, the MLTI sometimes failed to heed combination effects that could 
interfere with other curricular goals.

Displacement is also an evident consequence of the ubiquity of informa-
tion technology. The ERIAL study’s observation that, although they are 
proficient at manipulating digital interfaces, digital natives often lack basic 
skills associated with manipulating the information those interfaces orga-
nize, suggests that student are not participating in the types of activities 
that might have conferred those skills. The same technology that helps stu-
dents access content about a new subject can also discourage developing 
familiarity with the process that supports competency finding, assessing, 
and organizing information about that same subject. ERIAL research sug-
gested that the sense of ease conferred by digital tools could prevent stu-
dents from engaging in behaviors that might have helped them learn: 
“Although the majority of  .  .  . students struggled with finding the correct 
database to use, their search terms, locating a known item, and/or technical 
problems, not one student sought assistance from a librarian during an ob-
served search” (Asher and Duke 2012, 83). These observations support the 
rationale that underwrites the decision to restrict calculator use in early 
math classes. Understanding the mechanics of arithmetic is critical for de-
veloping mathematical proficiency, even when a calculator might allow one 
to do sums more quickly.
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From a policy standpoint, then, responsible implementation of digital in-
formation technology in K– 12 classrooms requires attention to displace-
ment, combination, and catalysis. Such attention suggests asking some 
straightforward but often neglected questions: What practices does the tech-
nology discourage that are worth preserving? How do existing practices 
need to shift to accommodate the new technology? What new practices need 
to be encouraged to ensure that the new technology is being used effectively?

Thinking with scaffolding also suggests a route to some preliminary an-
swers. Observing that digital tools can disincentivize students from partici-
pating in the processes that allow them to think clearly and flexibly about 
locating resources indicates that we cannot assume that digital natives are 
natively proficient with digital research tools and that we should teach them 
accordingly. The scaffolding that can help students manipulate digital tools 
effectively needs to be catalyzed. Furthermore, the ways in which digital 
sources can be marshaled in support of a research project share much in 
common with the ways in which analog sources can be assembled for the 
same purpose. For students to learn how to conduct research, digital tools 
need to combine constructively with foundational training in identifying 
sources and assessing the reliability of evidence. In a similar vein, if and when 
we introduce laptops into classrooms, we should think about the balance be-
tween combination and catalysis: To what extent is our goal to development 
proficiency with new tools and to what extent are we using those tools to ad-
dress existing curricular goals?

Scaffolding provides a vocabulary for describing the complex array of 
ways technology influences the capabilities we value and want to encourage. 
In so doing, it offers a potent and necessary antidote to the rhetoric of 
innovation and progress that often accompanies the introduction of new 
technologies (Russell and Vinsel 2016), rhetoric that focuses attention dis-
proportionately on the novel capabilities new technologies allow, without 
attending to the possibility of displacement or recognizing the hard work of 
combination and catalysis they will require.

Technology and cultural scaffolding interact in complex and multifac-
eted ways, a fact that should be no surprise given the diversity that exists 
within each. I nevertheless contend that we can characterize their interac-
tion with enough clarity and resolution to ground reasoned and effective 
policy planning. I have outlined three modes of interaction between technol-
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ogy and cultural scaffolding and have argued that a lack of attention to one 
or more of these is likely to be the culprit when new technologies produce 
unanticipated effects or fail to meet the high expectations we often set for 
them.

Because discussions of technology often focus on what it allows us to do, 
we might pay less attention to the things it stops us from doing. Attending 
to these things highlights the ways in which technology can displace cultural 
scaffolds. When a new technology becomes an important part of navigating 
the world, the practices that technology causes us to cease might be critical 
components of scaffolding processes and worth the upkeep for their own 
sake. New technologies therefore present the challenge of identifying the ca-
pacities they might threaten by displacing scaffolds and concocting ways to 
preserve them, either by maintaining those scaffolds or by scaffolding the 
relevant capacities in different ways.

Ensuring that new technologies combine with existing scaffolds in a way 
that serves our desired ends demands a great deal of spadework that, as seen 
in the case of the MLTI, is easily neglected amid an enthusiastic, wide- scope 
embrace of new technology. When new technologies are called upon to ac-
complish existing tasks, it will not always be obvious how they can best be 
used to do so. The MLTI shows that conscious attention to how laptops in 
the classroom could be used to complement and supplement established 
curricular tasks is necessary to ensure a successful rollout that realizes the 
potential of the technology while guarding against its pitfalls.

One reason we might neglect combination— a reason, for example, we 
might give short shrift to questions about how we need to think through 
K– 12 curricula to accommodate the changes to classroom practice that come 
with laptops— is that it is often easier to recognize that new technologies re-
quire the catalysis of new scaffolding to support competency with new tech-
nologies. Catalysis cannot be assumed to be spontaneous. It is not implied 
by the logic of the technology itself, and effective management of the sys-
tems that will support competency with new technologies alongside their safe 
and effective implementation is essential to responsible technology policy.

The assumption that new technologies will make their own way in the 
world and present to us their own optimal modes of use is seductive. If, how-
ever, we are committed to the idea that technologies can only be useful to 
the extent to which they modify, enhance, or expand human capabilities, 
then we must be sensitive to the processes that allow them to do so. I have 
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offered one account of those processes with the hope that making them ex-
plicit is the first step to developing useful conceptual tools for navigating a 
world defined in many ways by technological change.

notes
Discussions with the participants at “Beyond the Meme: Articulating Dy-
namic Structures in Cultural Evolution” at the University of Minnesota 
helped bring this piece into focus. I am further indebted to Alan Love and 
Bill Wimsatt for their incisive comments and careful editorial work.
 1. Note also that these all describe one- way effects, from technology to 
cultural scaffolding. This is not to imply that reciprocal effects are not pos-
sible, or even uncommon; the shapes new technologies take depend integrally 
on how people already participate in scaffolding processes, and they might 
shift and adapt in response to feedback from scaffolding processes. I limit 
my focus to the effects of technology on cultural scaffolding with the goal of 
establishing a clear, preliminary framework for discussing this interaction.
 2. Displacement, it is worth noting, need not always be complete. In in-
stances where scaffolding is partially displaced, it might be more appropri-
ate to refer to it as suppression.
 3. I thank Malik Horton for bringing this point to my attention.
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we each contain multitudes
My mother grew up in a largely Jewish neighborhood in Brooklyn and re-
sided in the New York metropolitan area until just a few years ago, when my 
parents retired to Colorado. Since the move, my mother talks much more 
often about being culturally Jewish and actively seeks out interactions with 
fellow Jews. She prepares traditional Jewish dishes such as kugel and matzo 
ball soup with increasing frequency, occasionally refers to an idiosyncrasy as 
“a Jewish thing,” and has hung in her foyer a poster featuring an Asian boy 
holding a sandwich with the caption “You don’t have to be Jewish to love 
Levy’s real Jewish Rye.” She cherishes a coffee mug that features the quota-
tion: “I never think about being Jewish until I leave New York.”

The coffee mug makes sense. The New York metropolitan area is home 
to the largest Jewish population outside of Israel. In Brooklyn, New York’s 
most populous borough, 23 percent of its 2.6 million residents are cultur-
ally Jewish (Cohen, Ukeles, and Miller 2012). These numbers are especially 
impressive given that Jews comprise only about 2.1 percent of the total U.S. 
population. No matter where you go in the United States, when you leave 
New York, there are fewer Jews. This is important because American Jews 
have many cultural traits in common by virtue of being Jewish and Ameri-
can, irrespective of whether they are found in New York, Los Angeles, Den-
ver, or Atlanta (Whitfield 1999). The difference is that in New York being 
Jewish is both so common and so pervasive in the larger culture of the city 
that being Jewish is not, in itself, a particularly useful signal of an individu-
al’s norms and perspectives, and so fades into the background of many Jews’ 
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identity palettes. It may be more informative to identify as a psychothera-
pist, or a Buddhist, or a Libertarian; these identities appear in smaller num-
bers, and so by announcing oneself as such, one can more effectively find 
others with similar values.

In suburban Colorado, on the other hand, Jews may want to be more pro-
active in seeking each other out by signaling their Jewishness. This is both 
because being Jewish is now an informative signal (in the information theo-
retic sense that it is surprising or unusual) and because the associated norms 
and perspectives diverge more noticeably from those of the general popula-
tion. Most people are worthless if you’re looking for a decent knish.

My intention in this chapter is neither to talk about my mother nor about 
Judaism.1 Rather, I want to talk about a facet of human existence that has 
been largely underplayed in discussions of cultural evolution: social iden-
tity (though see Moffett 2013). This is puzzling because social identities of-
ten serve as cultural demarcations and, as I will argue, help humans to solve 
a crucial coordination problem that would otherwise impede the large- scale 
cooperation that, some say, defines our species (Bowles and Gintis 2011).

The discussion above highlights several important features of social iden-
tity. First, social identity is important. Humans place an immense value on 
clearly identifying to others who they are and to which groups they belong. 
Second, social identity is context dependent. Who I am, and how I express 
that to you, depends on where I am, who you are, and who else is around. A 
corollary of this is that social identity is multidimensional. Each of us con-
tains multitudes. We are all many things, and we are different things in dif-
ferent contexts, with different people, in different times and places. These 
shifting identities help us to act and respond appropriately, both to identify 
ourselves to the right individuals and to differentiate ourselves from the 
crowd.

These facts have obvious implications for organizational psychology and 
the social sciences. Less obvious, perhaps, are their implications for human 
cultural evolution. In this chapter, I want to talk about how the complex na-
ture of human social identity helps solve a key problem in the evolution of 
human societies: cooperative group formation. Following that, I will discuss 
how the role of social identity in facilitating cooperation has changed as hu-
man societies themselves have changed.
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cooPeration, coordination,  
and grouP- level traits
When compared with other social mammals, human cooperation is astound-
ing. Much has been made of the extreme propensity human beings possess 
for altruism and other forms of cooperation with their fellow humans. As 
an evocative example, Sarah Hrdy (2009) has pointed out that the ability of 
three hundred or more strangers to sit calmly in an airplane for a transoce-
anic flight— replete with crying babies, snoring neighbors, and ever- shrinking 
seat sizes— is a marvel in the animal kingdom. Three hundred chimpanzees 
similarly locked in a metal cabin for eight hours would rip each other to 
pieces.

This predilection for prosociality is not adequately explained by the 
mechanisms traditionally employed to explain cooperation in nonhuman 
species— namely, inclusive fitness and reciprocity. For example, humans in 
contemporary industrialized societies often cooperate with unrelated strang-
ers in one- shot interactions. Explaining this type of large- scale cooperation 
probably requires consideration of how cultural transmission (and forms of 
cultural inertia such as niche inheritance and technological lock- in) inter-
acts with a developmental psychology predisposed to social learning, con-
formity, and empathy to create a species that has come to dominate the global 
ecosystem through its ability to cooperate with relative strangers instead of 
attack them (Laland, Odling- Smee, and Feldman 2000; Arthur 2007; Chudek 
and Henrich 2011; Tomasello et al. 2012; Smaldino 2014; Wimsatt 2014; Rich-
erson et al. 2016).

Most theory on the evolution of cooperation has treated it as an individ-
ual’s propensity for prosocially helping another, even if that entails a cost on 
the part of the helper. In other words, cooperation is an individual- level trait. 
This characterization is unsurprising. In general, theories of both biological 
and cultural evolution have generally focused on the evolution of individual- 
level traits— physical properties and behaviors that are heritable through 
genetic or cultural transmission. Such traits are generally presumed to be the 
property of a particular organism, and it is through selective survival and 
reproduction that evolution hones the trait- environment fit of a species. Yet 
traits need not only describe properties of individual organisms. As a clas-
sic example, the cellular slime mold Dictyostelium discoideum forms a slug- 
like proto- organism when resources are scarce, enabling a group of otherwise 
free- living amoebae to move to higher ground and for a select few to disperse 
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to more nutrient- rich territory (Savill and Hogeweg 1997). The structure 
and behavior of this slug is crucial to the life cycle of D. discoideum, yet it is 
not accurate to describe these features as a trait of any individual amoeba. 
Instead, they are emergent group- level traits.

Groups of humans also exhibit many emergent group- level traits (Smal-
dino 2014). These groups may often be ephemeral, with a group coming to-
gether for an activity and disbanding. A major difference between emergent 
group- level traits in humans and in other organisms is that, in the case 
of  humans, the process of group formation for any specific trait is only 
 minimally controlled by genetics (even in other species, principles of 
self- organization and environmental feedback likely play a large role).2 
Compared with other species in which there is widespread division of labor—
the  ants  and termites, for example— humans are more morphologically 
uniform and yet much more behaviorally diverse. This is easy to see if one 
considers the enormous variety in the nature and behavior of groups of hu-
mans working together in organized, coordinated, and often differentiated 
roles. A cappella choirs, sailing crews, hunting parties, soccer teams, drum 
circles, policy institutions, farming collectives, winter harvest festivals, ur-
ban infrastructure, software development teams, film crews, pickup basket-
ball, military service, commerce. There are myriad ways in which people can 
work together (for an excellent review of teamwork in humans and other spe-
cies, see Anderson and Franks [2003]).

Human cooperation often involves groups of individuals working to-
gether in a coordinated fashion toward common or mutually beneficial 
goals. How humans coordinate to form cooperative groups, which often in-
volve the emergence of group- level traits, is a major problem for the devel-
opment of theories of cultural evolution (Smaldino 2014). In order to proceed, 
it will help to discuss the general problems associated with cooperation.

The Cooperation Problem
The problem of cooperation is often stated in the language of evolutionary 
game theory: How can individuals with cooperative strategies invade and 
continuously outperform free riders? In other words, cooperating is risky. If 
you help your partner but she doesn’t help you, you are a sucker as well as an 
evolutionary dead end. So how can cooperation evolve so that cooperators 
aren’t suckers?

Decades of research have been put into this question. The overly simplis-
tic but largely correct answer is that most of it has to do with positive assort-
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ment. As long as there is some mechanism that allows cooperative 
individuals to interact preferentially with each other, they can outperform 
free riders who can’t reap the benefits of synergy, while avoiding being played 
for a sucker. There are a bunch of mechanisms that allow this to happen. In-
teracting preferentially with kin is a good one. Cooperation can evolve and 
stabilize through inclusive fitness when closely related individuals interact 
with one another, through either proximity or some sort of recognition 
mechanism. Critically, these mechanisms work even if the individuals are 
not closely related, as long as they each share cooperative traits that they can 
pass on either genetically or culturally (Hamilton 1964; McElreath and Boyd 
2007; Gintis 2014). One way this kind of assortment can occur is through 
limited dispersal— when offspring live their lives near the location in which 
they were born (Koella 2000; Mitteldorf and Wilson 2000; Kümmerli et al. 
2009; Smaldino and Schank 2012). Another way to stabilize cooperation is to 
make it costly to do otherwise. Partner selection and explicit punishment are 
among the ways to get this done, and in humans explicit institutions have 
arisen to do just this (Richerson and Henrich 2012; Ostrom 2014).

Yet another mechanism is to signal with group markers or tags, which 
can aid assortment by signaling whether an individual is in your group and 
so is likely to cooperate again either with you or someone you know (Axel-
rod, Hammond, and Grafen 2004; Hammond and Axelrod 2006; Cohen and 
Haun 2013). This last mechanism speaks to our earlier discussion of social 
identity, which I will argue functions as a sort of multidimensional, context- 
dependent marker for assortment. But, if cooperators can effectively signal 
to each other with simple tags, why might such a complex mechanism as 
context- dependent, multidimensional social identities be necessary for as-
sortment? The reason is that finding other cooperators is only part of the 
problem associated with effective cooperation.

The Hermione Dilemma
The central problem of cooperation is usually framed in terms of how coop-
erators can invade and outperform free riders. This cooperation problem is 
largely solved, even if some but- fors and nitty- gritties remain to be worked 
out. In the case of humans, people are often cooperative. We are the coop-
erative species, after all (Bowles and Gintis 2011). Problem solved. However, 
we are still left with the other problem of cooperation: how to best generate 
a benefit between two or more cooperators (Calcott 2008; Smaldino 2014). 
Often, the question for an individual is not how to find someone who will 
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cooperate but how to find the best person to cooperate with (Nöe and Ham-
merstein 1994; Tooby and Cosmides 1996; Barclay and Willer 2007).

For illustrative purposes, consider the characters in J. K. Rowling’s pop-
ular Harry Potter fantasies.3 Clever and resourceful Hermione wants to fight 
the Dark Lord Voldemort, and luckily she has a bevy of helpful would- be 
heroes just waiting to assist her! On her left is the one and only Harry Potter: 
holder of the most telling of scars, Harry is brave, talented, and buoyed by 
throngs of admirers and supporters. On her right is bumbling Neville Long-
bottom: kindhearted but clumsy, socially isolated, and possibly a bit dim. 
Which of these two should she choose to join her in her quest to rid the wiz-
arding world of evil? The problem here is categorically not how to pick the 
cooperator instead of the free rider. Instead, the difficulty is to choose the 
best cooperator, given the task at hand and Hermione’s extant personality 
and skill set. Hermione is doing more than choosing a cooperator. She is 
choosing a collaborator: someone with whom she will have at least partially 
aligned goals and with whom she will coordinate to generate synergistic ben-
efits. To make her choice, Hermione is aided by the overt and tacit signals 
sent by Harry and Neville, advertising their vices and virtues.

How to choose whom to cooperate with is a general problem that humans 
face all the time. From among the pool of potential partners who might be 
willing to cooperate, an individual must find a partner or team with whom 
interests are aligned, norms of behavior and communication are shared, and 
skills and experience are either common or complementary, depending on 
the task. To form successful collaborative partnerships or teams, individu-
als have to find the right people and make themselves desirable to them.

the role of social identity in collaborative 
grouP formation
Among cooperative individuals, there are myriad ways in which they might 
cooperate. This is often discussed as a problem of coordination. Assuming 
two or more individuals have the psychological machinery for shared atten-
tion and joint behaviors (Tomasello et al. 2005; Gallotti and Frith 2013; Heyes 
2013), it is beneficial for them to maximize the degree to which they can har-
moniously coordinate their efforts to generate the most productive syner-
gistic outcome. If they share goals, vocabulary, and behavioral norms, 
coordination may go deeper and more smoothly, generating a larger benefit 
compared with individuals who cooperate out of obligation or necessity but 
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must struggle to find common ground (McElreath, Boyd, and Richerson 
2003; Calcott 2008). Thus, individuals must find a way to assort not only 
according to their cooperative tendencies but according to their norms 
and values. It is proposed here that social identity facilitates this kind of 
assortment.

For the purpose of this discussion, I follow the social psychologist Kay 
Deaux (1993) in allowing for a fairly broad definition of social identity: so-
cial identities are those roles or membership categories that a person claims 
as representative. These can include groups such as “Asian Americans” or 
roles such as “mother.” This definition is by and large aligned with the so-
ciological concept of the reference group and is also consistent with how 
identity is discussed in sociocultural anthropology. In his well- known chap-
ter on ethnic groups and boundaries, Barth (1969) writes:

It makes no difference how dissimilar members may be in their overt 
 behavior—if they say they are A, in contrast to another cognate category B, 
they are willing to be treated and let their own behavior be interpreted and 
judged as A’s and not B’s; in other words, they declare their allegiance to the 
shared culture of A’s. (15).

A key point here is that identity is not just something that is felt internally, 
as is the view from psychoanalytic theories concerned with the “struggle for 
identity” (e.g., Erikson 1968) as well as social psychological theories con-
cerned with self- conceptualization (e.g., Brewer 1991; Hogg 2000). Self- 
concept is an interesting and surely important factor in explaining human 
behavior, but it is neither highly relevant to the present discussion of coop-
erative assortment nor easily measured in any sort of experimental paradigm. 
Instead, I am concerned with social identity as something that is actively and 
outwardly expressed.

Social Identity as a Signal
The expression of a social identity might take the form of an overt declara-
tion (“I love socialism!”), covert signals such as encrypted jokes referencing 
shared experiences (Flamson and Bryant 2013), or markers such as clothing 
or vocabulary. Because of the high dimensionality of social identity, how-
ever, an individual cannot and should not express every facet of his or her 
identity. Rather, a subset gets expressed depending on context. But which 
subset? This question has been investigated by social psychologists who fall 
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broadly into two camps. Both camps focus on the need to distinguish one-
self from others but differ on the reasons for doing so and from whom one 
should differentiate oneself.

Theories related to distinctiveness or uniqueness focus on carving out 
a  niche for oneself and thereby differentiating oneself from similar others 
(Snyder and Fromkin 1980; Brewer 1991; Vignoles 2011). In particular, opti-
mal distinctiveness theory (Brewer 1991) posits that individuals adapt their 
self- concept to balance opposing needs for assimilation and differentiation. 
This adaptation is presumed to be based on the relative distinctiveness of the 
various components of their overall social identity in the current social land-
scape. For example, if I am a Socialist Muslim, I might identify more strongly 
as a Socialist when Socialists are rare and Muslims common, and as a Mus-
lim in the opposite case. Though unable to test for internal self- concept, ex-
periments have shown that Western college students do alter their expression 
of social identity based on the relative distinctiveness of those components 
in at least some settings (Pickett, Silver, and Brewer 2002).

Optimal distinctiveness theorists sometimes adopt an adaptationist ra-
tionale for their posited innate psychological desire for belonging to groups 
of relatively moderate size. For example, Leonardelli, Pickett, and Brewer 
(2010) suggest that such preferences allowed hominins to optimize the size 
of their cooperative groups, reaping the benefits of scale while avoiding the 
free rider problems found in large collectives. Without considering if the ge-
netic evolution of such preferences is even feasible (see Gould 1991), we can 
first ask whether such individual preferences would, in fact, give rise to “op-
timally” sized groups that maximize the benefits to their constituents. Math-
ematical modeling suggests that this is unlikely. Smaldino et al. (2012) 
modeled a simple scenario in which all agents had group identities, had iden-
tical preferences for a moderate relative group size, and switched groups 
when another group had a preferable size. They showed that this scenario 
led to assortment into overly large groups in which no one’s preferences were 
satisfied, except in the case where rigid network structures were imposed. 
In other words, preferences for relative distinctiveness did not result in group 
sizes that reflected those preferences. Moreover, group size is likely to be de-
termined by the specifics of the task at hand and the resources available to 
group members, rather than by the aggregate preferences of its members. If 
there are benefits to group membership, then the interests of those who want 
to join a group may be opposed to the interests of those already in the group, 
who would be better off keeping them out (Smith 1985; Giraldeau and Caraco 
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2000; Smaldino and Lubell 2011, 2014). In this case, group size will equilibrate 
to the point where the benefit lost to group members by adding a member 
is equal to the cost of barring a new member from entering (Smith 1985; 
Giraldeau and Caraco 2000). In addition, the optimal size for cooperative 
groups will likely be task dependent. As a result, a passive mechanism for 
determining group size— such as a general preference for joining groups of a 
particular size— will be insufficient to facilitate optimal assortment in most 
cases. It is therefore quite unlikely that strategies of social identity expression 
have evolved to optimize group size for cooperative endeavors. Instead, it 
seems more likely that the expression of social identity is geared toward as-
sortment into groups in which the constellation of social identities satisfies 
the group- level needs for coordination and division of labor.

This line of reasoning does not invalidate the experimental findings of 
the optimal distinctiveness theorists, nor does it suggest that individuals do 
not strive to differentiate themselves from similar others. The most obvious 
benefit to differentiating oneself from the crowd is that it allows one to more 
easily find collaborators. But once this has been achieved, another mecha-
nism is required to facilitate further assortment into groups.

Another camp of social identity theorists, the identity signaling theorists 
(Berger and Heath 2008), suggests that the expression of social identity func-
tions largely to differentiate oneself from those who are different, in order to 
ensure that others understand who they are and do not mistake them for 
those with opposed norms or values. In other words, people understand 
when there is a chance they may be mistaken for a member of another group 
and take active precautions against this. For example, Stanford students in 
a typically “jocky” dorm were sold a one- dollar “Livestrong” bracelet, as was 
another dorm across campus as a control (to test the effect of boredom). A 
week later, bracelets were also sold to members of a neighboring “dorky” ac-
ademic dorm, and these students tended to interact heavily with members 
of the first dorm in classes, dining halls, and so on. After another week, 32 
percent of the jocks but only 6 percent of the control dorm members had 
stopped wearing the bracelets (Berger and Heath 2008, Study 2). If the ex-
pression of social identity is to make sure others know who you are, then one 
should abandon a signal when it is not reliable.

Both camps of social identity expression get something right. Social iden-
tity helps an individual to stick out from the crowd and find similar others, 
the latter being achieved both through the disassociation from dissimilar 
others discussed by the identity signaling theorists as well as through direct 
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assortment for similarity, or homophily (McPherson, Smith- Lovin, and Cook 
2001). In other words, the expression of social identity functions as a signal to 
facilitate assortment for successful coordination.

societal structure and the multidimensionality 
of social identity
In his 1961 novel Mother Night, Kurt Vonnegut tells his readers, “We are what 
we pretend to be, so we must be careful about what we pretend to be.” Therein 
lies an important lesson about the difference between self- concept and self- 
expression, and a reminder that we are judged by our actions, not our 
thoughts. However, as a psychological theory, Vonnegut’s analysis is lacking. 
We may be what we pretend to be, but we pretend to be lots of things.

Each of us has multiple identities. In- group biases are well documented 
in intergroup interactions, but we should recall that we all belong to multi-
ple in- groups. We identify and are identified by family, friends, work, gen-
der, politics, race, the sports teams we support, and the music we listen to 
(and the corresponding t- shirts we wear). Which of these identities is most 
salient is dependent on the context. Our lives are multifaceted, and differ-
ent aspects of our social identity are expressed and utilized in different so-
cial and behavioral contexts (Long 1958; Deaux 1993; Putnam 2000; Roccas 
and Brewer 2002; Ashmore, Deaux, and McLaughlin- Volpe 2004). There are, 
of course, individual differences in the ways in which the multidimension-
ality of social identity is conceptualized and expressed (Roccas and Brewer 
2002), but this aspect of that multidimensionality is not what concerns me 
here. Let us simply assume that humans express social identities in a man-
ner that accounts for their multidimensional and context- dependent natures. 
The point I want to make is that, because humans have to cooperate in many 
different contexts, the multidimensionality of social identity is important for 
successful coordination.

Different Societies Imply Different Roles for Social Identity
This is the point at which we finally encounter the topic of cultural evolu-
tion, because the structure of society will determine the contexts for coop-
eration and therefore impinge on the multidimensional nature of social 
identities.

Different societal structures create different strategic opportunities and 
necessities for interaction. The sociologist Miller McPherson notes, for ex-
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ample, that as societies transition from small- scale foraging structures to 
large- scale agricultural structures, “the activation of entirely new dimensions 
such as education, occupational prestige, and other distinctions come into 
play” (McPherson 2004, 266). Of course, certain identities are specific to cer-
tain cultures, corresponding to particular idiosyncrasies of history, reli-
gion, or climate. These differences will affect the specific ways in which 
social identities are expressed. However, there may be certain regularities 
found in the expression of social identity across cultures. These regularities 
include the diversity of social identities in a population, as well as the man-
ners in which social identities are expressed to facilitate coordination.

I will simplistically talk about human societies as varying on a contin-
uum of “complexity.” I want to be careful to note that I mean to make no 
judgments or appraisals related to the worth or quality of a society in refer-
ring to one as more or less complex. In particular, the complexity, depth, or 
intelligence of the individuals in those societies is completely orthogonal to 
this discussion. Rather, let the complexity of a society be a gestalt measure 
encompassing the size of its population and the diversity of the specialized 
social and economic roles held by its members. By this measure, a foraging 
society of a few thousand would be relatively simple, and a modern interna-
tional community would be maximally complex. Other, more precise mea-
sures are obviously desirable, but this is somewhere to start.

Social Identity Expression in “Simple” Societies
For most of human history, people lived in relatively small groups. Studies 
of modern hunter– gatherers show that although extended societies can num-
ber in the thousands, most of an individual’s time is spent with small forag-
ing groups numbering between thirty to one hundred adults (Hamilton et 
al. 2007; cf. Caporael 2014). Most discussion of identity as a facilitator of co-
operation and coordination in both contemporary and prehistorical forag-
ing societies has focused on the role of overt ethnic markers or tags (such as 
language, accent, or clothing) for distinguishing between cultural groups 
(Barth 1969; Cohen and Haun 2013; Hammond and Axelrod 2006; Mc-
Elreath et al. 2003; Moffett 2013). In such societies, only outsiders had to be 
identified by a tag, as in- group members could be known directly, through 
either personal experience or reputation (Apicella et al. 2012; Hamilton 
et al. 2007).

In a small, perfectly egalitarian society— which may, some have claimed, 
describe the conditions under which typical ancestral Pleistocene humans 
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lived (Boehm 1999; though see Smith et al. 2010)— the diversity of roles 
should be quite low. Individuals would be identified by the persistence of role 
diversification based largely on sex, age, or skill. The expression of social 
identity in such a society should therefore be minimal. Although individu-
als vary in their skills, experiences, and outlooks, these differences tend to 
be known by everyone in the community in very small- scale societies.

This is not to say that, in small- scale societies, assortment based on shared 
norms and values is necessarily a trivial problem. Individual differences 
abound even in small groups, and individuals in all societies develop friend-
ships with their preferred interaction partners, solving the problem of as-
sortment by identifying specific individuals to cooperate with (Hruschka 
2010). Fostering deep friendships takes time, and finding potential friends 
is still a challenge. Flamson and Bryant (2013) have raised the interesting 
proposition that within small communities, jokes and other forms of humor 
serve as encrypted signals that allow similarly minded individuals to pref-
erentially assort without alienating dissimilar in- group members, with whom 
they must still occasionally cooperate. Such a strategy solves the problem of 
coordination without a need for overt identity expression.

Social Identity Expression in “Complex” Societies
With the introduction of hierarchy and social classes, social identity within 
the community can become concerned with largely prescribed roles and with 
facilitating the proper behavior between two or more actors in consideration 
of their positions. For example, in the Indian caste system, individuals from 
different castes may cooperate in the domain of farming, but not intermarry 
(Waring 2012). Here, social identity can facilitate smoother assortment for 
coordination, as individuals can be placed into categories of potential or for-
bidden partners based on their belonging to a particular class, saving the 
individuals the trouble of getting to know every other individual in depth 
to make such an assessment.

After the rise of agriculture, societies became larger, more complex, and 
more entangled with other societies via trade networks (Johnson and Earle 
2000; Moffett 2013; Richerson and Boyd 1999; Gowdy and Krall 2016). In a 
population that is both large and has a high degree of diversity in social roles, 
individuals must often interact cooperatively with relative strangers in a large 
variety of contexts. In complex societies, therefore, mechanisms for estab-
lishing trust, compatible skills, and common norms and values become in-
creasingly important to the formation of cooperative groups.
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Complex societies pose two new problems for human cooperation. First, 
as human societies grew larger, members of cooperative groups would in-
creasingly have to interact with individuals whom they had not previously 
encountered or otherwise knew little about, making finding partners for co-
operation and coordination increasingly difficult. Second, as the diversity 
of roles within a society became greater, individuals would increasingly have 
to modify the expression of their social identities to relate to others in a larger 
variety of contexts. To solve these problems, individuals in complex societ-
ies must make rapid, accurate decisions regarding both whether to cooper-
ate with a potential partner and how to do so.4 Individuals looking to join a 
group as well or let new members into their groups facilitate this process 
through the expression and evaluation of social identities.

To be clear, I am not suggesting that individuals’ social identities need 
be more or less rich in different societies. Individuals have complex and well- 
developed identities in all known societies. Rather, I argue that in more 
complex societies, the landscape of possible identities is more heterogeneous, 
and the multidimensionality of social identity is employed more directly as 
a coordination device. Thus, the advent of social identities in modern com-
plex societies, such as national or regional identities; religious affiliations; or 
various fan communities for sport teams, film, or music, may be indicative 
of a cultural evolved solution set to the problem of assortment for coopera-
tion and coordination in an expanding world.

A hint at how this kind of psychological transformation could occur 
through cultural evolutionary processes is suggested by the results of a re-
cent study by Isabel Scott and her colleagues (2014). They looked at male and 
female perceptions of facial characteristics in potential sexual partners across 
twelve populations that included complex, urbanized societies as well as 
smaller- scale pastoral and foraging societies. They found that highly di-
morphic preferences— square jawlines in men and softer, rounder faces in 
women— were more prevalent in urban, large- scale societies. Individuals in 
smaller- scale societies, in contrast, did not rely on such signals. They also 
found that the degree to which more masculinized faces were perceived as 
more aggressive was strongly correlated with the percent of the population 
that was urbanized— that is, living in a large, complex social environment. 
An interesting aspect of this finding is that masculinity is a reasonably strong 
predictor of aggression, in part because it correlates with circulating testo s-
terone levels (Pound, Penton- Voak, and Surridge 2009). It seems quite pos-
sible that the stereotype of square- jawed men as more aggressive never 



458 Paul E .  Smaldino

developed in smaller- scale societies because there was no need for it— when 
aggressive men can be known individually and by reputation, such a stereo-
type would equate to discarding a strong signal for a weaker one. In large- 
scale societies, however, where rapid evaluation of strangers is paramount, 
such stereotypes may become useful heuristics.

Hogwarts Revisited
Let us return briefly to the problems of partner selection facing Hermione. 
In the earlier example, she was able to use firsthand knowledge of Harry and 
Neville in order to contrast them as potential cooperation partners. All three 
students are members of Gryffindor House and have regular contact, includ-
ing extensive interactions on their very first day of school. This example re-
inforces the point that in complex societies, social organization takes many 
forms, and social identity is hardly required for all partner selection prob-
lems. However, consider a scenario in which Hermione, being of above- 
average intelligence and skill, is allowed to skip a grade. She finds herself in 
mixed classes with unfamiliar, older students from both Gryffindor and 
Ravenclaw. For partnered activities, she might use membership in Gryffin-
dor as a first- pass signal to reduce the set of potential partners to those she 
knows share her values of bravery. This would be an especially good strat-
egy if the activity required bravery, such as taming a wild hippogriff. On 
the other hand, suppose the activity was something requiring exceptional 
cleverness, such as devising an empirical test for how magical ability is 
transmitted from parents to offspring. In this case, Hermione might favor 
her identity as a clever person over her identity as a Gryffindor, and choose 
to partner with a Ravenclaw. The complex societal structure of this world 
facilitates many identities and many permutations for assortment.

cognitive trade- offs between dePth  
and breadth of social identity
The ways individuals in the West conceptualize and express social identity 
are often written about as if they represent universal features of human na-
ture. Indeed, proposed adaptationist explanations for these social identity 
strategies (e.g., Leonardelli, Pickett, and Brewer 2010) assume that our Pleis-
tocene ancestors thought about other people in a manner similar to how we 
now think about ourselves and others. Such assumptions are dubious. In-
stead, the psychological nature of social identity is highly constrained by the 
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structure of one’s cultural milieu. Thus, as the structures of cultural societ-
ies have changed, so too have the ways in which humans have conceived of 
and expressed social identity. Indeed, the relative recency of the transition 
to agriculture and the emergence of complex societies suggest that many 
strategies related to the expression of social identity likely arose through cul-
tural rather than genetic evolution. It would hardly be surprising if a re-
thinking of the psychology of social identity with an eye toward cultural 
evolution is necessary, given the extent to which psychological research has 
been skewed by a focus on minds belonging to individuals raised in West-
ern, industrialized societies (Henrich, Heine, and Norenzayan 2010).

A few anthropologists have noted to me in private that individuals in 
“simpler” societies appear to have, if anything, a richer conception of iden-
tity. By this, I believe these anthropologists mean that, for people in these 
societies, the differences between the individuals they know are more pro-
nounced, and the number of labels they can put on any individual is higher. 
If true, it strikes me as possible that there exists a cognitive trade- off in the 
depth and breadth of social identities an individual might use to identify 
himself or herself and others. As the diversity of contexts for identifying peo-
ple increases, the depth at which any one person can be identified would 
decrease. This is surely one of the more speculative elements in this chapter, 
but it may nevertheless have legs.

To see how this might work, we can remind ourselves that the phenom-
enological aspects of the human mind emerge from the activity of the meat 
brains residing in our skulls, and that these brains are made of neurons. We 
can therefore draw insights by analogy to artificial neural networks. Con-
sider a network with a fixed number of nodes, tasked with pattern discov-
ery. In developing this example, I assumed the relatively simple architecture 
of feature discovery through competitive learning developed by Rumelhart 
and Zipser (1985), but any number of other architectures would suffice. The 
purpose of this type of network is to classify a large set of stimuli into dis-
crete categories, such that the number of categories is not predetermined but 
has an upper limit of M. Here, the network is tasked with categorizing an 
individual’s interaction partners based on a suite of expressible traits (their 
identities). If an individual’s interaction partners are all drawn from the same 
group, then the network should discover systematic differences that exist be-
tween clusters of individuals within that group. On the other hand, if the 
set of interaction partners is drawn from across many groups, such that in-
dividuals within each group have correlated traits, then the network is likely 
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to cluster individuals by group and, by extension, treat all individuals from 
each group as identical.

This is obviously an oversimplification of a complex aspect of human cog-
nition, but it helps to explain how there might be a trade- off between depth 
and breadth in how we categorize those we interact with. Depth is sacrificed 
for breadth when one must coordinate with individuals with whom one 
shares less cultural and developmental overlap. Such a trade- off might be in-
vestigated empirically both through computer simulation with artificial 
neural networks as well as through direct cross- cultural comparison of how 
individuals in differently structured societies categorize themselves and oth-
ers. More generally, this discussion points to the fact that social identity 
serves a social purpose, and that purpose is dependent on the strategic needs, 
opportunities, and affordances of the individuals in a given society.

Using Social Identity to Talk about Others
An alternative perspective on the trade- offs between simple and complex so-
cieties stems from the role of social identity as a way of communicating, not 
only between potential partners, but also with third parties. This idea is com-
plementary rather than oppositional to the idea on cognitive trade- offs just 
presented. In small societies in which everyone knows one another, discus-
sions about individuals who are not present can be had using direct refer-
ences to those individuals, and the need to discuss personality or behavioral 
properties of strangers may be minimal. Complex societies, on the other 
hand, necessitate the existence of norms for describing people one knows in 
one social context (e.g., work colleagues) to people one knows in another so-
cial context (e.g., college friends). Indeed, people require common ground 
in order to describe anything, including other people, to their conversation 
partners (Clark and Brennan 1991). Social identities can serve as scaffolds 
for learning about new people, providing schemata for their potential behav-
iors and personalities. Moreover, the wider the variety of people we encoun-
ter, the more categories we will need to discuss them all. Requiring more 
categories, in turn, might lead to a shallower description of any specific 
person, as descriptions rely more on broad categories and less on detailed 
behavioral analysis.

In any society, individuals face problems of assortment, both to find coop-
erators while avoiding free riders or bullies, and to maximize the benefits of 
coordination with like- minded partners. I have proposed that (1) social iden-
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tity helps to facilitate assortment for successful coordination, (2) the struc-
ture of social identity, and the extent to which it is used for assortment, is 
tied to the structure of the society individuals find themselves in, and (3) the 
multidimensionality of social identity evolved culturally to facilitate coop-
eration with different individuals serving different needs in different 
contexts.

Solving the problems of cooperation necessary for the synergistic under-
pinnings of human culture requires assortment and coordination (Toma-
sello et al. 2012). As societies grew larger and more complex, social identity 
enabled people to solve the problem of assortment as other solutions— such 
as kin recognition, reciprocity, or monitoring— increasingly failed. Using so-
cial identity as a tool for assortment would have piggybacked on preexisting 
psychological structures related to identifying one’s place within a group, 
which evolved in the context of simpler societies. The cultural evolution of 
highly multidimensional social identity profiles in response to the changing 
demands of complex societies might, in turn, explain a potential trade- off 
between depth and breadth in social identity.

After groups assort, there exist well- known feedback processes in which 
group members grow closer together, are more strongly identified, and are 
increasingly better at coordinated activities (Sherif 1988; Theiner and 
O’Connor 2010; Gallotti and Frith 2013). More generally, social identities may 
be shaped through the course of group membership, such that group mem-
bership acts as a scaffold toward role development. Abrams (2014) has pro-
posed that as social organization persists and individuals take on different 
social roles, the intrinsic organizational structure may encourage “cohesive 
cognitive subnetworks,” which in turn will cause individuals who take on 
similar roles in different groups to become increasingly similar. In other 
words, the environmental effect of participating in a group- level endeavor 
may lead to a number of cognitive and behavioral similarities among indi-
viduals occupying similar social roles, above and beyond those necessary for 
performing those roles.

The details of any particular culture will constrain the options of its 
members in many ways (Smaldino and Richerson 2012), including options 
related to social identity. For example, Michele Gelfand and her colleagues 
(2011) characterized thirty- three national cultures on a spectrum between 
“tight” and “loose.” Tight cultures are defined by strong norms and a low 
tolerance of deviant behavior, with the reverse true of loose cultures. In tight 
cultures, social identity fluidity should be lower than in looser cultures, 
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independent of the society’s “complexity.” In general, the psychology of so-
cial identity and the evolution of human cultural complexity are complex 
and complicated topics, and it is unlikely that any single hypothesis or line of 
reasoning will be able to explain either of them, as Sterelny (2012) argues 
more generally for explanations of human social complexity. My goal in this 
chapter is simply to provide a new perspective on the overlooked connec-
tion between these two areas of research.

Cultures are shaped not only by how individuals use social identities to 
assort with others, but also by the specific norms and goals associated with 
those identities. I have largely ignored this distinction, and in particular I 
have ignored those social identities that have shaped human cultural evolu-
tion perhaps more than any others: religious identities. These are often ac-
companied by heavily enforced institutions that promote social cohesion and 
group- adaptive behaviors, and have likely been critical in the emergence of 
large- scale, hierarchical societies (Wilson 2002; Norenzayan 2013; see also 
Watts et al. 2015). This omission is certainly not a reflection of a lack of im-
portance but is instead a tactic to focus on the multidimensionality of social 
identity and its role in facilitating coordination.

The thesis put forth here is necessarily somewhat imprecise, dealing with 
the interaction of many complex topics that are not always so well defined, 
perhaps none more so than “social identity.” I view this chapter as a first 
attempt to organize some thoughts on the relationship between social iden-
tity, cooperative coordination, and the evolution of human social complexity. 
In the future, formal mathematical and computational models will be 
useful to constrain the problems discussed here more precisely. Such models 
will hone these arguments and guide empirical research to look for particu-
lar patterns in the data, much as models of social learning and cumulative 
culture inspired subsequent laboratory research on the relationship be-
tween group size and the maintenance of complex technologies (Derex et 
al. 2013; Muthukrishna et al. 2013; Kempe and Mesoudi 2014).

Cultural traits are inherently social traits. Thus, in order to think about 
how cultural ideas, technologies, and institutions spread and evolve, we need 
to think about the emergence and evolution of traits that are properly de-
scribed at the level of groups (Smaldino 2014). A part of this picture is the 
recognition that humans identify themselves in terms of others. Understand-
ing the role of social identity in cultural evolution will help us move beyond 
the meme, beyond the focus on individual traits and simplified models from 
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population genetics or epidemiology, and toward models of cultural evolu-
tion that capture the essential “we”- ness of human beings.

notes
I am grateful to Bill Wimsatt and Alan Love for organizing and inviting me 
to the “Beyond the Meme” workshop at the University of Minnesota, where 
the ideas in this chapter were originally presented and fleshed out and many 
stimulating conversations had. For helpful comments and discussion on 
the topics presented in this chapter, I also thank Bob Bettinger, Monique 
Borgerhoff Mulder, Marilynn Brewer, John Bunce, Jimmy Calanchini, Tom 
Flamson, Michelle Kline, Alan Love, Richard McElreath, Nicole Naar, Les-
ley Newson, Emily Newton, Karthik Panchanathan, Pete Richerson, Gil 
Tostevin, and Bill Wimsatt.
 1. Though I could hardly be more Jewish by opening with a discussion 
of my mother.
 2. For example, a tapered body shape and random movement in a con-
fined space is sufficient to produce the huddling behavior observed in rat 
pups (Rattus norvegicus), which is thought to be critical in thermoregula-
tion and energy conservation (May et al. 2006).
 3. I hope the die- hard Potter fans will forgive me for this noncanonical 
interpretation.
 4. These problems would be easier to overcome in smaller, less diverse 
groups. However, the advantages of size and efficiency likely outweighed their 
costs as some complex societies emerged and began to compete with other 
cultural groups. For discussions of this transition, see Turchin and Gavri-
lets (2009) and Richerson et al. (2016).
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Some of the most challenging and important problems facing 
us both scientifically and as citizens emanate from large- scale complex 
adaptive systems, such as societies and ecosystems. Diverse examples in-
clude social exclusion, credit crises, environmental unsustainability, bio-
logical evolution (with its myriad subproblems), and the evolution of hominin 
culture. These problems are not only important and complex. They are also 
interlinked in bewildering ways, are difficult to even define or delimit, and 
appear to have become increasingly pressing lately. We seem to see and feel 
the shortcomings of our understanding more acutely now than we used to 
only a few decades ago.

The reasons for the increasing saliency of these sorts of problems are 
manifold, and they are expressed differently in different fields, but we be-
lieve that three important and interlinked factors can be identified: (1) the-
ories that used to be thought of as safe ground are being undermined by 
(2) an explosion of new data, while at the same time, (3) the development of 
complexity science has provided models and concepts for expressing and 
detecting these types of problems. For societal problems, an additional 
point is germane: the societal system itself is becoming more and more 
complex (i.e., more interconnected, less predictable, and less stable, as well 
as more and more energy-  and material- intensive, with a stronger effect on 
ecology and climate as a result).

We believe a major transformation is occurring that spans several disci-
plines. This transformation is unfolding at different paces and along some-
what different trajectories in different disciplines, which reflects differences 
in theoretical and empirical backgrounds, in what constitutes central ques-
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tions and aims. It is generating a growing substrate of semicongruent cri-
tiques and new ideas, but an understanding of what is wrong with “old 
theory” is, overall, more developed than an account of what would work 
better. The situation presents a need, and indeed an opportunity, for con-
ceptual tools that act to align and direct this substrate of critiques and new 
ideas on an abstract level so that it can reach across disciplinary boundaries.

This chapter aims to contribute some elements of such a toolbox. We be-
gin with a review and analysis of recent empirical and theoretical trajecto-
ries, in and across three important areas where this transformation is having 
strong effects: evolutionary biology, social science, and archaeology. Our ex-
ploration leads to the introduction of two interrelated tools: a metarepre-
sentational diagram and a new class of wicked systems. We probe the value 
of these tools by addressing questions such as: What is “wickedness”? What 
approaches have been applied successfully to understanding it? What can we 
do to make further headway?

transformations in and across disciPlines
Evolutionary biology is undergoing a dramatic transformation driven by 
strong empirical advances that have occurred over the past two decades. 
These advances have been interpreted as revealing a mechanistic basis for 
evolution (Wagner, Chiu, and Laubichler 2000; Laubichler and Maienschein 
2013; Laubichler and Renn 2015)— from molecular to ecological scales— at 
a level of detail that was hardly imaginable only twenty years ago. In this 
emerging picture of evolution, age- old disciplinary boundaries break down, 
and trusted models are being undermined, both in terms of the predictions 
they make and the assumptions that underpin them (e.g., Erwin 2008; 
Odling- Smee et al. 2013; Laland 2014). Yet this new picture is not yet uni-
fied. It emerges— tantalizing in outline but still somewhat out of focus— from 
a range of perspectives on the evolutionary process, including the complex 
mapping between genotype and phenotype and the structuring of pheno-
typic spaces, the role of organization and history in evolution, multiple chan-
nels of inheritance, selection on multiple levels, and macroevolutionary 
patterns.

These new perspectives are embodied as an evolving system of diverse 
and interacting theoretical elements, such as evolutionary developmental bi-
ology (e.g., Arthur 2011), niche construction theory and ecological inheri-
tance (e.g., Odling- Smee, Laland, and Feldman 2003), ecosystems engineering 
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(e.g., Jones, Lawton, and Shachak 1996), ecoevolutionary dynamics (e.g., Pel-
letier, Garant, and Hendry 2009; Loreau 2010), facilitated variation theory 
(e.g., Bruno, Stachowicz, and Bertness 2003; Gerhart and Kirschner 2007), 
developmental systems theory (e.g., Oyama, Griffiths, and Gray 2001), gen-
erative entrenchment (e.g., Wimsatt 1986, 2001), developmental innovation 
(e.g., Erwin and Krakauer 2004), and “public goods” theories of evolution-
ary transitions (e.g., Erwin and Valentine 2013; Erwin 2015). The basis for 
this new system of theories derives from empirical fields enabled by techno-
logical advances, such as comparative genomics and developmental ge netics 
(e.g., O’Brien et al., 1999). The lesson is that biological evolution is a much 
broader and more complex problem than we previously imagined.

Laubichler and Maienschein (2013) identify two alternative narratives 
about the history and future of evolutionary theory. The first, and most wide-
spread, is that we are seeing a completion of the Modern Synthesis— that is, 
an “extended synthesis” (e.g., Pigliucci and Müller 2010) where this new 
mechanistic under standing is being accommodated in a cumulative fashion 
and within current theoretical frameworks. The second is that there is a more 
fundamental challenge to how evolutionary dynamics is understood in the 
Modern Synthesis. Laubichler and Maienschein (2013) argue that we are see-
ing the emergence of a new “causal mechanistic” evolutionary biology that 
has its roots in old complementary approaches to evolutionary biology 
(Laubichler and Maienschein 2007).

As the detailed mecha nistic basis of biological evolution is comprehended 
better and better, evolu tionary biology is increasingly being forced to view 
its subject area similar to the way that qualitative social sciences and the hu-
manities have always viewed their subject areas. In this view, biological evo-
lution is composed of hierarchical and historical complex sys tems in which 
contingent details matter greatly, problems and subsystems are potentially 
impossible to delimit, and important interconnections ex ist across levels of 
organization. This recent confluence between biology and social science ap-
pears to be “spontaneous”— that is, there is no suggestion that theoretical ex-
changes across this academic divide drove these developments. The emerging 
view of biology reveals features that are deeply congruent with correspond-
ing features of societal systems and, as a consequence, has directed theory, 
problem formulation, and debates in similar directions.

This new way of viewing biological evolution enlists historical and in-
terpretative approaches, akin to the narrative case studies used in qualita-
tive social science (e.g., Ragin 2009; Byrne and Callaghan 2014), and is evident 
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in the novel theoretical trajectories listed above. Specific, contingent pro-
cesses and histories frequently must be described with diagrams and narra-
tives in order to capture their causal structure. It is not a matter of abandoning 
formal modeling; rather, it is the limitations of various formalisms that have 
become more acutely felt. The emerging empirical picture of evolution forces 
biologists to go outside the bounds that formal modeling imposes on inquiry.

The social sciences have a long tradition of qualitative theorizing about 
the detailed causal structure of society. This has nurtured an internal ani-
mosity and fragmentation between qualitative and formal quantitative ap-
proaches. The social sciences are also under increasing pressure to deliver 
in terms of policy. This pressure emanates from the empirical developments 
of information and communication technology, as well as from new demands 
in a rapidly changing reality (e.g., Beddoe et al. 2009; Zalasiewicz et al. 2011; 
Steffen et al. 2015). Not least, a mounting scale and frequency of societal and 
environmental crises— a “metacrisis” (Lane and van der Leeuw 2011)— has 
made the limits of our understanding and our control over society and the 
global environment simultaneously more obvious and threatening.

In the wake of this metacrisis, which was neither predicted nor hindered 
by our current understanding, there is a widespread sentiment that we must 
broaden the range of factors we think affect the direction of society: from 
the primacy of economic values to an inclusion of societal and environmen-
tal values; from a reductionist view to a more holistic and inclusive view. Al-
though there is no consensus about what this really means or entails, most 
now agree that society is highly complex, and we must attend to its complex-
ity much more explicitly.

All of these developments have changed the landscape for policy, which 
represents a normative dimension that biology and archaeology largely lack 
(see, e.g., Byrne 2005; Scoones et al. 2007; Leach, Scoones, and Stirling 2010; 
also, reflecting this frag mentation, Ball 2012; Helbing 2013). The question of 
how to predict and optimize the future is yielding to an acceptance of the 
futility of such aims and an embrace of other goals, such as resilience and 
sustainability. On the one hand, this raises serious questions about the effi-
cacy of many stan dard policy tools, most of which were designed under 
different assump tions about how societal systems work (most notably, neo-
classical economics). Indeed, this challenges even our basic intuitions 
about how societies evolve. But, on the other hand, it also has opened up the 
promise of entirely new types of analytical tools, based on ideas about how 
we can dynamically steer and scaffold society by engaging more directly with 
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its causal mechanics. Possibilities include more bottom- up approaches like 
the management and design of social networks of actors (e.g., Lane and van 
der Leeuw 2011), the historical study of sociotechnical transitions (e.g., Geels 
2002), or the management of innovation “pathways” (e.g., Leach, Scoones, 
and Stirling 2007, 2010; Loorbach 2010; Wise et al. 2014).

Archaeology and paleoanthropology provide an interesting third case, 
not least because biological and societal evolution fuse in a common coevo-
lutionary history. These fields have been hit by an empirical revolution that 
is at least as dramatic as the one described for evolutionary biology. Again, 
new and improved laboratory techniques constituted a major driving force; 
for example, in biomolecular analysis (e.g., Brown and Brown 2013), use- wear 
analysis (e.g., Lerner et al. 2007), palynology (e.g., Holt and Bennett 2014), 
dating techniques (e.g., Aitken 2014), and methodology (Tostevin 2012). De-
tails about the lives of ancient hominins that were unimaginable until lately 
are now coming to light (e.g., Kristiansen 2014); the mechanistic basis of cul-
tural evolution is being revealed, and similar to biology, there is consider-
able friction between “old theory and new data.”

Two dominant “old theory” ap proaches to understanding Paleolithic cul-
tural evolution can be characterized in a schematic fashion:

1.  A cognitive/physiological approach (CPA) that emphasizes cognition, 
as both an enabler of and constraint on culture. The CPA is pervasive 
but is rarely championed explicitly; Richard Klein typically serves as its 
embodiment (and lightning rod) in the literature (e.g., Klein and Edgar 
2002). Its logic dictates that periods of cultural stability must express 
what is maximally attainable at certain levels of cognitive capa bility 
because strong selection would rapidly exhaust cognitive potential to 
produce adaptive artifacts and strategies. Transitions, consequently, 
would be the result of genetic novelty that confer new and distinct 
 behavioral “packages.”

2.  An ecological/economical approach (EEA) largely based on be havioral 
ecology and economic constraints like time consumption and energy 
costs (inter alia). The EEA is often contrasted to the CPA approach, 
which focuses more on artifacts and hominin taxonomy. The EEA 
emphasizes geographically and temporally varying environmental 
selection pressures as the prime mover of change in the past (e.g., Foley 
and Gam ble 2009). In this approach, cognition is seen more as a con-
tributor to variability than as a set of fixed capacities.
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Neither of these approaches is sufficient on its own, and controversy typi-
cally concerns the relative importance of the features they emphasize. More-
over, both share a common Modern Synthesis model of adaptation where 
the fitness of physiological and cultural expressions, relative to an external 
environment, is the sole provider of evolutionary direction and where evo-
lution is a process of constrained optimization.

As we move into the Holocene with sedentary farming communities, 
the discourse shifts weight from biology to sociology and anthropology; the 
EEA remains, but the CPA falls to the side as cognitive evolution loses its 
centrality.

This is natural since the more recent empirical record presents archae-
ologists with considerably more detail than earlier periods. But, despite this 
different theoretical emphasis, the prescriptions of older universal models 
in those traditions are not that different from those of the CPA and neither 
is the friction caused by emerging empirical patterns. For example, the idea 
of transition as a sudden appearance of a new “package” has been equally 
important in Neolithic research (e.g., Çilingiroglu 2005; Barker 2006) as it 
has been for Paleolithic research (e.g., McBrearty and Brooks 2000; Belfer- 
Cohen and Hovers 2010).

Formal Darwinian approaches to cultural evolution were introduced and 
developed starting in the early 1980s (e.g., dual- inheritance theory and evo-
lutionary archaeology; see Cavalli- Sforza and Feldman 1981; Boyd and Rich-
erson 1985; Mesoudi 2011). These go outside of the mainstream that the 
CPA and EEA describe, but they largely fit into the same pattern as they seek 
to identify a unified theoretical basis from a fundamental principle of orga-
nization (e.g., population thinking). These approaches adapt models from 
population genetics and rational choice theory, with population dynamics 
coming out as so fundamental and dominant that other factors become sec-
ondary or peripheral.

The new wealth of detailed data is being interpreted in terms of a more 
gradualist pattern (e.g., McBrearty and Brooks 2000; McBrearty 2007; Ma-
her, Richter, and Stock 2012), often characterized as more complex, messy, 
intermittent, and in need of attention to detail (e.g., Barker 2006; Hovers and 
Kuhn 2006; Habgood and Franklin 2008; Belfer- Cohen and Goring- Morris 
2011; Hovers and Belfer- Cohen 2013). There is a search for new theoretical 
traction (e.g., Hauser 2012; Zeder and Smith 2009; Zeder 2014; Stiner et al. 
2014; Stiner and Kuhn 2016) as older prime mover and single origins theo-
ries are undermined.



476 Andersson,  Törnberg,  and Törnberg

Overall, the weight of evidence tells us that ecological, evolutionary, and 
societal systems do not work as previously assumed for the sake of method-
ological expediency. In and across these disciplinary fields, new empirical 
knowledge undermines old theory in three major ways: (1) it buttresses old 
complaints about poor predictions, ex planations, and policy advice from 
these traditional approaches, (2) it refutes central assumptions, many with an 
axiomatic status, that underpin old theory, and (3) old theory is frequently an 
obstacle to making sense of these new data. The reason is that we are not just 
dealing with more data but new types of data, which older theory was de-
signed specifically to ignore since they could not be accessed with confidence. 
As a consequence, old theory is frequently criticized for not being extendable 
in the required directions, necessitating more radical theoretical innovation.

A wealth of new theoretical elements emerges in this friction between old 
theory and new data, but they are at present not strongly aligned, not even 
within the fields. The “search for new theoretical traction” is still very much 
unfolding; obtaining it is the challenge and opportunity that lies before us.

a wicked theoretical crisis
What we see in this emerging picture is the outline of a class of systems that 
exhibit a deep similarity and encom pass both societies and ecosystems. This 
similarity provides a common platform from which to search for new the-
ory. The outline revolves around features known to be methodologically 
problematic, the key elements of this new empirical picture (e.g., complex-
ity, lacking clear levels of organization, heterogeneous structure, etc.). The 
proposed deep sim ilarity is expressed as similar sets of problems, theoreti-
cal responses, debates, models, and concepts; it crystallizes more and more 
clearly as we explore and discover more about these systems. Call this class 
of systems wicked systems because they are distinct from and yet related to 
complex systems, which would otherwise be a natural label.

The label wicked systems accents a potentially deep connection (whose 
exact nature remains to be worked out) between this class of systems and 
what have been called wicked problems in social science. The term wicked 
problems was first coined in management research by Horst Rittel (briefly 
introduced by West Churchman [1967]) to characterize a class of prob lems 
that did not fit into the mold of formal systems theoretical models that were 
being applied widely and with considerable confidence at the time. Most 
large- scale societal problems fall naturally into the category of wicked prob-
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lems: starvation, climate change, geopo litical conflicts, social disenfran-
chisement, and so on. These problems resist definitional characterization, 
and the efficacy of proposed solutions is called into question frequently, not 
only with regard to feasibility and adequacy but also with respect to the risk 
of creating cascades of unforeseen problems that may be worse than the ini-
tial prob lem (see also Leach, Scoones, and Stirling 2007; Scoones et al. 
2007). With wicked problems, we either tame them by creating “an aura of 
good feeling and consensus” or by “carving off a piece of the problem and 
finding a rational and feasible solution to this piece” (West Churchman 1967). 
This also describes the problems we discussed initially across all three fields, 
encapsulating the troubles we face when applying old theory to new data. 
By considering “wickedness” as a system quality, we can generalize to speak 
of wicked dynamics, wicked phenomena, and wicked systems. This allows us 
to refer to these crises and transformations in a unified way and articulate 
the growing realization that the sciences must face wickedness more directly 
on its own terms. But how? Will our old weapons and battle plans work? Can 
they be incrementally changed and combined to meet the challenge? What 
sort of understanding, prediction, or control can we expect, realistically? To 
begin answering such questions, we need to better characterize wickedness 
as a system quality. One place to start is with a review of approaches that 
have been applied historically to evaluate how they have succeeded and failed.

how do we deal with wickedness?
A battery of approaches have been used in the past to deal with wicked sys-
tems. These approaches fall into four broad categories: narrative theory, an-
alytical models, systems theory, and complexity science. Narrative- based 
theory— basically disciplined or systematic thinking and communication— is 
very old, whereas the latter three formal approaches are newer additions to 
the toolbox that we apply to understand the world (Figure 13.1). The confi-
dence we place in these to understand wicked systems is typically buttressed 
by a strong track record of success in understanding other, less unruly, sys-
tems (often in the physical sciences). They encourage us to see that we only 
need bring these unrulier systems under the umbrella of “proper science” 
and away from the interminable talk, hairsplitting, and subjective opinion 
that is seen as inherent to narrative approaches. But we are still waiting for 
the breakthrough, and, to varying degrees, there are signs of stagnation in 
all three approaches.
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Where does this leave us with regard to wicked systems? Although com-
plexity is a crucial concept and complexity science arouses the most enthu-
siasm as a problem- solving strategy, the latter appears to have hit considerable 
resistance in the face of these systems. Although concepts like path- 
dependency, attractors, tipping points, and chaos have transformed ideas 
about causality in society and biology, these highly general lessons have 
proven hard to operationalize for wicked systems. Complexity science ap-
pears to offer a perpetual promissory note, but by examining its lack of 
achievements, we can glean insights into how these systems work.

Complexity, as invoked so far, is not well defined; that is precisely our point 
of entry for the remainder of our exploration. Setting aside the vast and frag-
mented lit erature that attempts to define complexity, both because it is unnec-
essary and likely a misguided project, we will approach complexity ostensively 
by assuming that “complexity is what complexity science does (well).”

comPlex, comPlicated, and wicked
Complexity scientists often distinguish between complexity and complicat-
edness (or dynamical versus structural complexity; see, e.g., Erdi 2008). These 
two system qualities are often contrasted for the purpose of explaining what 
complexity science focuses on: complexity is associated with bottom- up self- 
organization, such as the behavior of a school of fish or a crowd, whereas 
complicatedness is associated with top- down organization, such as in engi-
neering. Though not a formal definition, it helps to illuminate the practice 
of complexity science, which deals with complexity, not complicatedness, 
even though the latter can be seen as a subset of the former.

The history of complexity science helps to illuminate how this practice 
and (largely tacit) meaning of the term complexity emerged. The Santa Fe In-
stitute (SFI) acted as a powerful uniting and aligning force in what today is 
referred to as com plexity science. Founded in 1984 by a group of highly influ-
ential scientists, many of whom were active at the nearby Los Alamos National 
Laboratory, the SFI was the first dedicated research center for complexity 
science. Because of the founders, it was tightly linked to the ori gins of scien-
tific computing and dynamic systems theory (see, e.g., Galison 1997). Al-
though many important ideas about complexity predate SFI, such as are found 
in qualitative social science and systems theory (see, e.g., Sawyer 2005; 
Vasileiadou and Safarzyska 2010), it remains the case that the SFI came to 
define a mainstream of complexity science and thereby also, in practice, the 
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concept of complexity as understood by scientists, policymakers, and the 
public.

The SFI was created as a multidisciplinary center. Although it remains 
highly multidisciplinary, it is not as methodologically diversified. The pri-
mary methodology that was (and still is) pursued at the SFI is formal and 
quantitative, much closer to natural science and quantitative social sci ence.1 
Computer simulation is at the heart of this methodology, which puts into 
motion the entities and interaction rules of dynamic systems. This extremely 
flexible methodology makes it possible to study and visualize dynamics that 
were previously inaccessible to the human mind— aided or unaided. Above 
all, it makes possible a systematic inquiry into emergent properties in dy-
namic systems. This capability provided a powerful impetus to the forma-
tion of complexity science worldwide with the SFI as its central hub.

The typical model in this tradition has a microlevel of abstract agents or 
nodes existing in a predefined environment. Complexity scientists study and 
probe the patterns that arise on an emergent macrolevel from the dynamic 
interaction between these agents or nodes. This is what complexity science 
does well. Individual traditions and scientists may be more or less strongly 
aligned with it, but anyone claiming to work with “complex systems” must 
relate to this methodology in one way or another. Thus, complexity is a con-
cept whose meaning is con structed mainly by the complexity science com-
munity working with it.

Making this typical construal of complexity explicit helps to reveal the 
limitations of its applicability and delimit the class of systems that are 
amenable to analysis using it.2 In short, although complexity and compli-
catedness are linked in numerous ways, they present radically different 
sets of methodological and theoretical challenges.

Are societal systems and ecosystems com plex or complicated? On the one 
hand, they are undeniably complicated, with multilevel organization and a 
bewildering array of qualitatively different and interacting entities. Systems 
theories seize upon what appears to be an irreducible complicatedness of so-
cietal systems. Yet society is also a complex system in the bottom- up self- 
organization sense (e.g., Sawyer 2005; Castellani and Hafferty 2009; Ball 
2012). One can even argue that much of its complicated structure arises 
from bottom- up rather than top- down processes. The story is sim ilar for 
ecosystems. There is no reason why systems cannot be both complicated 
and complex at the same time; our two wicked systems appear to be excellent 
examples of this type of system.



General Evolutionary biology Archaeology
Social science and 
humanities

Narrative 
theory 

Narrative theorizing is 
sometimes referred to as 
conceptual, qualitative, or 
interpretative. Employs 
language and cognition.

Darwin’s “long argument”; 
presynthesis evolutionary 
biology is largely narrative 
based.

Heterodox twentieth- century 
traditions (e.g., Gould 2002; 
Lewontin 2000).

Philosophy of biology.

Postpro cessual archaeol-
ogy (e.g., Hodder 1982). 
Narrative is overall in 
wide use as a way of 
providing cohesive 
explanations across 
systems, space, and time.

Historical case studies 
(e.g., Ragin 2009).

Very widespread but seen 
as a second- rate approach 
in quantitative social 
science.

Divides the fields.

Analytical 
models

Analy sis in terms of 
variables and symbolic 
operations. Reductionist in 
the sense of reducing 
degrees of freedom in 
models but other wise 
applicable regardless of scale 
and level of organ ization.

Modern Synthesis evolution-
ary biology is strongly based 
on analytical models.

Evolutionary game theory 
(e.g., Axelrod and Hamilton 
1981) and several other bodies 
of biological theory.

Dual- inheritance theory 
based on models from 
population ge ne tics (e.g., 
Boyd and Richerson 
1985),  human behavioral 
ecol ogy (e.g., Bird and 
Connell 2006). Statistics.

Neoclassical economics.

Rational choice theory.

Game theory.

Statistics.

Defines quantitative social 
science.



System 
theories

Most prevalently, cybernet-
ics and general systems 
theory. Holistic view, focus 
on information and control. 
Lasting legacy but declined 
as disciplines in their own 
rights. Generally, “systems 
thinking” (e.g., Weinberg 
2001) is very widespread.

Not influential in Modern 
Synthesis theory.

In developmental approaches 
explic itly in developmental 
systems theory (e.g., Wad-
dington, Gottlieb; see 
Griffiths and Tabery 2013 for 
review).

Impor tant especially in 
the 1960s and 1970s; e.g., 
Clarke (1968); Flannery 
(1969). See, e.g., Kohler 
(2012) for a review.

Very widespread across 
quantitative and qualita-
tive social science.

Complex-
ity science

A toolbox of approaches 
that emerged with cheap 
computing from the 
1980s. Includes, e.g., 
cellular automata (e.g., 
Wolfram 1994), agent- 
based modeling (e.g., 
Gilbert 2008), and 
complex networks (e.g., 
Newman 2003).

Basic dynamic evolutionary 
phenomena, such as 
cooperation (e.g., Lindgren 
1992).

Ge ne tic and other networks 
(e.g., Clauset, Moore, and 
Newman 2008).

Artificial Life (e.g., Bedau 
et al. 2000).

Agent- based models, 
e.g., Anasazi (Dean et al. 
2000).

Extending Dual- 
Inheritance Theory (e.g., 
Shennan 2009).

Simulation is increas-
ingly common.

Two traditions:  
In qualitative areas 
extending from systems 
theories (e.g., Byrne and 
Callaghan 2014).

In quantitative areas, 
simulation, networks, 
 etc. (e.g., Epstein 2007).

Figure 13.1. Examples and illustrations of how the four major approaches have been employed in the three areas of study. The lists are not intended to be 
exhaustive but merely to provide an overview and point to representative examples.
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Figure 13.2 uses these two dimensions as axes to map out a space of pos-
sibilities (see Andersson, Törnberg, and Törnberg [2014b] for a discussion 
focused on societal systems). We thereby obtain a separation between types 
of systems that we otherwise tend to conflate as “highly complex” and our 
wicked systems cluster where both dimensions are emphasized (i.e., complex 
and complicated). Surprisingly, the possibility of systematically exploring the 
consequences of systems exhibiting both complex ity and complicatedness 
has not been pursued explicitly.3 Complexity science may be aware that com-
plexity and complicatedness are distinct qualities, but complicatedness in 
complex systems is not seen as a fundamental problem. That they are com-
plex is fundamentally important; extending mainstream complexity science 
to deal with them is seen as challenging but, es sentially, gradual and cumu-
lative work. However, wicked systems are not a type of complex system but 
rather fall within a system where complexity and complicatedness are both 
present. This combination— wickedness— is not something that complexity 
science, systems approaches, analytical models, or combinations thereof ad-
dress very well.

understanding the coevolution of methods, 
Problems, and systems
Why is it so difficult to extend mainstream complexity science to wicked sys-
tems? This is a question about the relations between methods, problems, 
and systems. The answer boils down to why formal approaches, in general, 
will be incapable of dealing comprehensively with these systems. In Figure 
13.3, the four basic approaches— narrative theory, analytical models, sys-
tems theory, and complexity science— are mapped onto the complexity– 
complicatedness plane. Narrative approaches are not married to assump-
tions of low complexity and complicatedness, but they quickly run into 
problems when complexity or complicatedness become too prevalent. Thus, 
narrative approaches fall roughly in the middle of the diagram. The intro-
duction of analytical models over the past few centuries, such as Newtonian 
physics, neoclassical economics, and Modern Synthesis evolutionary biology, 
achieve analytical power by abstracting away from the richness of real- world 
systems (much of which was inaccessible empirically). These successes, 
especially in the natural sciences, dovetail with the Platonic idea that nature 
is at the bottom, governed by simple and elegant laws that the sciences un-
cover. In the mid- twentieth cen tury, the “complicated flank” was occupied 
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Figure 13.2. (a) Sorting systems according to complexity is problematic in many ways. Most would 
probably agree that the examples listed are in some sense complex systems, but it re mains unclear 
what we mean by complexity. There is a lingering feeling that we are comparing apples and oranges. 
(b) Differentiating between complexity and complicatedness is common place, but here we are using 
this differentiation in a novel way: to open up a space where we hope that our examples will be 
better spaced and cluster in a more interesting way, yielding something like the diagram (c), in 
which we indicate also the region in which complexity science has been successful contra the region 
corresponding to systems of high complexity in general. There is considerable room for argument 
about where the examples are placed, how they should extend across the diagram, and what 
exceptions may exist. It is a strength of the diagram that it can serve as a basis for such discussions.
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increasingly with the development of general systems theory and cybernet-
ics. This was motivated in part by a need to match the macroscopic organi-
zation of systems but also by the conviction that elegant laws resided in 
holistic sys tems. As cheap computing became widely available in the 1980s, 
complexity science entered the scene and covered the “complex flank.” The 
search for universal laws focused on emergent patterns in dynamic systems.

Formal approaches are unable to address many of the problems that 
wicked systems present us with (see above, section 2). Instead, they selectively 
address subproblems that happen to fall in their domains or transplant prob-
lems from near the wicked corner to the corners of their methodological 
preference (Figure 13.4). In the former case, important but limited “snap-
shots” of the system in question can be obtained, typically with a taste of 
revealing laws of great generality. Although these often reveal important 
major principles, we are faced with the problem of how to combine the 
snapshots (see also Wimsatt 1975). In the latter case, we may get spurious 
results because strong assumptions mean that the benefit of using formal 
methods of analysis does not warrant the price in realism.

What Figures 13.2 and 13.3 primarily accent is that there is a theoretical 
lacuna for wicked systems. This theoretical lacuna does not emerge clearly 
unless we system atically make a separation between complexity and com-
plicatedness. But our diagram also emphasizes further questions: What is 
“wickedness”? Why is it so analytically recalcitrant?

the genesis of wicked systems
Complexity and complicatedness can be seen as mutually reinforcing in 
our two principal examples of wicked systems: so cieties and ecosystems. 
Self- organization generates, changes, and maintains macrostructure. Mac-
rostructure, in turn, scaffolds and creates a multitude of arenas for self- 
organization. How do wicked systems originate? How do complexity and 
complicatedness become fused into wickedness? How are wicked systems 
maintained? What sets them apart from systems where either complexity or 
complicatedness dom inates?

Complicated systems, such as machines and organisms, have distinct life 
cycles and tend to be adapted to specific functions in the context of an 
external environment. They have an initial phase of assembly or develop-
ment, during which they are shielded from the rigors that face the com-
pleted system during a subsequent use phase. Automobiles, for example, get 
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assembled according to strict plans, and they are used as automobiles only 
once fully assembled. Organisms develop under some use- phase require-
ments, the most basic being they must remain alive throughout develop-
ment, and juve niles of many species (not least, humans) gradually become 
exposed to the rigors of adult life, while metamorphosing species undergo 
one or more transitions between different ecologically adapted forms. What 
we describe is more salient in K- strategists; r- strategists invest in large num-
bers rather than robustness in, and shielding of, the offspring. In both cases, 
investments are needed to minimize the effects of conflicts between func-
tional and developmental requirements. The life spans of complicated 
systems are usually sufficiently short, so the environments they are adapted 
to can be assumed to change very little. They are fundamentally not designed 
to be very flexibility and their flexibility mainly resides be tween rather than 
within life cycles, such as in design processes, variation and selection re-
gimes, and so on. The strong and fundamental nature of this constraint on 
evolutionary adaptation is evident from the high investment that organs 
provide even limited intragenerational adaptability represent— for example, 
the adaptive immune system and brains that provide a capacity for learning 
or even culture.
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Figure 13.3. The types of problems that different approaches are competent at dealing with, as 
seen on a plane described by a complexity and a complicatedness axis.
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Wicked systems are complicated, but they are neither designed nor 
assem bled. They have contingent histories and lack a separation between as-
sembly and use phases. However, they also are complex, though they do not 
self- assemble from simple (e.g., regular or random) initial states, which is 
how complexity science models complex systems. Change, adaptation, and 
mitigation in these systems typically constitute what is meant by wicked prob-
lems (see above, section 6).

Something that seems to characterize adapted complex and complicated 
systems is the lack of incentive for parts to benefit at the ex pense of the whole. 
Along with external shielding during an assembly phase, this is an impor-
tant factor that lends flexibility and precision to their processes of formation: 
they may be designed, assembled, and changed “in peace” so as to fulfill an 
overall functionality. When interactions are not necessarily symbiotic, such 
as when humans are part of social systems, one finds distinct mech anisms 
for eliminating such interactions and for enforcing an overall alignment of 
the parts (e.g., various forms of detection and policing, such as by immune 
systems, legal systems, intelligence agencies, the military, etc.). The relation 
between somatic and germ line cells (e.g., Michod and Nedelcu 2003) repre-
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Figure 13.4. Wicked problems can be treated as complex, simple, or complicated problems in order 
to apply formal machineries. Although human cognition (represented as narrative) appears adapted 
to dealing with wickedness, likely as a result of coevolving with human cultural systems, 
insurmountable problems arise for systems as wicked as ecosystems and modern societies.
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sents the most potent example because it signifies how even the potential of 
parts to rebel against the whole is eliminated.

Wicked systems are open arenas for complex interac tions between com-
plicated systems, where these interact freely (complexity), cre ating and dis-
solving structure (complicatedness) across levels of organization and 
constantly changing the environment for the interacting components (again, 
complexity). In these arenas, we find a range of types of interactions. San-
dén and Hillman (2011) describe this heterogeneity of in teractions in soci-
ety using terminology borrowed from ecology. These stem from the set of 
possible outcomes for agents in pair- wise interaction: favorable (+), neutral 
(0), and unfavorable (−). For three or more agents, there are symbiotic (++), 
competitive (− ), neutral (00), parasitic (+−), commensal (+0), and amensal 
(−0) interactions. The presence of a full set of ecological interactions is cen-
tral to the quality of wickedness because the organiza tion of such systems is 
constantly in upheaval— it never settles into something that is easy to un-
derstand, adapt, or design.

wicked systems as Poorly decomPosable systems
It is not hard to imagine why systems exhibiting this range of interactions 
would be challeng ing to understand formally, but can we understand formally 
why they cannot be understood formally? This could offer a more detailed map 
of the exact methodological problems with these systems. Such an understand-
ing might inform us about what approaches are likely to work in particular 
contexts and could serve to make it easier for formalists and nonformalists to 
collaborate. One way of understanding why wicked systems are so recalcitrant 
that is both formal and intu itive and accessible to formalists and nonformalists 
alike is in terms of not exhibiting near- decomposability (Simon 1996). Near- 
decomposability turns out to be necessary for almost all formal theorizing.

Simon (1996) introduced the concept of near- decomposability to explain 
in a clear and systematic way what conditions need to be fulfilled for a sys-
tem to be studied in a formal and controlled manner. In order to study a sys-
tem in isolation, its dynamics cannot be disturbed significantly by outside 
influences. We should be able to identify an internal environment where the 
dynamics under scrutiny take place and an external environment that is 
assumed to be stable, or variable only in highly regular ways. The bound-
ary between the internal and external environment is referred to as the in-
terface (Figure 13.5). What we study with a model is the internal environment. 
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Hierarchical system organization is also important: our internal environ-
ment constitutes the external environment of the objects that populate 
it. Objects are dealt with only in the form of interfaces, such as via their in-
teractions with other objects in the studied system. The beauty of all of this 
is that it makes the world manageable: we declare our system autonomous 
from external disturbance and hide any complexity or complicatedness at 
lower levels of the hierarchical organization.

We study this internal environment on a timescale that is long enough 
for our objects’ interfaces to be meaningful and for important dynamics to 
have time to occur and short enough for our assumptions about the inter-
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Figure 13.5. Illustration of Simon’s ontology for near- decomposable systems, where an interface 
subsumes all components and dynamics that happen within objects (in their inner environ ment). 
The object can then be treated as a cohesive whole, interacting via interfaces with other objects 
against the constant background of an outer environment.
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faces to remain valid.4 The greater the separation of scales between the in-
ternal and the external environment, the greater the difference in size and 
speed of the dynamics on these two levels, giving more interesting things 
time to happen. For example, models of particle physics can be formulated 
in this way because those systems exhibit clear scale separation. Engineered 
systems are designed to fit this description (Simon 1996; see Figure 13.6).

In many important cases, we can make assumptions of near- 
decomposability for wicked systems and thereby bring powerful scientific 
approaches to bear on them. Certain subsystems, such as crowd behavior, 
protein folding, or the ceteris paribus fate of a new trait in a population, can 
fit this description and become amenable to complexity science modeling. 
The dynamics of cars and people play out over much shorter timescales than 
urban systems, roads, and traffic regulation change. Such phenomena are 
often ephemeral, which bounds the problem even further. For example, at 
night the traffic jam dissipates and leaves no traces that affect tomorrow’s 
traffic. Similar features obtain for abstractly conceived phenomena that de-
pend on persistent fea tures, such as network dynamics, geography, basic re-
source constraints, or strategic dilemmas.

What about evolutionary and ecological phenomena more generally? For 
example, what about sociotechnical transitions, evolutionary ra diation 
events, or other wicked problems? Wicked systems are open systems in which 
many and diverse types of processes coexist, coevolve, and have an impact 
on each other across overlapping timescales and levels of organiza tion. They 
involve discontinuous, qualitative change as well as cascade effects (e.g., Lane 
2011), whereby change strongly and rapidly feeds back on the condi tions for 
further change. Such systems are difficult to contain in a suitable timescale 
for transitions to be studied against the background of an unchanging 

 

Scale separation

Figure 13.6. An illustration of Simon’s ontology for near- decomposability, nested hierarchically into 
levels with clear scale separations. This facilitates focusing on one level of organization at a time, 
subjecting microlevels and macrolevels to strong simplifying assumptions.
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 external environment. The fundamental problem in this context for com-
plexity science, or any approach that relies on these ontological assump-
tions, is that there is no way of partitioning wicked systems into distinct 
and persistent levels of organization (Figure 13.7).

We began by reviewing recent developments in evolutionary biology, ar-
chaeology, and social science, pointing out interconnections and similarities 
in terms of their problems, debates, new ideas, and new data. A historical 
dearth of data— both in terms of volume and types of data— made it easier to 
base elegant theoretical models upon strong assumptions about complexities 
that were unknown. Considerations of methodological expediency were 
thereby not resisted by empirical knowledge about the causal and material 
bases. Strong general bodies of theory, emphasizing the broad strokes, emerged 
in this environment, as did disciplines dedicated to their study. But merit is not 
the only thing that conserves these theories and disciplines and the boundar-
ies that we have erected between them: they have been subject to generative 
entrenchment and hardening. This is what we refer to as old theory. New data 
is much more multifaceted, and voluminous bodies of empirical knowledge 
that call into question many of those generatively entrenched basic simplifying 
assumptions— about human behavior, culture, development, and so on— are 
now causing friction against the hardened pillars of old theory.

The cautions that we would like to make are, first, that the conclusion that 
old theory can accommodate old data is a convenient one and should be scru-
tinized critically: it may be so, but there are structural reasons why we may 

 

Poor scale separation

Figure 13.7. In wicked systems, levels of organization break down, with interactions going across 
scales, not least due to a continual formation, change, and dissolution of objects (see section 7).
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shun the effort of going for more fundamental reevaluations. Another reason 
is that generative entrenchment partly consists in, precisely, a priming of our 
imagination as we innovatively search for new solutions: it has accustomed us 
to think about dynamics and causation, what legitimate problems look like, 
what tools are deemed secure, and so on. This type of constraining facilita-
tion of innovation has many names across these fields, such as facilitated 
variation in evo- devo (Gerhart and Kirschner 2007), design spaces in innova-
tion theory (Stankiewicz 2000), and developmental canalization in behavioral 
biology. The second caution is that we live in an “innovation society,” in times 
that value novelty and change highly (Lane 2016). There is the opposite risk of 
overreaction and of equating “old” with “bad.” What is called for, we believe, 
is a delicate and thoughtful reevaluation of the old in the light of the new.

The emerging empirical pictures in these fields are frequently referred 
to as a complex. To get a better idea about these issues we factored com-
plexity into two component qualities: complexity and complicatedness— 
corresponding to dynamic and structural complexity, respectively. This made 
it possible to map four different approaches (narrative theory, analyti cal 
models, systems theory, and complexity science) onto distinct system 
classes that are simple, complex but not complicated, complicated but not 
complex, or both complex and complicated (i.e., wicked). This mapping dis-
played interactions between methods, systems, and problems, while leaving 
a conspicuous lacuna near the “wicked corner.”

We argued that the described friction may, moreover, be understood as 
a much broader encounter with a distinct system quality: wickedness. The 
term originated, indeed, precisely in the interaction between strictly formu-
lated systems theory and the societal problems to which they were applied 
(Rittel and Webber 1973); the friction in this case did not have to wait for 
advanced empirical instruments to emerge.

Next, we turned to answering how wicked systems work and where they 
come from, aiming to differentiate them from, yet keeping them in relation 
to, complex and complicated systems. Wicked systems were deemed best de-
scribed as arenas for complex interaction between complicated systems. 
They remain “enclosed” and in recurrent interaction, but the absence of ef-
fective top- down alignment means that any struc ture that emerges will con-
stantly be in flux, with constant qualitative change flowing up and down a 
poorly scale- separated hierarchy. As a consequence, they conform poorly to 
the key requirements needed for for mal modeling to be effective, such as 
near- decomposability (Simon 1996).
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Even though wicked systems are distinct from complex and complicated 
systems, they are typically addressed as if they belonged to one of these 
classes. Grappling with wicked systems as distinct types of systems is a 
promising direction for future research. Any resulting un derstanding could 
contribute to a more systematic metatheoretical discussion, foster new 
transdisciplinary connections, and improve our capability to use new em-
pirical assets and tackle pressing problems.

notes
 1. In the SFI “mission and vision” statement (http://santafe.edu/about 
/mission-and-vision/), the commitment to quantitative approaches is ex-
plicit: “SFI combines expertise in quantitative theory and model building 
with a community and infrastructure able to support cutting- edge, distrib-
uted and team- based science.”
 2. See also Byrne’s (2005) concept of “simple complexity” and Morin’s 
(2007) concept of “restricted complexity,” which align with the complexity 
science mainstream; Byrne and Callaghan (2014) discuss the dominance of 
this mainstream.
 3. At least, not recently, and with the benefit of more developed sciences 
of complexity at hand. See Wimsatt (1975) for an early and interesting anal-
ysis that goes a long way in this direction (also reprinted in Wimsatt [2007]).
 4. For instance, a human can make decisions (a typical interface fea-
ture) over a timescale of minutes but hardly on a timescale of milliseconds.
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