
Final draft – Please cite the version published in Synthese

The Conceptual Foundation of the

Propensity Interpretation of Fitness

Zachary J. Mayne1

1Department of History and Philosophy of Science, University of
Pittsburgh, 1101 Cathedral of Learning, Pittsburgh, PA, USA.

Contributing authors: zachary.mayne@pitt.edu;

Abstract

The propensity interpretation of fitness (PIF) holds that evolutionary
fitness is an objectively probabilistic causal disposition (i.e., a propen-
sity) toward reproductive success. I characterize this as the conceptual
foundation of the PIF. Reproductive propensities are meant to explain
trends in actual reproductive outcomes. In this paper, I analyze the
minimal theoretical and ontological commitments that must accompany
the explanatory power afforded by the PIF’s foundation. I discuss three
senses in which these commitments are less burdensome than has typ-
ically been recognized: the PIF’s foundation is (i) compatible with a
principled pluralism regarding the mathematical relationship between
measures of individual and trait reproductive success; (ii) independent
of the propensity interpretation of probability; and (iii) independent of
microphysical indeterminism. The most substantive ontological commit-
ment of the PIF’s foundation is to objective modal structures wherein
macrophysical probabilities and causation can be found, but I hedge
against metaphysically inflationary readings of this modality.

Keywords: expected fitness, evolutionary explanation, objective probability,
causation, modal structure

1 Introduction

The propensity interpretation of fitness (PIF) was independently proposed by
Brandon (1978) and Mills and Beatty (1979) to make sense of the ostensible



explanatory power that the concept of fitness enjoys in evolutionary theory.1

On this interpretation, evolutionary entities are understood to have various
probabilistic causal dispositions, i.e., propensities, to survive and reproduce
(or to promote survival and reproduction) in a given environment. This is
analogous to the various propensities that assorted household objects have to
shatter when dropped. When we resort to the concept of (expected) fitness to
explain actual evolutionary trends, we are, in part, explaining what tends to
actually occur in terms of what is probable to occur, much as we do for ordinary
games of chance. Additionally, we use what (we suspect) is probable to occur
when predicting what will actually occur. We look to natural selection to
explain the incredible adaptations that abound in nature because such adaptive
traits, thanks to their causal effects, are more likely to propagate than other
traits.

The PIF has remained a popular interpretation of fitness through the years,
but it has been criticized for having certain theoretical and ontological over-
commitments. My aim in this paper is to analyze the minimal theoretical and
ontological commitments underwriting the explanatory power that the PIF
affords the concept of fitness in evolutionary theory. I will argue that these
commitments are less burdensome than has typically been recognized. Toward
that end, I will focus my discussion on what I call the conceptual foundation of
the PIF (CF-PIF). In a slogan, the CF-PIF can be stated as follows: Fitness
is an objectively probabilistic causal disposition toward reproductive success.

Section 2 explicates why the explanatory machinery of the PIF is consti-
tuted by objectively probabilistic causation. The next three sections disentan-
gle the CF-PIF from the most problematic of its alleged over-commitments.
Section 3 argues that the CF-PIF is compatible with a principled pluralism
regarding the mathematical relationship between measures of individual and
trait reproductive success; Section 4 argues that the CF-PIF is independent
of the propensity interpretation of probability; and Section 5 argues that the
CF-PIF is independent of microphysical indeterminism. Importantly, Section
5 also shows how objective probability and causation can emerge together as
objectively probabilistic causation from the properties of a modal structure.2

Section 6 then hedges against metaphysically inflationary interpretations of
the objective modal structures to which the CF-PIF is positively committed.
Section 7 concludes with a brief summary and reflection on the broader signif-
icance of this analysis of the PIF. In addition to its obvious implications for
the concept of fitness itself, the following analysis bears on any explanatory
domain in which probabilistic causation may serve as an explanans.

1Historically, fitness was often identified with actual reproductive outcomes. That is, the organ-
isms or types who actually outcompete their rivals were identified, by definition, as being fitter
than those rivals. This is clearly incompatible with fitness’s traditional explanatory role, since it
reduces to circularity: those organisms or types who achieve the greatest reproductive success do
so because they are the ones who achieve the greatest reproductive success (Brandon, 1978).

2By “modal structure,” I mean that there are facts of the matter as to what would and would not
occur in counterfactual scenarios, and that these facts can be given certain structural descriptions.
Section 5 provides further elaboration of these ideas.
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2 The Explanatory Machinery of the PIF

Though much of the debate over the PIF has centered on fungible details, I
am not the first to notice that its core explanatory machinery is quite mini-
malist. For example, consider Richardson’s (1996) review of Brandon’s (1990)
Adaptation and Environment. Richardson notes that, despite Brandon’s affin-
ity for the propensity interpretation of probability, the core posits underlying
the PIF are really that “expected fitness... is understood as a disposition to
manifest some range of reproductive success within a specific environment,”
and “that the probability in question is an objective probability, independent
of actual reproductive success” (Richardson 1996, pp. 125-126; cf. Richardson
and Burian 1992). This is almost the CF-PIF. All that I will add to it is an
explicit mention of causation, such that the dispositions in question are under-
stood to be causal relationships between physical properties and reproductive
outcomes.

The purpose of this section is to explicate these two core explanatory com-
ponents of the PIF: fitness as objectively probabilistic and fitness as a causal
disposition. They are not independent of one another; indeed, I will argue that
the explanatory machinery of the PIF is constituted by objectively probabilistic
causation. Nonetheless, let us take each component in turn.

2.1 Objectively Probabilistic...

Familiar, though not uncontroversial, points about the explanatory power of
objective probabilities in general are relevant here. That my subjective cre-
dence in a coin landing heads is equal to 0.51 does not explain why it is that
the frequency of heads in a trial approaches 0.51 as the number of coin flips
increases toward the infinite limit. Nor does my high credence that the limit-
ing frequency of the coin-flipping setup will be 0.51 explain why this limiting
frequency obtains more reliably in longer trials than in shorter ones. Indeed, if
there is any explanatory connection, it must run in the opposite direction. If
I should hold a very high credence that the frequency of heads in longer trials
will converge more reliably on the limiting frequency of 0.51 than in shorter tri-
als, then it must be something about the world - about the coin-flipping setup
- in conjunction with mathematical principles like the law of large numbers,
that constrains my rational credence so.3

However, all this is not to say definitively that the stability of limiting
frequencies cannot be explained somehow in the absence of objective prob-
abilities. Thoroughgoing subjectivists about probability have their ways of
explaining why priors will converge in the limit of gathered evidence (though
whether their explanations succeed while staying true to subjectivist principles
is another matter). My point is rather that, even if we want to be subjectivists
about probability, we should not think that our credences are the thing doing
the explanatory work here. To say that fitness is a mere credence is to deprive

3These kinds of arguments for objective probabilities run back at least as far as Poincaré (1896),
as discussed by von Plato (1983).
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it of explanatory power.4 Those who deny the objectivity of expected fitness
therefore ought to find another explanans to replace it.

Perhaps the most prominent view that denies the objectivity of expected
fitness is due to Godfrey-Smith (2007, 2009). This view attempts to account
for the explanatory power of natural selection while eschewing propensities;
it takes recourse only to the concrete causal contributions that trait variation
makes to actual outcomes, rather than the probabilistic causal relationship
between trait variation and possible outcomes. Though Godfrey-Smith does
not cite a general skepticism of objective probabilities as a motivation for his
view, the point remains that fitness cannot do any explanatory work if it is
merely a subjective credence. In line with this, Otsuka (2016, p. 478) argues
that fitness should retain only a descriptive, rather than explanatory, role in
evolutionary biology, while the formal causal structures of evolving populations
can inherit the traditional explanatory role of fitness.

The approach to fitness taken by Godfrey-Smith and Otsuka is consistent
with my claim that if fitness is explanatory, it must be something like a repro-
ductive propensity - they simply reject the antecedent of this conditional by
denying that fitness is explanatory. It would be an important task for any
full-throated defense of the PIF to motivate the explanatory value of objec-
tive probabilities against subjectivist explanatory strategies, and of expected
fitness against the explanatory strategy of Godfrey-Smith and Otsuka. Such
a task goes beyond the scope of the present paper. My aim is to analyze the
theoretical and ontological commitments of the explanatory strategy taken by
the CF-PIF, not to decisively knock down all of its competitors. Suffice it to
say for now that, since explanatory invocations of fitness obviously do, in fact,
pervade the practice of evolutionary biology, we should be hesitant to discard
it as an explanans if a plausible physical interpretation can be provided.

Now, return to the analogy between flipping coins and evolving popula-
tions. It may initially seem that evolving populations do not obviously manifest
stable limiting frequencies in an analogous manner, since each evolutionary
“trial” is unique. For most natural populations, we cannot analogously run an
evolutionary set-up (viz., a particular population in a particular environment)
over and over again in trials of various lengths to see actual outcomes converge
on expected outcomes. But we do find an analogy in that, across many inde-
pendent evolutionary trials, actual outcomes tend to match expected outcomes
more reliably in larger populations, as compared to smaller populations. In
this sense it is as if, rather than having multiple independent trials of various
lengths for a fair coin, we have multiple independent trials of various lengths,
each featuring a unique coin with its own unique bias. Just the same as before,
the fact to be explained is that the actual frequencies of these trials tend to

4See Rosenberg (1983, p. 459) for an opposing perspective that takes the explanatory value
of fitness (and probabilities in general) to be of a purely heuristic sort. I resist Rosenberg’s
characterization of mere heuristics as being genuinely explanatory.
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converge toward the probabilistic biases of their respective coins more reli-
ably in longer trials than in shorter trials.5 A crucial part of the explanatory
strategy of invoking propensities is that the biases of the coins are taken to
be (estimated) objective probabilities, rather than mere subjective credences
alone. So too for fitnesses, which function analogously to the biases of the coins
in evolutionary trials.6

2.2 ...Causal Dispositions

In addition to there being objective probabilities in the world, the CF-PIF
requires that there is causation, such that fitness, taken to be an objectively
probabilistic causal disposition, can play its ostensible explanatory role. The
explanatory role of fitness is, more precisely, a causal explanatory role. The
interventionist conception of causation (Woodward, 2003) will suffice here. To
wit: changes in the physical properties upon which fitness supervenes can make
a difference to the probability distributions over evolutionary outcomes.

There is an important subtlety here regarding what exactly serves as the
cause and the effect, which can be brought out by attending to a recent dis-
cussion from Suárez (2022). Suárez develops and defends a view of fitness as a
tripartite ‘complex nexus’ composed of: (1) observed frequencies or actual man-
ifestations of reproductive success; (2) the probability distributions or expected
degrees of reproductive success describing those actual outcomes; and (3) the
physical dispositional properties which serve as the supervenience base of the
probability distributions. Suárez criticizes the PIF for claiming that disposi-
tional properties cause reproductive probabilities, when in fact reproductive
probabilities supervene on dispositional properties.

This criticism misreads the PIF. The purported causal relationship in the
PIF is between material, physical states, not between dispositional proper-
ties and probabilities. Namely, what the PIF posits is a causal relationship
between physical structures (e.g., organisms, populations, and environments)
and reproductive outcomes. It is due to the fact that this causal relationship
is an objectively probabilistic one that the term ‘propensity’ is applicable.
Thus, while Suárez is indeed correct that fitness is more complex than just the
probabilities that represent it in population-genetics models, this is accommo-
dated well within the bounds of the CF-PIF.7 There is no reason to suspect,
on the basis that fitness is a complex nexus, that fitness is not causal in the
sense intended by the PIF. The physical properties upon which fitness dif-
ferences supervene make a difference to evolutionary outcomes, so fitness is
straightforwardly a causal notion in the intended sense.8

5Larger populations are equivalent to “longer trials” in the sense that, for a type at a given
initial frequency, it will take comparatively more sampling instances to push that type to fixation
or elimination as we increase the initial population size.

6Genetic drift is another crucial component of this story, though just how it fits in is a hotly
contested issue. See, inter alia, Clatterbuck et al. (2013); Millstein (2002); Millstein et al. (2009);
Sarkar (2011).

7Sober (2001) gives much the same analysis of the “two faces of fitness,” as Suárez acknowledges
in a footnote (Suárez 2022, p. 4).

8In interventionist terms: let the relevant physical properties be represented by the variable P,
and let reproductive outcomes be represented by the variable R. A counterfactual change in P
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To further bracket my construal of causation in the CF-PIF, I will briefly
differentiate it here from the superficially similar causal dispositionalist ver-
sion of the PIF, which has been defended by Triviño and Nuño de la Rosa
(2022). This view draws on the dispositionalist metaphysics of Mumford and
Anjum (2011), which takes dispositions or powers to be irreducible properties
of entities that prop up or produce counterfactuals, probabilities, and familiar
causal relations. By contrast, I take probabilistic causation to be fully explica-
ble within the empirically accountable modal structures of scientific theories.
I fail to see the value in further metaphysical speculation about fundamental
entities or properties that might generate those modal structures.

3 Measures of Reproductive Success

The CF-PIF, stated once more: Fitness is an objectively probabilistic causal
disposition toward reproductive success. The previous section shed light on the
two explanatory components of the CF-PIF: objective probabilities and causal
dispositions. This section focuses on their explanandum: reproductive success.
I will argue that the CF-PIF should be coupled with a principled pluralism
regarding the mathematical relationship between measures of individual and
trait reproductive success. The “principles” constraining this pluralism are
just the usual pragmatic concerns of accountability to scientific practice and
coherence under theoretical scrutiny. What we are after is an approach to
choosing measures of reproductive success that makes sense of the roles that
fitness concepts play in evolutionary biology.

3.1 The Relationship Problem

Since its inception, the measures of reproductive success associated with
the PIF have undergone a number of transformations in response to well-
known counterexamples. The originally proposed measure of individual fitness
- namely, the expected number of offspring that an individual will produce in
its lifetime - has, in particular, been a prime target of counterexamples. It has
been objected that the number of offspring produced by an organism is at times
a very poor measure of its reproductive success. For example, delayed sterility
can be inherited such that an organism’s grandoffspring, great-grandoffspring,
or even offspring several generations down the line may predictably fail to
reproduce (Pence and Ramsey, 2013; Sober, 2001). We would presumably not
want to say that an especially fecund organism is fitter than its conspecifics
if it displays such delayed sterility. Similarly, a trait’s fitness was originally
taken to be the arithmetic mean of the fitnesses (i.e., the expected number of
offspring) of the individual organisms who bear that trait, and this mathemat-
ical relationship between individual and trait fitness has also been challenged.
When there are differences among types (i.e., among groups of individuals
who bear a particular trait) in the stochastic variance of offspring-production

would change the probability distribution over the possible values R could take. In a causal graph,
we would represent the relationship as P → R to indicate that P is a causal parent of R.
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within a single generation, the associated traits may have different expected
frequencies in the next generation even when the expected number of offspring
for the individuals who bear each trait are identical (Sober, 2001; Beatty and
Finsen, 1989). As population size increases, variance matters less (Ariew and
Ernst, 2009; Sober, 2001). Ariew and Ernst take this finding to constitute a
fatal blow to the PIF, since it entails that something other than individual
reproductive propensities can determine trait fitnesses. That conclusion is far
too strong, but the problem is a serious one.

Proponents of the PIF are thus asked: What is the relationship between
individual and trait reproductive success, such that the latter may fall out
of individual reproductive propensities? I will hereafter refer to this as the
“relationship problem.” Two prominent solutions to the relationship problem
have been developed, so far.

The first solution comes from Pence and Ramsey (2013). They offer a new
measure of individual reproductive success, which can be understood roughly
as the expected descendant population size as generations go to the infinite
limit. The probabilities of trait reproductive success in the infinite long-run
can be straightforwardly derived from this measure of individual reproductive
success. This indeed solves the relationship problem at face, but it is ques-
tionable whether population dynamics regularly conform to the mathematical
constraints needed for these measures to be applicable (Suárez, 2022).

The second solution comes from Sober (2013, 2020), who solves the rela-
tionship problem by dismissing one of the relata. Sober considerably deflates
the importance of individual fitness in evolutionary theory. He notes that mea-
sures of individual fitness do not appear in the classic models of population
genetics, and that we typically cannot epistemically access individual fitnesses.
With individual reproductive success out of the way, Sober then places propen-
sities for the relative reproductive successes of traits directly at the population
level. Furthermore, Abrams (2009) argues that type or trait fitness can be
given a unitary mathematical characterization. Relative to a pragmatically
specified time-interval, type A is fitter than B if A is more likely to increase
in frequency than B in the population. Combined with Sober’s arguments for
the theoretical irrelevance of individual-fitness measures on the one hand and
for a population-level propensity interpretation of type-fitness differences on
the other, Abrams’ argument for the mathematical unification of type-fitness
measures would seem to banish the last vestiges of the relationship problem.

However, Pence and Ramsey resist Sober’s claim that individual fitness is
theoretically irrelevant (Pence and Ramsey 2015; c.f. Pence 2021). They cor-
rectly point out that individual fitness plays a fundamental conceptual role,
even if individual-fitness measures do not appear in the models of population
genetics. Whatever it is that traits do to causally promote their own prolifera-
tion in a population must ultimately be cashed out in the reproduction of the
individuals who bear those traits. References to this conceptual role organis-
mic fitness are commonplace within scientific practice, tracing right back to
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Darwin. This is perhaps just another instance of Sober’s own “two faces of fit-
ness” (Sober, 2001) unmasking themselves distinctly once more - but then, all
the more reason not to eschew individual fitness as theoretically useless. And,
given this, it does seem that we should be able to offer up some mathematical
measure(s) to fix the reference of such an important concept. The shadow of
the relationship problem persists.

3.2 A New Solution: Principled Pluralism

I want to advocate for a principled pluralism regarding the mathematical rela-
tionship between individual and trait fitness. I take it that the conceptual role
of individual fitness, construed somehow in terms of organismic propensities
for survival and reproduction, as (at least part of) the supervenience base of
trait fitness is secure for now. I take it that the mathematical unity of trait
fitness, as explicated by Abrams (2009), is likewise secure for now. I also take
it to be secure that trait fitness (or trait-fitness differences) can be given a
population-level propensity interpretation.9 My principled pluralism manifests
itself here as a comfortability with the uncertainty or indeterminacy of the
“right” mathematical relationship between individual and trait fitness. There
are many degrees of theoretical freedom available in this respect.

Relegating individual fitness to the “conceptual face” of evolutionary fit-
ness alleviates the pressure to produce a mathematical measure of individual
fitness from which trait fitness can be straightforwardly derived, e.g., via sim-
ply taking an arithmetic mean in all cases. What concrete value, theoretically
or philosophically, Pence and Ramsey’s infinite individual-fitness measure (or
others like it) may offer is still an open question worth pursuing. But even
if we retain a simplistic measure of individual fitness, such as the expected
number of offspring that an individual will produce in its lifetime, we can still
make sense of the conceptual role of individual fitness as an inexhaustive but
ineliminable part of the supervenience base of trait fitness. In that case, we
would simply have to be prepared to say that the mathematical relationship
between trait fitness and individual fitness can sometimes change due to other
factors, like population size.

It should not be terribly surprising that the way in which a trait will tend to
proliferate throughout an arrangement of individuals sometimes depends not
just on the causal properties of the individuals (already understood relative to
the population and environment) but also on the structural properties of the
way those individuals are arranged, including their number. But even these
structural properties become yet more causal properties when we adjust our
focus to the population level. Trait fitness (or trait-fitness differences), as a
population-level reproductive propensity, thus may still be said to supervene in
part on the most simplistic conception of individual reproductive propensities,

9The inclusion of the parenthetical here is a nod to Sober (2013), who argues that trait-fitness
differences, but not trait fitnesses themselves, are population-level propensities. In the next section,
I defend the view that trait fitnesses are population-level propensities.
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even after taking stock of all the difficulties facing any consistent and simple
mathematical relationship posited to hold between the two.

4 The Propensity Interpretation of Probability

A common objection levied against the PIF is that it inherits fatal flaws from
the propensity interpretation of probability (PIP), sensu Popper (1959). These
objections come in two forms. In the first form, general problems that have
been raised for the PIP are cited as reasons to reject the PIF, absent any
detailed analysis of how those problems carry over beyond a gesture toward
the received view that the PIF relies on the PIP. In the second form, objections
that have been inspired by problems known to plague the PIP are repurposed
mutatis mutandis for the PIF. Bourrat (2017, p.28) raises the first sort of
objection. Sober (2013) briefly cites the former sort of objections but (rightly)
goes on to emphasize the latter sort. Sober’s solution to these problems is to
abandon the view that trait fitnesses are propensities, instead holding that only
trait-fitness differences are (population-level) propensities. I will first argue
that the most powerful generic objections to the PIP do not pose any danger
to the CF-PIF.10 Then, I will argue, pace Sober, that trait fitnesses should be
interpreted as population-level propensities, so long as one conditionalizes on
the correct population-level causal properties.

4.1 Generic Objections to the PIP

Consider the argument known as Humphreys’ Paradox (Humphreys, 1985,
2004; Salmon, 1979), which has been quite persuasive in showing that
propensities cannot be conditional probabilities because they do not obey
the Kolmogorov probability calculus. According to the probability calculus,
P(A|B) = P(A)P(B |A) / P(B). Thus, supposing that Pr(A|B) is a propen-
sity for B to cause A, it seems that the probability calculus tells us that there
is a well-defined inverse propensity Pr(B |A) = Pr(B)Pr(A|B) / Pr(A), which
is the propensity for A to cause B.11 But propensities are often not reversible
in this way. There is a well-defined propensity for moisture saturation in a
cloud at t1 to cause rain at t2, but there is no well-defined propensity for rain
at t2 to cause moisture saturation in a cloud at t1.

Suárez (2013) has noted that this version of Humphreys’ Paradox (HP) is
only problematic if one holds a particular ‘identity thesis’: namely, that all

10Drouet and Merlin (2015) reach a superficially similar conclusion, in that they also claim the
PIF does not depend on the PIP. However, they dispense with the explanatory power of causal
dispositions and resort to a purely statistical analysis of fitness explanations, which I take to be a
rejection of the conceptual foundation of the PIF. The view they defend is not, in this important
sense, a variant of the PIF.

11Note that, in the literature, both Pr() and P() are commonly used interchangeably to rep-
resent probabilities and/or propensities. For clarity in the following discussion of the distinction
between probabilities and propensities, I will use the notation P() to represent all conditional
probabilities, any of which may or may not represent propensities, and the notation Pr() only for
those probabilities that are explicitly claimed to represent propensities.
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conditional probabilities are propensities.12 Following Suárez, I will call this the
Identity1 thesis. If one takes propensities to be a proper subset of conditional
probabilities, then one can perfectly well accept that for some conditional
probability Pr(A|B) which is a propensity, the inverse conditional probability
P(B |A) is not a propensity. Nothing in the CF-PIF commits us to this identity
thesis, so any objections to the PIF that cite such arguments against the PIP
without further elaboration are, at best, incomplete.

Suárez (2013, 2022) notes that there is a second identity thesis, Identity2,
which he claims is undermined by a more sophisticated version of HP involving
the quantum-mechanical transmission or absorption of photons through a half-
silver mirror (Humphreys, 1985, 2004). This second identity thesis holds that
all propensities are conditional probabilities. What this sophisticated version
of HP alleges to demonstrate directly is that at least some propensities cannot
be probabilities, since they do not obey the probability calculus. This is so not
because their inverse conditional probabilities seem not to be propensities but
because they lead to formal contradictions within the probability calculus.13

Suárez’s solution to HP, following Humphreys’ own preferred solution, is
to abandon the Identity2 thesis and, along with it, the notion that the Kol-
mogorov probability calculus is the correct formalism for propensities. Suárez
treats propensities as a sui generis relationship between a causal setup C and
a manifested probability distribution P(Mi), where Mi are the various possi-
ble outcomes or manifestations that could result from the propensity. This sui
generis relationship is represented as C ≫ P(Mi), and since this is an absolute
probability rather than a conditional probability, it seems HP will not apply.
As I noted in Section 2.2, it is not clear why the CF-PIF should commit us to
the second identity thesis, and thus it seems Suárez’s solution to HP is open
to the CF-PIF as well.

There is, however, a weaker thesis paralleling the second identity thesis,
which threatens to produce some lingering troubles with HP for Suárez and
the CF-PIF alike. Call this the Representation2 thesis: all real propensity rela-
tionships can be represented as conditional probabilities, whose values will be
equal to the probabilistic manifestation of the propensity when the condition-
ing events include all and only those events that instantiate the propensity. In
other words, for some propensity relationship C ≫ P(M ), we can always find
a conditional probability P(M |C ) such that C ≫ P(M ) = P(M |C ). Suárez
seemingly resists Representation2 along with Identity2 in one fell swoop:

Propensities are on this view not to be identified with probabilities.
Instead they are more generally taken to be dispositional properties

12See also Niiniluoto (1988, pp. 103-104), who makes basically the same point in a footnote.
Thanks to an anonymous reviewer for bringing this to my attention.

13See Humphreys (2004, pp. 668-669) and Suárez (2013, pp. 80-83) for the full formal paradox.
Briefly: photons are fired from a laser toward a half-silver mirror at some time t1; at a later time
t2, the photons hit or miss the mirror with some probability; and at a still later time t3, the
photons are transmitted through or absorbed by the mirror with some probability. The formal
contradiction arises within the probability calculus when we combine a number of seemingly
reasonable assumptions about the propensity of the experimental setup at t1 to produce outcomes
at later times.
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with probabilistic displays or manifestations. There is on this view
no need to represent the relation between the propensity and its
manifestations as a conditional probability... (Suárez, 2013, p. 87).

However, to reject Representation2 on the basis that we do not need to rep-
resent the propensity relationship as a conditional probability would be too
hasty. For Representation2 states only that there is some conditional proba-
bility that can represent any given propensity relationship, and this may be
so independently of whether we choose to use that conditional probability for
anything. If one accepts Representation2, and if one supposes that all the
propensity relationships specified in the sophisticated version of HP are real
propensity relationships, then HP runs just as it ordinarily would, and we
derive a contradiction.

So, why think that Representation2 holds, given Suárez’s conception
of a sui generis propensity relationship? There is initial cause for doubt-
ing Representation2 when one considers that conditional probabilities are
measure-theoretic entities whose values pick out subsets of outcome spaces,
whereas propensities, for Suárez and Humphreys, are material events to which
the probability calculus does not apply. But suppose that I formulate a con-
ditional probability for some material event M that conditionalizes on all and
only those material events C that instantiate the propensity to cause M. I
have thereby picked out, in a measure-theoretic way, the subset of the out-
come space in which those material events obtain. Within this outcome-space
subset, because I know that C obtains, the sui generis relationship between
C and the manifested probability P(M ) will then force me to assign a par-
ticular value to P(M ). But this is just what it is to say that the conditional
probability P(M |C ) must take the value of C ≫ P(M ), which is precisely the
Representation2 thesis.

As stated above, the sophisticated version of HP continues to produce a
formal contradiction if one accepts both Representation2 and the claim that
all of the supposed propensities specified by Humphreys represent real propen-
sity relationships. Rejecting both identity theses is insufficient to dispel HP.
Since Representation2 is correct, let us consider our only other option. There
are, I argue, two supposed conditional propensities specified by Humphreys
that do not represent any real propensity relationship. Crucial to Humphreys’
derivation of a formal contradiction is the following principle of conditional
independence:

(CI) Prt1(It2|Tt3Bt1) = Prt1(It2|¬Tt3Bt1) = Prt1(It2|Bt1)

In plain English, CI reads, “The propensity (Pr) of the experimental setup at
t1 , together with all of the relevant background information (B), to produce
the incidence (I ) of the photon on the half-silver mirror at t2 is unchanged if
we conditionalize on the transmission (T ) or failure of transmission (¬T ) of
the photon through the mirror at t3.”

As informally stated, CI is surely correct. Indeed, the propensity at t1
to cause t2 must be unaffected by anything that occurs after t2. What we
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should reject instead is the formalization of CI that appears in the sophisticated
version of HP, which inappropriately treats as propensities two conditional
probabilities that do not represent real propensities. Since anything that occurs
after t2 cannot be a cause of I, conditionalizing on T or ¬T at t3 means that
our conditional probability no longer conditionalizes on all and only those
material events that instantiate the propensity, so Representation2 no longer
tells us that our conditional probability represents (i.e., takes the value of)
any propensity. Dropping the inappropriate uses of propensity notation, we
can update CI to CI*:

(CI*) P (It2|Tt3Bt1) = P (It2|¬Tt3Bt1) = Prt1(It2|Bt1)

Now, keeping in mind that the first two conditional probability terms in CI* do
not represent propensity relationships, we can see that CI* is plainly false. The
propensity at t1 to cause incidence at t2 is between 0 and 1, while the probabil-
ity of incidence at t2 given transmission at t3 (in the measure-theoretic sense of
“given”) must be equal to 1, since transmission is impossible without incidence.
Consequently, all that the sophisticated version of HP definitively undermines
is Identity1, along with a representation thesis paralleling it, Representation1,
which states: all conditional probabilities represent propensity relationships.
But the simpler version of HP already gave us ample reason to reject those
two parallel theses. The sophisticated version of HP does not tell us anything
new. It just reiterates that not all conditional probabilities are, nor represent,
propensities.

The solution to HP with which we are left is surprisingly simple. All we
need are ordinary, measure-theoretic conditional probabilities, together with
the claim that some (but not all) of those conditional probabilities represent
propensity relationships.14 Specifically, the conditional probability for an event
M that conditionalizes on all and only those causal properties C which instan-
tiate the propensity to produce M, i.e., P (M |C), will take the value of the
propensity C ≫ P (M).

4.2 Specific PIP-Inspired Objections to the PIF

Now, let us consider an argument that is hand-crafted to the PIF. Sober (2013)
notes that the expected fitness of a trait (understood as the probability of an
organism’s survival or reproduction, given that the organism possesses some
trait) is often not a measure of the causal power of that trait to produce
survival or reproduction. For instance, a causally inert trait may be perfectly
genetically linked to a causally efficacious trait in a population. Since the two
traits are co-extensive, their trait-fitness values must be identical, and yet the
former has no propensity to produce survival and reproduction. Hence, Sober
argues that trait fitness is not a propensity. Differences between the fitnesses
of two traits, however, are population-level propensities. Even if two traits are
causally inert, the linkage of one of those inert traits to a causally efficacious

14Section 5 details how objective probability and causation can emerge together from properties
of a modal structure.
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trait is enough to instantiate the population-level propensity for an increase
in frequency of that inert trait.

The general considerations of the PIP explored above will be valuable in
understanding why this argument does not, in the end, succeed against the
view that trait fitnesses are propensities. The first point worth noting is that,
at most, Sober’s argument shows that some trait fitnesses are not propensities.
This is not an insignificant conclusion, but we can go further. I will argue that
all trait fitnesses are population-level propensities; but we must conditional-
ize on the right population-level causal properties to see why. Any change in
a trait’s expected fitness must be realized by a physical change in the popu-
lation, whether via individual reproductive propensities, distributions of the
trait among individuals, linkage between traits, population size, or whatever
else. Just as with trait-fitness differences, it may not be the trait itself which
is causal in determining its own degree of success, but said degree will always
be causally determined by physical aspects of the population.

Take a causally inert trait X, for which the probability of survival and/or
reproductive success (S ) of an organism that bears the trait X is equal to
P (S|X). Sober is right to note that this conditional probability does not rep-
resent the propensity of X to produce S, since X is inert. But now, let L
represent the fact that X is co-extensive with a trait Y, which is causally
responsible for producing S. We find that if we conditionalize on X&L, our
trait expected-fitness value Pr(S|X&L) does indeed represent a population-
level propensity. Note also that P (S|X) = Pr(S|X&L); the former is merely
shorthand for the latter, since L was implicit in our background information
all along. What can safely be said, therefore, is that while a trait’s expected-
fitness value P (S|X) does not necessarily represent the propensity of the trait
X to cause the outcome S, it does implicitly represent the propensity of the
population to manifest S in those organisms with the trait X. The other mate-
rial properties of the population that instantiate the propensity have merely
been left unnoticed in the background information.

5 Determinism, Macro-Probabilities, and
Modal Structure

A commitment to microphysical indeterminism is also sometimes attributed
to the PIF (Bourrat, 2017). Of course, the CF-PIF makes no explicit mention
of indeterminism. What it does require is treating probability as something
that is ‘out there in the world,’ rather than a mere expression of our ignorance
of details, such that it can do real explanatory work on questions regarding
why populations evolve in the ways that they do. However, there is a his-
torically commonplace view which holds that objective physical probabilities
are incompatible with microphysical determinism. If that view were correct,
then the CF-PIF would depend on microphysical indeterminism after all. In
this section, I disentangle the CF-PIF from microphysical indeterminism. I do
this by connecting a number of different threads in the literature concerning
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compatibilism between determinism and objective probability. The principal
connection between these threads is, I argue, the (explicit or implicit) invoca-
tion of objective modal relationships between macroscopic states and the sets
of microscopic states upon which the former could possibly supervene. Along
the way, I will also show how the interventionist account of causation fits
seamlessly into the resulting modal picture, such that objectively probabilistic
causation may emerge from the properties of a modal structure.

5.1 Why a Commitment to Microphysical Indeterminism
Matters

There is good reason to be hesitant to adopt an interpretation of fitness that
commits itself to microphysical indeterminism. The jury is still out on which
interpretation of quantum mechanics is correct, and some of the contenders
are deterministic (e.g., Bohmian mechanics), even if they represent a minority
of views among experts. If the PIF relied on microphysical indeterminism, it
would require not only that deterministic interpretations of quantum mechan-
ics are false and that microphysical indeterminism sometimes translates to
indeterminism at biological scales (e.g., via genetic mutations due to quantum
events) but that all of the purportedly objective macro-probabilities involved
in fitness explanations can be similarly accounted for. Furthermore, even if
quantum probabilities are irreducible, there are good reasons to doubt whether
they regularly combine in such a way as to produce the particular probabilities
that we are interested in at macroscopic scales (Abrams, 2007, p. 15). If the
PIF ties itself to this thesis of microphysical indeterminism with ubiquitous
macrophysical consequences, therefore, it does so at its own peril. These are
the sorts of considerations that motivate me to heed Millstein’s call for evolu-
tionary accounts to be compatible with both determinism and indeterminism
(Millstein, 2003).

However, arguments for compatibilism between objective physical prob-
ability and microphysical determinism have been growing in popularity for
quite some time. In fact, compatibilist arguments for deterministic irreducible
chances are also growing in popularity, though this is a more radical thesis
than the one I will defend here.15 If microphysical determinism and irreducible

15It is a radical thesis because irreducible chances are usually understood to rationally constrain
one’s credence in the occurrence of an event in a principled way. If the irreducible chance of event
P occurring is 0.2, one is rationally compelled to set their credence in the occurrence of that event
to 0.2, no matter what other information one might learn about the physical world up to and
including time t (this is the ‘Principal Principle’ introduced by Lewis (1980)). The usual argu-
ment for incompatibilism regarding determinism and irreducible chance is that, in a deterministic
world, the rational credence for an event can always in principle be reduced to 0 or 1 (or made to
approach these values as a limit, perhaps) by gathering ever more precise information about the
microphysical state of the world. The most vivid illustration of this issue invokes a hypothetical
‘Laplacian intelligence,’ which can know the microstate of the entire universe with arbitrary pre-
cision and calculate the future and past trajectories with perfect computational ability according
to the universe’s dynamical laws. At face, this seems to entail that irreducible chances must be
‘baked in’ to the fundamental dynamics of the universe, if any such things as irreducible chances
exist. Clever arguments are needed if the in-principle credence-constraining aspects of irreducible
chances are to be compatible with determinism. See Ismael (2009, 2011) for a few such clever argu-
ments. See also List and Pivato (2015) for an argument that, if successful, would entail that the
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Fig. 1 A reconstruction of Sober’s model of macro-probability: [p] = P(B at t2| XE at t1
); [q] = P(xiej at t1| XE at t1); [r] = P(B at t2|xiej at t1).

chances turn out to be compatible, then of course determinism and objective
probability would be compatible, since irreducible chances are definitionally
objective probabilities. But we can have objective probability without irre-
ducible chances, at least in principle, and I think we already have good reason
to believe that something other than irreducible chances does realize objective
probabilities.

5.2 Probability and Causation within Modal Structure

Let us begin with a compatibilist view of determinism and objective macro-
probabilities, which has been put forward by Sober (2010). I will introduce
some new symbolism here and translate Sober’s argument accordingly. Let
X be an evolutionary entity, whether an organism/individual or trait/type;
let E be the exhaustive causally relevant population and environment within
which X is embedded at some time t1; and let A, B, and C be the three
possible reproductive outcomes for X in E that could obtain at a later time
t2. For a given initial macrophysical state XE at t1, there are many different
microphysical states that could realize XE. Let xiej be an arbitrarily cho-
sen microstate from the set of all possible microstates that could realize the
macrostate XE. Sober argues that if (i) there is an objective probability [r]
of an initial microstate (e.g., xiej) at t1 causing a resulting macrostate (e.g.,
B) at t2 and (ii) there is an objective probability [q] of being in some ini-
tial microstate given that our scenario started in some macrostate (e.g., XE ),
then the macro-probability [p], or P(B at t2| XE at t1), is objective (see
Figure 1). More precisely, [p] =

∑n
k=1[q]k[r]k, where there are n unique initial

microstates. This argument holds even if we assume deterministic relationships
between each unique microstate and the resulting macrostate, i.e., if [r]k can
take only the extremal values of 0 or 1.

When it comes to the question of why we should take probabilities like
[q] to be objective, Sober advocates for a “no-theory theory of probability”
which leaves such probabilities as primitive theoretical quantities (Sober, 2010,
p. 149). Sober draws an analogy with mass. Although mass is a primitive
theoretical quantity, our belief in its existence is justified by the reliable conver-
gence of independent empirical measurements of mass. Similarly, independent

counterfactual macro-probabilities described in this section are, in a meaningful sense, irreducible
chances.
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empirical measurements of [q], i.e., the probability distribution of possible ini-
tial microstates that could realize some initial macrostate, often show reliable
convergence. The example Sober gives here is of a coin flip. The frequency
of landing ‘heads’ reliably converges on 51% as the number of coins flipped
increases. This empirically supports the existence of an objective probability
distribution for [q] and, since [r] is uncontroversially objective even if deter-
minism is true, also therefore empirically supports the objective existence of
the macro-probability [p].16

What I will now argue is that, rather than terminating our ontologi-
cal inquiry here in the no-theory theory of probability, we can (and should)
conceptualize Sober’s macro-probabilities in terms of objective modal struc-
tures. Here, I build on a framework from Lyon (2011) called ‘counterfactual
probability,’ which in turn draws on Bigelow (1976).17 Lyon (2011) describes
counterfactual probability as a second kind of objective physical probability,
distinct from irreducible chance, which “is a measure of how robust a proposi-
tion is under a class of counterfactual situations” (p. 429, emphasis in original)
and entails “those probabilities in explanations that give some level of modally
comparative information” (p. 431).

Explanations that invoke counterfactual probabilities are modally compar-
ative because they concern regularities in how the macroscopic world would
tend to look across a range of possible microstates. For instance, counterfac-
tual probabilities are what we invoke in classical statistical mechanics when
we state that the microphysical particles comprising macrophysical ice cubes
in tepid water tend to dissipate energy in patterns such that the cubes melt at
predictable rates. In giving such explanations, we claim that certain systems, in
virtue of their macroscopic properties, will tend to presently be in microstates
that will evolve into future microstates that realize particular macrostates.

It should be noted that the view I defend here entails only objective prob-
abilities that are optimally explanatory of evolutionary trends of a very broad
scope, not optimally predictive of particular outcomes.18 Fitness explanations
purport to account for why, in virtue of having certain macroscopic traits, some
types of organisms tend to outcompete others in their shared macroscopic envi-
ronment. These explanations are not in the business of stating with maximal

16A related point has been raised by von Plato (1983, p. 45) with respect to the method of
arbitrary functions, in which the production of stable frequencies is explained by the following
property exhibited by some spaces of initial microstates: For any continuous distribution on the
initial space, and given the dynamics of the system, the same resulting proportion of outcomes
will be obtained. As for coin flips, in this respect, so too for evolving populations. For much the
same reasons, we have evidence that the structures of the spaces of initial microstates in evolu-
tionary systems, together with the system dynamics, uniquely determine evolutionary outcome
probabilities. However, see de Canson (2022) for a discussion of some complications regarding how
exactly the method of arbitrary functions relates to system dynamics and objective probabilities.

17Bourrat (2017) defends objective deterministic probability by drawing primarily on the ‘nat-
ural range’ conception of probability developed by Rosenthal (2010). See also Abrams (2012) and
Strevens (2011) for closely related views. Exploring the differences between Rosenthal’s, Abrams’,
and Strevens’ frameworks goes beyond the scope of this paper, but it is quite plausible that all
three are classifiable as specific subtypes of the counterfactual probability framework. See also
Batterman and Rice (2014) for an approach that is amenable to a “modal robustness” analysis of
macrophysical dynamics.

18This distinction is inspired by Sober (1984). Macro-probabilities are predictive of particular
outcomes to some degree, just not optimally so.
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Fig. 2 A diagram of deterministic causal interactions between possible microstates, together
with supervenience relationships between possible microstates and macrostates, giving rise
to counterfactual probability.

accuracy what this-or-that exact population will actually do in this-or-that
exact environment. Of course, attending to the relevant microstates would be
optimal in that case, and our use of counterfactual macro-probabilities for
such purposes reflects our ignorance thereof. Rather, fitness explanations are
in the business of making intelligible some respectably large portion of the
modal structure of the biological world. For example, fitness explanations tell
us things like “melanism was evolutionarily advantageous among peppered
moths in industrial London because, amidst the pollution, it conferred supe-
rior camouflage for avoiding predation.” This means, among other things, that,
given those macroscopic starting conditions, the space of possible scenarios we
could find ourselves in is disproportionately constituted by scenarios wherein
the melanic moths reproductively outcompete the non-melanic moths in indus-
trial London. In other words, the probability of melanic moths outcompeting
non-melanic moths was (objectively) high. Even if we had found ourselves in
a scenario where the melanic moths failed to win out, and even if the world
were deterministic, that explanation would have remained true.

Lyon does not give a formal analysis of counterfactual probability, but
Sober’s formalism is apt to play this role. In Figure 2, organism X and envi-
ronment E are depicted causally interacting to produce some reproductive
outcome. Because X and E are macroscopic states, all of their possible ini-
tial microstates are listed (x1, e1, etc.). This causal model is deterministic, so
each unique microstate interaction produces a unique micro-outcome (e.g., the
scenario containing initial microstate x2e3 at t1 always also contains micro-
outcome b5 at t2). Like X and E, the reproductive outcomes (A, B, C ) are also
macroscopic, so the micro-outcomes can be grouped according to the macro-
outcomes that supervene upon them. The counterfactual probability of each
possible reproductive macro-outcome is equal to its size, measured as the vol-
ume of a subspace of possible micro-outcomes, relative to the volume of the
space of all possible micro-outcomes. Macro-outcome A has a probability of
1/9 = 11.1%; B has a probability of 5/9 = 55.6%; and C has a probability of

17



3/9 = 33.3%.19 If we apply Sober’s formalism to Figure 2, we get precisely the
same result. Indeed, Figure 2 is just a re-imagining of Sober’s model in Figure
1 in the form of a causal diagram. The probability [q] is just the probability
of being in some causal microstate xiej , given the causal macrostate XE ; the
probability [r] is just the probability of a causal microstate xiej at t1 causing a
particular microstate to obtain at t2; and the probability [p] is just the macro-
probability of the causal macrostate XE causing a particular macrostate to
obtain at t2.

Rather than interpreting probabilities like [q] as primitive theoretical
quantities, we should recognize that they emerge from properties of modal
structures, in the sense just described. I see two benefits of making this move.
First, it clarifies the kind of reasoning already implicit in Sober’s analysis,
where he looks to the structure of the space of microstates in order to derive
a particular value for [q]. Second, it allows macrophysical probabilities and
causation to be understood together in a unified framework. I promised at
the beginning of this section to show how interventionist causation fits into
this modal picture. The work is already done, thanks to our analysis of the
causal diagram in Figure 2. If we intervene on X or E to change its macro-
physical structure, we will thereby change the space of possible microphysical
states upon which XE could supervene, and this, trivially, can change the
macro-probabilities of reproductive outcomes. Macrophysical causation thus
can supervene on microphysical causation in just the same way that objective
macro-probabilities can supervene on deterministic microphysical dynamics;20

indeed, the two can emerge together from the properties of a modal structure
as objectively probabilistic causation.

Let us now briefly take stock of what this section has established thus
far. First, following Sober and others, we should hold that objective macro-
probabilities are compatible with microphysical determinism. Accordingly, the
CF-PIF does not depend in any way on microphysical indeterminism. Sec-
ond, by subsuming Sober’s formalism within Lyon’s conceptual framework of
counterfactual probability, we have seen how objective probabilities and causal
relationships can emerge together from properties of a modal structure. As a
corollary, note that no metaphysically inflationary posits about fundamental
powers needed to be made at the outset. If there are physical facts about what
would obtain in various counterfactual scenarios, then we have everything we
need for the CF-PIF to do its explanatory work, at least in principle. Namely,
we can have objectively probabilistic causation.

5.3 Objections Considered

However, not all conceivable modal structures have the necessary properties for
objectively probabilistic causation. For instance, suppose there were infinitely

19For simplicity, I assume in this example that the volume of the possibility space of a
macrostate splits equally among its possible microstates, but I do not assume that this is always
the case in reality. Further discussion of this point is given in Section 5.3.

20This falls in line with recent arguments for causal-supervenience theories in biology, such as
those given by Boyd (2017) and Pence (2021).
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many distinguishable microstates upon which a given macrostate could pos-
sibly supervene. In that case, we could not normalize a distribution over the
possible microstates while assigning equal non-zero measures for each of their
individual modal volumes. Abrams (2006) points out that there could be no
well-defined type frequencies in hypothetical infinite populations for much the
same reason. A particularly striking illustration of the potential for modal
structures to be inhospitable to both probability and causation can be found
in the case of Norton’s dome (Norton, 2003, 2021). Norton formally specifies
a Newtonian world in which a ball sits atop a dome with a very particular
geometry. There are two solutions to the dome’s dynamical equations. In the
first solution, the ball sits motionless atop the dome for eternity. In the second
solution, at an arbitrary time t, the ball spontaneously rolls down the dome
in an arbitrary direction. The dome-world’s possibility space thus includes the
ball’s eternal motionlessness along with the ball’s spontaneous movement in
each direction at each time t. This provides no non-arbitrary way to define a
probability distribution over the possibilities. Furthermore, since the ball rests
or moves completely arbitrarily, no causal story can be told about why it does
so.

Sober’s analysis of macro-probabilities requires that there is an objective
synchronic probability distribution [q] over the space of possible distinguish-
able microstates, and this, in turn, requires that the space is normalizable.
So, the worry may arise that some future fundamental physics will undermine
this normalizability and, along with it, the objectivity of macro-probabilities.
In response, recall Sober’s appeal to the empirical evidence of a limiting fre-
quency that is stable across multiple independent experimental set-ups in the
case of flipping coins. If the space of causally relevant microstates were not
normalizable, then there would be no objective reason to expect the stable lim-
iting frequency of 0.51 to obtain. In a world filled only with a vast number of
Norton’s domes, we should not expect to see any such stable patterns of phys-
ical behavior. That we do see such stable patterns in coin-flipping, statistical
mechanics, and evolutionary biology tells us something empirically: it suggests
that the relevant spaces of microstates are normalizable, at least insofar as the
microstates can be distinguished by their ability to make a causal difference to
the macroscopic behavior under consideration.

Another worry that may arise here is more conceptual and less amenable
to an empirical response than the last. The worry is that microstates may
not always be perfectly sortable into categories like [realizes macrostate A] or
[realizes macrostate B ], since there may not always be objectively well-defined
delineations between macrostates. If macrostate B supervenes on microstate
ok perfectly while macrostate C cannot supervene on ok at all, but there is
no perfectly clear border between B and C, then how is the sharp transition
from [r] = 1 for B to [r] = 0 for C to be explained? Presumably, it cannot.
Note that what is being expressed here is not the worry that we cannot pick
out macrostates in a consistent and objective enough way for them to stand in
objective relations to microstates. In response to that worry, we could give the
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Fig. 3 A modified version of the reconstruction of Sober’s model of macro-probability
shown in Figure 1: [p] = P(B at t2| XE at t1 ); [q] = P(xiej at t1| XE at t1); [r] = P(B at
t2|xiej at t1); S∗ = micro-macro supervenience relation.

same empirical response as before. Rather, what is being expressed here is the
worry that our formalism may impose sharp delineations between macrostates,
which invokes a particular metaphysical view of nature that may outstrip our
scientifically and philosophically responsible characterizations thereof.

A potential conceptual/formal solution to this worry is displayed in Figure
3, where I show that [r] can be decomposed into [u] = P(ok at t2|xiej at
t1) multiplied by a supervenience relation, S∗(ok,B), which quantifies how
appropriately some micro-outcome ok can be said to be supervened upon
by macro-outcome B. In the previous example calculation, S∗ takes only
extreme values (0 or 1) for each micro-outcome, which would mean that every
micro-outcome can be perfectly sorted under some unique macro-outcome.
Alternatively, S∗ may range from 0 to 1 (exclusive). In this case, the contri-
bution of a micro-outcome to the probability of a macro-outcome would still
be proportional to how appropriately the macro-outcome in question can be
said to supervene upon the micro-outcome, but such supervenience relation-
ships would come in degrees.21 Another way to pose this solution would be to
concede that ok realizes some definite macrostate, and then interpret S∗ as a
similarity relation between that definite macrostate and the macrostate under
consideration. It is not my present concern to weigh in any further on these
various approaches. The point is just that we could adapt this formalism of
macro-probabilities to accommodate such philosophical concerns, if needed.

6 Objective Modal Structure: Metaphysical
Considerations

I have attempted to cut the CF-PIF free from several theoretical and onto-
logical commitments that I see as unnecessary. The commitment to objective
modal structures is not among those that can be cut free, due to the modal
character of objective probability and causation. I now intend to hedge against
metaphysically inflationary interpretations of this modal structure.

21An example of a view with which these intermediate values of S∗ may be compatible can be
found in the ‘real patterns’ view of Dennett (1991), which he describes as a kind of ‘mild realism’
with respect to macroscopic entities. This would also represent one way in which microstates could
unequally share a macrostate’s possibility space.
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I have endorsed a view of probabilistic causation that invokes volumetric
measures of modal structures (Lyon, 2011). At the same time, I have resisted
a view that invokes dispositional powers as irreducible properties of entities
responsible for generating modal structure (Triviño and Nuño de la Rosa,
2022). And, furthermore, I now seek to distance myself from other views that
would likewise profess to know of the existence and nature of any such meta-
physical entities like fundamental powers, which supposedly lie between what is
empirically accountable or logically certain. These are not jointly inconsistent
aims. Allow me to briefly explain why.

The most radically inflationary treatments of modal metaphysics are exem-
plified by those who would argue that there is a being who occupies all
metaphysically possible worlds and thus could not have failed to exist (Ras-
mussen, 2016); or that all metaphysically possible worlds are concrete and
actual worlds (Lewis, 1986). Inflationary approaches which hold that we should
otherwise reify metaphysical modality as distinct from logical modality, unteth-
ered from empirical evidence, and knowable by the light of reason, have become
the mainstream in analytic philosophy.

I follow in the footsteps of a number of philosophers of science who are dis-
satisfied with this mainstream inflationism and yet still recognize that we will
need some sort of objective treatment of modality if we are to assert that any
scientific theories correctly or incorrectly describe the ways the world would
behave in counterfactual scenarios (see, inter alia, Ladyman and Ross 2007;
Norton 2022; and Woodward 2023). Scientific theories have a modal character
- they tell us what would and would not happen in counterfactual scenarios
- and yet they are empirically accountable. I think we need no conception of
non-logical modality beyond this empirically accountable sort; but even if one
thinks we might need a more inflationary conception for some purposes, the
purposes of the CF-PIF fit safely within the former’s bounds. Of course, what
this empirically accountable modality itself really is - e.g., the degrees of the-
oretical freedom allowed by a body of evidence (Norton, 2022), a primitive
ontological commitment of theories which are themselves empirically account-
able (Ladyman and Ross, 2007), or something else entirely - remains open for
debate.

7 Conclusion

The conceptual foundation of the PIF holds that fitness is an objectively prob-
abilistic causal disposition toward reproductive success. This interpretation
affords the concept of fitness real explanatory purchase over the behavior of the
biosphere. I have argued that the theoretical and ontological commitments of
the PIF’s conceptual foundation are less burdensome than has typically been
recognized. I first detailed how objectively probabilistic causation constitutes
the explanatory machinery of the PIF (see Section 2). I then argued that the
PIF is (i) compatible with a principled pluralism regarding the mathematical
relationship between measures of individual and trait reproductive success (see
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Section 3); (ii) independent of the propensity interpretation of probability (see
Section 4); and (iii) independent of microphysical indeterminism (see Section
5). It is ontologically committed to objective modal structures, but only in the
minimal and empirically accountable sense required to say that any scientific
theory correctly or incorrectly describes the ways the world would behave in
counterfactual scenarios (see Section 6).

Many of the considerations discussed above, especially those in Sections 4,
5, and 6, are quite general and may have implications well beyond the domain
of fitness explanations. A wide variety of explanatory frameworks could be built
using the same basic explanatory machinery that figures in the PIF, namely,
objectively probabilistic causation. For instance, Nuño de la Rosa and Villegas
(2022) develop a view that interprets evolvability and variability as propen-
sities. By clarifying the theoretical and ontological commitments of the PIF’s
conceptual foundation, my hope is that discussions of such interpretations of
other scientific concepts may also benefit.
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