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Abstract
I develop and motivate an extension of the categorical equivalence pro-
gramme to the full space of KPMs of a theory, beginning with a problem
case from first-order logic where categorical equivalence seems too weak
a criterion of theoretical equivalence. This has wide-ranging implications
for discussions of theoretical equivalence, and the categorical equivalence
programme in particular.

1 Introduction

In recent years, there has been a surge of interest in the following criterion of
theoretical equivalence:

Categorical equivalence: Theories T and T3 are equivalent just in case there
is an equivalence of categories between their associated categories of mod-
els Ty and Ty (which preserves empirical content).*

Categorical equivalence is motivated by the fact that the collection of models
of a theory often has, or can be given, the structure of a category. In general, a
category C consists in a collection of objects ob(C) and a collection of arrows
(or morphisms) mor(C) between the objects of C, satisfying several conditions.
Here, it is useful to introduce the concept of hom-sets, which are the sets of
arrows between two objects in a category, i.e. for a,b € ob(C), one defines
homc(a,b) := {f|f :a = b, f € mor(C)}. Then a category C is:

e A collection of objects ob(C);
e For all a,b € ob(C), a function (a,b) — home(a, b);

o (Composition of arrows) For all a, b, ¢ € ob(C), all g € home (b, ¢), and all
f € homg(a,b), a function (g, f) = go f;
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1. Recall that an equivalence of categories C and D is a functor F' : C — D which is full,
faithful, and essentially surjective (see e.g. Mac Lane (1998) for details, and Weatherall (2017)
for a philosophically-oriented presentation). What it means for an equivalence of categories
to ‘preserve empirical content’ is difficult to spell out in general terms, and I won’t attempt
to do so here, but is usually reasonably clear within a given context.



o (Identity arrow) For all a € ob(C), an arrow id, € homc(a,a);
satisfying

1. (Associativity) For all a,b,¢,d € ob(C), all h € homg(c,d), all g €
home (b, ¢), all f € homg(a,b), ho(go f)=(hog)o f.

2. (Unity) For all a,b, ¢ € ob(C), all g € homg(b,¢), and all f € homc(a,b),
idyof=fand goidy = g.

3. (Disjointness) If (a,b) # (a/,V’) then home(a,b) Nhome(a’, V) = 2.

Given a theory T, one can take the objects of its associated category of models T
to be the models of T', and its arrows to be maps between models which preserve
physical content (which maps these are will depend on one’s interpretation of
T, though for all the first-order theories considered in this article, I will take
the arrows of their associated categories of models to be elementary embeddings
unless stated otherwise).?

Beginning with suggestions made by Halvorson (2012), Weatherall (2016),
and Tsementzis and Halvorson (2017), categorical equivalence has been used to
provide insight into the relationships between several different pairs of physi-
cal theories. For example, Weatherall (2016) discusses the relationship between
Galilean gravitation and Newton-Cartan theory, and distinguishes two different
categories of models for Galilean gravitation, only one of which is categori-
cally equivalent to Newton-Cartan theory. Rosenstock, Barrett, and Weatherall
(2015) use categorical equivalence to substantiate claims by Rynasiewicz (1992)
about the equivalence of general relativity and the theory of Einstein algebras.
And Barrett (2019) makes use of categorical equivalence to adjudicate a dispute
between North (2009) and Curiel (2014) about the (in)equivalence of Lagrangian
and Hamiltonian mechanics, showing how different categories of models for these
theories can be used to articulate North’s view, Curiel’s view, and the ‘standard’
view that Lagrangian and Hamiltonian mechanics are equivalent.

All these, I take it, have been success stories for the categorical equivalence
programme. And yet, categorical equivalence is also known to face a serious
problem: it seems far too weak a criterion of theoretical equivalence. This
point has been made at length by Hans Halvorson and co-authors in a series of
papers (Halvorson 2012; Barrett and Halvorson 2016; Tsementzis and Halvorson
2017; Barrett and Halvorson 2022),% with reference to the following example of

2. This approach is in the spirit of e.g. Weatherall (2016), Rosenstock, Barrett, and
Weatherall (2015), Barrett (2019), and Nguyen, Teh, and Wells (2020), though note that
when Barrett and Halvorson (2016, 2022) and Tsementzis and Halvorson (2017) talk about
theories as categories, they have in mind first-order theories, and categories whose objects are
the theory’s models and whose arrows are elementary embeddings. Whilst this approach is
sensible (and actively useful, when it comes to comparing categorical equivalence with other
criteria of theoretical equivalence for first-order theories), I also think it is too restrictive. The
reason for this is that there might be cases in which one wishes to interpret some of the pred-
icate/relation/sort/function symbols in some signature as not representing anything physical,
in which case, there will be good reason to consider some pairs of elementarily inequivalent
models of one’s theory physically equivalent. We will return to this issue later.

3. See also Weatherall (2020).



a pair of categorically equivalent, but not definitionally equivalent nor Morita
equivalent® theories from first-order logic:

Example 1. Let T be a theory in signature ¥; containing a single sort symbol
o1 and a countable infinity of predicate symbols pg, p1, p2, etc. And let T5 be
a theory in signature Yo containing a single sort symbol o2 and a countable
infinity of predicate symbols qg, g1, g2 etc. 717 has as its axioms the sentence
dlyxzx = z. Tb has as its axioms the sentences 3!,,zz = z and a countable
infinity of sentences Vy,z(go(x) — ¢i(z)), i =1,2,3, ...

The purpose of this paper is to point out that there is a relatively straight-
forward and general way of handling this counterexample, which has not so far
received any attention in the literature, but which seems to me to diagnose ex-
actly what goes wrong in the case of the theories 77 and 75 which Halvorson
and co-authors discuss. In particular, the way of handling example 1 which I
will propose does not involve appealing to the fact that the categories of models
of T1 and T» are not object-finite—a point which, though Barrett and Halvor-
son (2022) dwell on it in some detail, seems to me to be largely irrelevant to
the intuition that 77 and T3 are inequivalent theories. Instead, I will begin by
getting clear on what is behind the intuition that 77 and T, are inequivalent
theories, use this to motivate an extension of the categorical equivalence pro-
gramme which can handle the example of T} and T3, and then show how my
approach allows us to make sense of a variety of other cases, including the kind
of interpretations under which it would make sense to think of 77 and T3 as
equivalent theories.

In a bit more detail, then, the structure of this paper will be as follows. In
§2, I begin by outlining some intuitions about why it is that 77 and 75 are in-
equivalent theories, and suggest a way of making precise these intuitions. This
takes us to §3, in which I discuss (in §3.1) the kinematics-dynamics distinction,
and use this to offer a generalisation of the categorical equivalence programme
which can handle the case of T and T» (in §3.2). After discussing some impli-
cations of this criterion for debates about theoretical equivalence for first-order
theories, I then, in §4, consider some further implications, especially for criti-
cisms of the categorical equivalence programme made by Weatherall (2020) and
Coffey (2014). §5 concludes.

2 Some intuitions, and a motivation

T1 and T5 are (intuitively speaking) inequivalent theories: why? The discussions
in Halvorson (2012) and Barrett and Halvorson (2016) of this matter seem to
me exemplary, so I will begin by quoting them at length:

[There] is a sense in which the two theories [T7 and T3] do not “say
the same thing.” According to the theory 75, there is a special pred-
icate qg. If the predicate gy holds, that completely determines what

4. For details on definitional and Morita equivalence, see Barrett and Halvorson (2016).



else is true according to T5. The theory T, however, singles out no
such predicate. (Barrett and Halvorson 2016, 23)

[Our] gut tells us that these two theories are inequivalent. We might
reason as follows: [T7] tells us nothing about the relations between
the predicates; but [T5] stipulates a non-trivial relation between one
of the predicates and the rest of them. In this case, our gut feeling
is correct: the theories [T} and T5] are not definitionally equivalent.
Indeed, similar to the case of propositional theories, the predicate
[90(z)] cannot be defined in terms of the theory [T1]. (Halvorson
2012, 11)

I think that these intuitions are exactly right, and I want to hold onto them. T}
and T, are inequivalent theories because T» ‘says something’ non-trivial about
the relationship between the predicate gy and the rest.

What I want to point out here is that there is a very straightforward way
of articulating this idea in category-theoretic terms. Consider all those 3o-
structures satisfying 3!,,2z = x. The category of these Xs-structures (whose
arrows are elementary embeddings) will be categorically equivalent to the cat-
egory of models of T7. But only a proper subset of these Ys-structures will
be models of T5. In other words, T says something more than 7} (and the
two theories are inequivalent) because any equivalence of categories between
single-object Ys-structures and single-object ¥;-structures will not respect the
property of solutionhood of T and T5.

But note that in order to say this, we had to broaden our focus beyond the
space of models of T and T5. This suggests that taking into account a larger
space of structures than just the models of a theory might be just what is needed
to handle the case of Ty and T», and to develop the categorical equivalence
programme into something workable. What could this larger space of structures
be? In what follows, I will suggest that it has to do with the notion of kinematical
possibility.

3 Kinematical categorical equivalence

3.1 Kinematics and dynamics

Dynamically possibly models (DPMs) represent the worlds which are physi-
cally possible according to the laws of a theory. Kinematically possible models
(KPMs) represent the worlds which have the right ontological ingredients, but
which are not physically possible according to the laws. The laws pick out the
space of DPMs, but the space of KPMs is often less clearly articulated. This
much is well known.

Still, there is a guiding principle one often hears in discussions of kinemat-
ical possibility, and that is the Lewisian principle of free recombination. Very
roughly, the principle of free recombination says that arbitrary combinatorial
arrangements of objects in the theory’s models count as kinematical possibilities



of the theory. Free recombination is supposed to be a consequence of what is
known as Hume’s dictum:

Hume’s dictum: There are no necessary connections between wholly distinct
entities.

So Hume’s dictum says that if a theory’s models contain a collection of objects
X;, and all the X; are wholly distinct, then any combination of values for the
X; defines a kinematical possibility of the theory. To say otherwise would be to
say that there are relationships between the objects X; which cannot, according
to the theory, be violated even in principle. Prima facie, then, we might say
that given a theory whose DPMs are structures of the form (X;, Xo,...), any
combination of values for the X; is a KPM of the theory.

Care is needed, however, for we can already make sense of this being the
wrong move. We can illustrate this by means of the following example. Full
Newtonian spacetime, as presented by Earman, is a structure (M, t,, h®®, V,£9),
where M is a differentiable four-manifold, ¢, and h® are compatible temporal
and spatial metrics, V is a compatible flat derivative operator, and £¢ is a unit
timelike vector field such that V,£* = 0. However, this structure carries some
redundancy: given a structure (M, t,, h%, &%) with £¢h% = 0, we can always
define V as the unique compatible torsion-free special connection for £*. As a
result, several authors choose to present full Newtonian spacetime as a structure
(M, t,, hob £2).

Now, I take it that the decision to present Newtonian spacetime as (M, t,, het v, &)
or (M, t,, h® £%) is essentially a matter of notational preference, and not a
substantive one. However, if we take the principle of free recombination at
face value, these two presentations of Newtonian spacetime suggest very dif-
ferent spaces of KPMs for the theory (here I am setting aside related ques-
tions of whether e.g. metric compatibility conditions should also be included
in the principle of free recombination). In particular, the space of structures
of the form (M, t,, h®, £%) will be a proper subspace of structures of the form
(M, tq, ho ¥, £%).

What has gone wrong here, and what goes wrong with the related question
of compatibility conditions alluded to above, is that in the first presentation
of Newtonian spacetime (M, t,, h%, V,£%), some of the structures in the the-
ory’s models are being (perhaps partially) defined with reference to other struc-
tures in these models. In other words, the antecedent of Hume’s dictum—there
are no necessary connections between wholly distinct entities—fails to apply,
since we shouldn’t think of the various constituent structures which enter into
the description of Newtonian spacetime as conceptually independent theoretical
posits.

This suggests that care is needed in identifying which of the objects in a
theory’s models can be regarded as conceptually independent, before we apply
the principle of free recombination to define the space of KPMs. In particular,
there may be certain equation-like statements which appear in the dynamics of
the theory which should be regarded as kinematical constraints. There might
also be disagreements about which of the objects in a theory’s models should



be regarded as independent theoretical posits. For example, consider a slightly
modified version of Newtonian gravitation (restricted to the island universe sec-
tor) in which we choose to define the ‘standard of rest’ as the centre of mass
velocity of the universe. Plausibly, one might take this to mean that the mat-
ter fields represented by the mass-momentum tensor 7% and the unit-timelike
vector field £* are no longer conceptually independent, or ‘wholly distinct en-
tities’ as it were, so that we should take the demand that &% is the centre of
mass velocity field as a kinematical constraint (this is my own view). But one
might also insist that the two can conceptually come apart, in such a theory, so
that there will be KPMs in which £* does not coincide with the centre of mass
velocity of the universe.

One way in which a naive application of the principle of free recombination
can fail is if not all the objects in a theory’s models are ontologically or concep-
tually independent. There are two other ways in which it can fail. The first is
if some of the axioms of a theory serve as (perhaps partial) definitions of some
of the objects in the theory’s models. For example, the condition R%, ;, = 0
in Galilean spacetime (M, t,, h?®, V) is plausibly like this: the Galilean connec-
tion is defined to be flat. Or, consider the fact that thermodynamic temper-
ature parameterises a partition on equilibrium states of a system. Plausibly,
this is a definition of what it is to be thermodynamic temperature. For a
more mathematics-oriented example, consider the fact that the relation < (on,
e.g. R) is reflexive, antisymmetric, and transitive. In other words, not any value
for some given object X; in the models of a theory will define a kinematical
possibility of the theory, because it might be part of the definition of X; that
some of its degrees of freedom are related to one another in non-trivial ways.

The second is if some of the axioms of a theory express domain restrictions.
Theories are generally not formulated in the manner of a theory of everything:
domain restrictions tell us what kind of systems the theory is able to treat. For
instance, the theory of general relativity (GR) is usually formulated on a smooth,
connected, paracompact, Hausdorff manifold. These conditions are plausibly
thought of as domain restrictions. Of course, one can drop some of these—
cf. especially discussions of non-Hausdorff GR (e.g. Luc and Placek (2020))—
but this is generally done at the level of dynamics, rather than kinematics.

This is enough to make clear the flavour of my proposal for what we should
take the KPMs of a theory to be. First, one identifies which objects (or which
degrees of freedom of these objects) in the DPMs of the theory are to be regarded
as conceptually and ontologically independent. Second, one identifies which
degrees of freedom of the objects in a theory’s models are tied up by definitions
or domain restrictions. Finally, one applies the principle of free recombination
to the remaining (degrees of freedom of these) objects. This can be done by
identifying the kinematical constraints of the theory—conditions which describe
definitions, domain restrictions, or how those degrees of freedom of objects in
the theory’s models which are not conceptually independent are related to one
another—and defining the space of KPMs as structures which satisfy those
constraints. Note that this also goes the other way. If we have stipulated that
some equation-like statements are to count as kinematical constraints, then



either they express definitions, or domain restrictions, or we cannot interpret
the objects (or degrees of freedom of the objects) related by these constraints
as ‘wholly distinct’ i.e. as conceptually independent theoretical posits.

It is instructive to compare my proposal for how one is to construct the
kinematical possibilities of a theory with what is (as far as I know) the only
other well-developed proposal in the literature, due to Curiel (2016). Curiel’s
kinematics-dynamics distinction, though he doesn’t phrase it in quite these
terms, draws on a distinction between what one might call the basic dynamical
objects of the theory (positions, velocities, electromagnetic fields etc.) which al-
ways take the same concrete form, and what one might call placeholder variables
(forces, matter currents, etc.) whose concrete form varies depending on the par-
ticular interactions into which the system enters. Then kinematical constraints
are equation-like statements which feature only the basic dynamical objects,
whereas dynamical laws are equation-like statements which feature placeholder
variables.

Whilst the proposal is interesting, I don’t think it works. The reason for this
is that it is too coarse-grained. Simply put, Curiel’s distinction misclassifies as
kinematical some constraints which one might (though need not) want to treat
as dynamical, and misclassifies as dynamical laws some constraints which one
might (though again, need not) want to treat as kinematical. For the first,
consider the Gauss-Faraday law in electromagnetism d, Fp. = 0. According to
Curiel, this is a kinematical constraint, since it involves only the basic dynamical
variables of the theory F,;. However, Jacobs (2021) has argued that in the
Faraday tensor formulation of electromagnetism, the fact that F,, is closed
is a ‘cosmic conspiracy’—if the Faraday tensor is fundamental, then surely it
could have had any value. So if Jacobs is right that fundamentality entails
modal freedom, and one thinks that the Faraday tensor is fundamental, there
seems good reason to take the Gauss-Faraday law as a dynamical law. For
the second, Curiel’s distinction classifies Newton’s second law as a dynamical
constraint, since the concrete form of the forces involved will depend on the
particular interactions which the system enters into. However, I have argued
(March 2024) that Newton’s second law should be thought of as an implicit
definition of the connection from the matter fields and standard of rotation,
and so is a kinematical constraint. Irrespective of whether or not one agrees
with my proposal, for it even to make sense requires a finer-grained kinematics-
dynamics distinction than Curiel’s.

With that said, my kinematics-dynamics distinction does have some inter-
esting features in common with Curiel’s—in particular, when it comes to the
classification of constraints as kinematical or dynamical in mathematical theo-
ries. On Curiel’s kinematics-dynamics distinction, the axioms of mathematical
theories always express kinematical constraints, since theories in mathematics
do not contain placeholder variables which depend on the concrete interactions
of physical systems. My kinematics-dynamics distinction also has this conse-
quence, albeit for a slightly different reason. This is because the various axioms
relating objects which enter into the description of some kind of mathematical
structure (e.g. a vector space, group, ring, smooth manifold, poset, Hausdorff



space etc.) define what it is to be that kind of mathematical structure,® and so
will end up expressing definitions, or domain restrictions, or else as relationships
between objects which are not conceptually independent from one another. For
example, consider the fact that ring multiplication is distributive over addition.
Plausibly, this is part of what it is to be ring multiplication. But if part of
what it is to be ring multiplication is to be distributive over addition, then we
shouldn’t think of ring multiplication and addition as conceptually independent
from one another—rather, they are two operations which jointly describe ring
structure. Or, consider the fact that vector addition is associative and commu-
tative. This is just part of the definition of vector addition. Finally, consider
the Hausdorff condition in the theory of Hausdorff spaces. This is not obviously
thought of as a condition which expresses a relationship between structures in a
topological space (X, 7) which are not conceptually independent of each other,
nor is it obviously thought of as a definition of either of these objects. But
it is very obviously thought of as a domain restriction: the theory of Haus-
dorff spaces is concerned with just those topological spaces which are (surprise,
surprise!) Hausdorff.

As T will discuss in §4, I think that the fact that the axioms of theories
in mathematics are plausibly thought of as kinematical constraints goes some
way towards explaining why, though categorical equivalence often seems to be
too weak a criterion of theoretical equivalence for physical theories, it also of-
ten (if not always) seems to give the right verdicts for mathematical theories.
If the axioms of mathematical theories often (if not always) express kinemati-
cal constraints, this means that the dynamical and kinematical possibilities of
mathematical theories will coincide. And when they do coincide, we should
expect categorical equivalence to be a good criterion of theoretical equivalence
(this point will be made precise later on).

3.2 A new criterion

With the kinematics-dynamics distinction on the table, we can now articulate
a straightforward generalisation of the categorical equivalence programme. Let
T be a theory. We can define a subtheory T% of T" whose axioms are just the
kinematical constraints of 7. Call T* its associated kinematical theory. Given
a theory T with associated kinematical theory T}, we can associate a category
of models T* to T* in much the same way as before: objects of T* are models
of T*, and arrows are maps between models which preserve physical content,
subject to the following conditions:

e If T has associated category of models T, then T is a full subcategory of
T* (this captures the idea that which maps between models are physical

5. Consider e.g. the fact that structures which fail to satisfy the axioms of some mathemat-
ical theory are said to fall outside the domain of that theory (rather than the theory being
false of those structures), or that mathematically useful structures which fail to satisfy all the
axioms of some mathematical theory are often dignified with alternative names (presheafs,
rngs, psuedometrics etc.).



equivalences shouldn’t depend on whether one is looking at the models of
T or the broader collection of models of T%).

o If 90 € ob(T) and M’ € ob(T*)\ob(T) then homx (M, M’) = hompx (M, M) =
& (this captures the idea that the solutions of a theory’s equations of mo-
tion should not be taken as physically equivalent to non-solutions of the
equations of motion).

I can now state the following criterion of theoretical equivalence:

Kinematical categorical equivalence Let Ty, T be theories, and let TF, T
be their associated kinematical theories. Let T]f, Tg denote their asso-
ciated categories of models. Then T3, T, are kinematically categorically
equivalent just in case there is an equivalence of categories F : T} — T4
such that for all M} € ob(T¥), F(MF) € ob(Ty) iff MF € ob(T}) (which
preserves empirical content).

Note that kinematical categorical equivalence is a strictly stronger criterion of
theoretical equivalence than categorical equivalence:

Proposition 1. Kinematical categorical equivalence entails categorical equiva-
lence.

Proof. This follows immediately from the definition of kinematical categorical
equivalence, using the fact that the category of DPMs of a theory is a full
subcategory of its category of KPMs. O

Proposition 2. Categorical equivalence does not entail kinematical categorical
equivalence.

Proof. Recall the theories T7 and T5 from example 1. Let their associated
kinematical theories TF and Ty be as follows: TF = {3, , xx = x} and T} =
{3l,,xzx = x}. Ty and Ty are categorically equivalent. But they are not kine-
matically categorically equivalent: since T} = TF but T} is logically stronger
than T¥, any functor F : Th — T¥ must take objects in ob(T5)\ob(T5) to
objects in ob(Ty). O

I take it that this is the right result. Moreover, it is the right result for
the right reason. Proposition 2 captures precisely our earlier intution that T}
and T5 are inequivalent theories because unlike 77, T, says something non-trivial
about the relationship between the predicate symbol py and all the rest, which is
reflected in the fact that there are mere KPMs of T with only a single object in
their domain in which this relationship fails to hold, which have no counterpart
in Tl.

We also have, somewhat more interestingly, the following result:

Proposition 3. Morita equivalence does not entail kinematical categorical equiv-
alence.



Proof. Consider the theories T5 and Ty defined as follows (I take this example
from Barrett and Halvorson (2016)). T3 is formulated in the signature X3 which
contains a single sort symbol o3 and two predicate symbols p and ¢, and has
the following axioms: J,zp(x), Joxq(z), Yoz (p(x) <+ —¢(x)). Ty is the empty
two-sorted theory in the signature 4. Let TF = {} and T} = Ty. T3 and
Ty are Morita equivalent theories, but they are not kinematically categorically
equivalent. Indeed, as with proposition 2, any functor F : T§ — TZ must take
objects in ob(T%)\ob(T3) to objects in ob(Ty). O

Now, here I want to say that kinematical categorical equivalence gives the
right result, and Morita equivalence does not. We might reason as follows. Ac-
cording to the theory Ty, it is literally impossible for there not to be a partition
of all things into two non-empty sets. If there is some domain on which no
such partition exists, it does not even make sense to talk of T applying to that
domain, let alone being true or false of it. By contrast, precisely one of the ways
in which T3 can fail is if the predicates p and ¢ fail to define a partition, or if the
extension of p or ¢ is empty. To put the point a different way, what T dictates
as a precondition for its applicability, 75 dictates as a condition for its success.

Conversely, kinematical categorical equivalence can also make sense of the
conditions under which it would be sensible to think of T35 and T, as equivalent
theories:

Proposition 4. Again let T3 and T, be as in proposition 3, but this time let
TF = T3 and TF = Ty. Then Ty and Ty are kinematically categorically equiva-
lent.

Proof. This follows immediately from theorem 5.1 of Barrett and Halvorson
(2016) (using that T3 and Ty are Morita equivalent and that T# = T3 and
TF =Ty). O

In this case T3 and T both dictate the same conditions on their domains
of applicability (i.e. that they can be partitioned into two non-empty sets), and
both go on to say exactly the same things about those domains (i.e. precisely
nothing). I take it that T5 and Ty are then uncontroversially equivalent theories.

A similar point goes for theories which are definitionally equivalent at the
level of dynamics. For example, consider the theories T5 and T defined as
follows: T is formulated in the signature X5 containing a single sort symbol o
and a single predicate symbol p, and has as its axioms the sentence 3!, zx = .
T is formulated in the signature g containing a single sort symbol ¢ and a
countable infinity of predicate symbols qg, q1, g2 etc., and has as its axioms
the sentences Il,zx = z, Vox(go(z) < q(x)), i = 1,2,3,.... T5 and Ty are
definitionally equivalent theories (the relevant definitional extensions are d5 =
{Vox(q:(z) > p(x)),i =0,1,2,3,...} and d¢ = {V,2z(p(z) < qo(z))}).

Proposition 5. Let Ts and Tg be as above, and let Tk =Ty and Té“ ={Jax =
x}. Then Ts and Ty are not kinematically categorically equivalent.

Proof. This follows by the same argument used in the proofs of propositions 2
and 3. O
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Proposition 6. Again, let Ts and Ty be as above, but this time let TE = Ty
and T} = Ts. Then Ts and Tg are kinematically categorically equivalent.

Proof. This follows immediately from theorems 5.1 of Barrett and Halvorson
(2016) (using that definitional equivalence entails Morita equivalence and that
T5k = T5 and TgC = T6) O

Again, there is a compelling intuition behind these results. In proposition 5,
we have taken the sentences Vo2 (qo(z) ¢ ¢i(2)), ¢ = 1,2,3, ... to be dynamical
laws. And in this case, it seems to me that there is good reason to consider Tx
and Ty inequivalent: all the predicates in X5 are guaranteed to be coextensive,
whereas precisely one of the ways in which Ty can fail is if some of the predicates
in Yg are not coextensive. Just as with proposition 3, what Ty dictates as a
precondition for its applicability, Ts dictates as a condition for its success.

On the other hand, in proposition 6 we have taken the sentences ¥,z (go(z) <>
qi(z)), i = 1,2,3,... as kinematical constraints. Since they are kinematical
constraints, we can think of the ¢; as coextensive by definition in Ts. But
then it is clear that Tg does not really ‘say anything more’ than T5: the ¢,
t = 1,2,3,... are not conceptually or ontologically independent from ¢y, but
simply alternative (albeit redundant) bits of notation for the predicate qq.

Without saying anything further about how to associate a kinematical theory
with some first-order theory, it is difficult to say anything more about the precise
relationship between kinematical categorical equivalence and other criteria such
as Morita equivalence or definitional equivalence. But this should be seen as
a feature, not a bug. Indeed, I think that precisely one of the advantages of
allowing, as I have done, for a good deal of flexibility in how the kinematical
constraints of a theory are chosen is that it invites us to consider carefully just
what it would mean to take some condition or other as a kinematical constraint,
which then informs our judgements on whether two theories are equivalent or
not. In fact, this gives us the resources to discuss just what it would mean for
the two theories T} and 75 from example 1 to be equivalent. In some detail:

Recall our discussion of the kinematics-dynamics distinction in §3.1. There,
I introduced three three types of constraints that should count as kinemati-
cal: relationships between objects which are not conceptually or ontologically
independent of one another, definitions (of a single object), and domain re-
strictions. One way of getting at what it would mean for 77 and T3 to be
theoretically equivalent is therefore to ask the following question: what would it
mean to assimilate all the V,,2(qo(z) — ¢;(2)), i = 1,2, 3, ... under one of these
headings—if, indeed, we can make sense of that at all?

Two of the options here can be ruled out fairly straightforwardly: the sen-
tences Vo, z(qo(z) — ¢i(x)), i = 1,2,3,... are not obviously thought of as ex-
pressing definitions (of a single object), nor domain restrictions. For the first,
the sentences V,,2(qo(z) — ¢i(2)), i = 1,2, 3, ... are not to do with properties of
a single object, but relationships between different objects. For the second, the
sentences Y, z(qo(z) — qi(z)), i = 1,2,3,... do not tell us anything about the
structure of the domains to which 75 applies, e.g. their cardinality, whether they
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can be partitioned into two or more non-empty sets, whether they are partially
ordered, whether they contain objects with certain properties etc.

This leaves us with the third option, which is to say: the sentences V., x(go(z) —
qi(x)), i =1,2,3, ... are kinematical constraints because the predicate gy is not
conceptually independent of the other ¢;, and the sentences V., x(qo(z) — ¢;(x)),
1 =1,2,3,... tell us about the ways in which gy depends on, or is constructed
out of, or defined from, the ¢;. What kind of predicate could this be? The
sentences Vy,z(go(x) — ¢i(x)), i = 1,2, 3, ... tell us that only when something is
q; for all ¢ > 1 may we apply the predicate gy to that thing. So one way to think
of it is that T5 just introduces qp as a convenient shorthand which we may, but
need not, use for all and only those things which are ¢; for all ¢ > 1. But then
it seems to me as if there is good reason to consider 77 and 75 equivalent after
all—all that 75 does over and above Tj is introduce some (rather redundant)
notation—the predicate gp—but after setting out how that notation is to be
used says, like 77, absolutely nothing. It also seems to me, in this case, that
there is good reason to consider elementarily inequivalent pairs of models of T5
which differ only as to whether some element of the domain is ¢y as equivalent
in one’s category of models for T5: the predicate gy does not ‘say’ anything new,
but (to reiterate), is just something which we may but need not use to describe
just those things which are ¢; for all # > 1. And then there does seem to be a
sensible way to ‘translate’ a model of T} into (an equivalence class of) models
of Ty, i.e. by taking p; to ¢;4+1 and vice versa.

Note that if this is right, then we have identified a sense in which Morita
equivalence (and a fortiori definitional equivalence) is too strong a criterion of
theoretical equivalence for theories. But the way in which we have got here is
rather interesting. I began by asking: under what conditions are 77 and T
kinematically categorically equivalent? We identified that as requiring that we
take the sentences V,,2(qo(z) — ¢;(x)), i = 1,2, 3, ... as kinematical constraints.
Then I asked: what would it mean to take the sentences V,,x(qo(z) — ¢;(x)),
i1 =1,2,3,... as kinematical constraints? And we saw that doing so induces an
interpretation of the theory 75 on which it does, after all, make sense to think of
it as equivalent to T;. In other words: getting clear on the kinematics-dynamics
distinction induces a (partial) interpretation of a theory, and this interpretation
gives us an intuitive handle on the way in which two theories may or may not
be equivalent, which, moreover, coincides with the relationship of kinematical
categorical equivalence.

The same story plays out for more realistic examples of physical theories as
well. For example, I have argued (March 2024) that Maxwell gravitation and
Newton-Cartan theory are equivalent at the level KPMs only if (the geometrised
version of) Newton’s second law (NII) is taken as a kinematical constraint.
Roughly, this is because thinking of Maxwell gravitation and Newton-Cartan
theory as equivalent requires us to interpret the Newton-Cartan connection as
being defined in terms of (or constructed from, or reduced to) the behaviour
of matter fields and the rotation standard. But if we begin by taking NII as
a kinematical constraint then, I claim, this already induces an interpretation
of Newton-Cartan theory on which the connection is defined in terms of (or
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constructed from, or reduced to) the behaviour of matter fields and the rotation
standard. Put simply, if the irrotational degrees of freedom of the connection
cannot come apart from the behaviour of matter fields, even in principle, then
we shouldn’t think of them as representing an ontologically and conceptually
independent piece of structure in the theory. All of which is to say: paying
attention to the kinematics-dynamics distinction helps to illuminate and resolve
conceptual puzzles to do with relationships of equivalence and inequivalence
between theories, not just for the toy examples from first-order logic which we
have been considering, but also for bona fide physical theories which are of
interest in foundational discussions.

4 Further implications

I will now move on to consider some philosophical payoffs of this focus on the re-
lationship between kinematics and dynamics in discussions of theoretical equiv-
alence. The first has to do with a puzzle which I draw from Weatherall (2020),
though he does not quite state it in these terms. The puzzle is this: why is it
that some categories seem to suitably capture the structure of the theories they
represent, so that relationships of categorical equivalence between these theo-
ries (however superficially disparate) are taken to reveal an important sense in
which these theories are equivalent, whereas other categories of models do not
seem to capture the internal structure of the theories they represent in this way?
In particular, the former often seems to be the case for mathematical theories,
but is much less obvious for physical theories. This is especially the case given
that the categories of models associated to physical theories in foundational
discussions are generally groupoids—i.e. categories in which every arrow has
an inverse—and there is good reason to think that this kind of structure does
not capture all the salient relationships between models of a theory, e.g. the
sense in which one model might be embeddable into another but not vice versa.
Weatherall goes on to consider, and—in my view correctly—dismiss, one prima
facie plausible way of making sense of this difference, in terms of a property he
calls the ‘G’ property, which says that every autoequivalence of the category is
naturally isomorphic to the identity.

Now, I do not think—nor do I want to suggest—that paying proper attention
to the full space of KPMs of theories is the full solution to this puzzle. (Indeed,
I am inclined to think that the aforementioned worry about the categories of
models associated with theories being groupoids suggests that this cannot be
the full solution.) But I do think that it is an important part of the solution.
In particular, I want to suggest that one of the interesting ways in which the
categories of models associated with theories where categorical equivalence of
DPMs does seem to give the right results, and theories where it does not, differ,
is that in the former case, there always seems to be a relatively natural choice
for the space of KPMs of the theory to hand, in a way that the same sort of
relationships which play out at the level of DPMs are mirrored at the level of
KPMs as well. By contrast, in cases where categorical equivalence of DPMs
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seems to give the ‘wrong’ results, it tends to be (if not invariably is) the case
that a lot of information about the structure of that theory is encoded in its
space of (mere) KPMs. This point is best illustrated by examples; I will consider
several here.

First, begin with mathematical theories. As noted above, relationships of
categorical equivalence between theories in mathematics are often (if not always)
taken to reveal important senses in which they can be thought of as equivalent.
I want to suggest that part of the reason for this is that there is good reason to
think that the categories of DPMs and KPMs of mathematical theories generally
coincide, and so is a special case of the way in which the structure of a theory’s
category of DPMs can ‘mirror’ the structure of its category of KPMs—i.e. when
the two categories are identical.

To see this in a bit more detail, I want to return to an idea which was
raised in §3.1. There, I pointed out that the axioms of mathematical theories
serve to define the kind of mathematical structures to which the theory applies,
and therefore should be thought of as kinematical constraints. In particular,
it is difficult to see what it would mean for a mathematical structure to be
aptly described by e.g. the theory of vector spaces (and so fall into its space of
KPMs) but nevertheless fail to be a vector space (so that it does not fall into
the space of DPMs of the theory). Alternatively, we can see this in the idea
that structures which fail to satisfy the axioms of some mathematical theory are
said to fall outside the domain of that theory, rather than it being the case that
the mathematical theory in question is false of those structures. This stands in
contrast to the case of physical theories: we can (perhaps even must) say what
it would mean for a physical theory to be applicable to some system or other,
but nevertheless be false of that system.’

Identity of the KPMs and DPM:s of a theory is one way in which the category
of DPMs can ‘mirror’ the structure of its category of KPMs. I have suggested
that this might be part of what is going on in examples of categorical equivalence
between mathematical theories. But identity of the space of KPMs and DPMs of
a theory is not the only way in which this can happen. To illustrate some other
ways in which this can work, I now want to consider three examples of relation-
ships between physical theories where I take it that the categorical equivalence
of DPMs programme has been illuminating. These are Galilean gravitation and
Newton-Cartan theory, Faraday tensor and gauge potential electromagnetism
(Weatherall 2016), and Lagrangian and Hamiltonian mechanics (Barrett 2019).7

Beginning with Weatherall’s (2016) discussion of Galilean gravitation and
Newton-Cartan theory, the relationship between models of these theories is
due to the Trautman geometrisation and recovery theorems (see e.g. Malament
(2012)). These say that given a model (M, t,, h®, V, ¢, T®) of Galilean grav-
itation (formulated using a flat connection and gravitational potential), one

6. Or, to put the point in slightly more Popperian terms: physical theories dictate not only
truth conditions but also falsity conditions on the domains to which they apply.

7. For reasons of space, I will not consider the discussion of general relativity and Einstein
algebras in Rosenstock, Barrett, and Weatherall (2015) here, though I suspect that a similar
point goes for these theories as well. It would be worthwhile to examine this in detail.
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can define a unique model (M, t,, h*®, @,T“b> of Newton-Cartan theory,® and
conversely, from a model (M, t,, he®, v, T} of Newton-Cartan theory, one can
recover a Trautman gauge orbit of models of Galilean gravitation, related by
transformations of the form V — (V,#,t. V), ¢ — ¢ +1p, VoV = 0.

One of the helpful contributions of Teh (2018) is that it establishes just
what is necessary for a ‘recovery theorem’ a la Trautman, without appeal-
ing to the dynamics of the theory. In particular, sufficient for there to be
a correspondence between Newton-Cartan connections and pairs (V,¢) con-
sisting of flat connections and scalar fields, up to transformations of the form
V = (V,tt.V), ¢ — ¢+1p, V4V = 0 are the two homogeneous Trautman
conditions R%°, = R°;%, and Rabcd = 0. So providing these two conditions
are taken as kinematical constraints, the same relationship between DPMs of
Newton-Cartan theory and Trautman orbits of Galilean gravitation will play
out at the level of KPMs as well, regardless of what the matter fields are doing.

A similar point goes for Faraday tensor and gauge potential electromag-
netism. Here, the relationship between DPMs of the two theories is due to
Poincaré’s lemma, i.e. the fact that the Faraday two-form is closed implies that
it is (at least locally) exact, and so can be identified with the exterior (covari-
ant) derivative of the electromagnetic one-form, defined up to exact one-form
shifts. So if(f) the Gauss-Faraday law (d,Fp. = 0) is a kinematical constraint,
the relationship between the DPMs of these theories will be reflected at the level
of KPMs as well.

Our third example—Barrett’s (2019) discussion of the equivalence of hyper-
regular Lagrangian mechanics (on a tangent bundle) and hyperregular Hamilto-
nian mechanics (on a cotangent bundle)—is even more straightforward, because
the way that Barrett sets up the categories of models of the two theories makes
it clear that his result is essentially blind to the distinction between kinemati-
cally and dynamically possible models of these theories. Barrett defines models
of Lagrangian mechanics as pairs (T*M, L) and models of Hamiltonian me-
chanics as pairs (T, M, H). And from this one can indeed define the DPMs
of Lagrangian mechanics and Hamiltonian mechanics: in DPMs of Lagrangian
mechanics, the configuration space trajectory of the system is a base integral
curve of the Lagrangian vector field (X,)%, whilst in DPMs of Hamiltonian me-
chanics, the configuration space trajectory of the system is a base integral curve
of the Hamiltonian vector field (Xg)®.

This also makes it immediately clear that neither of the structures (T*M, L)
or (T, M, H) carry enough information to distinguish DPMs of the theory from
mere KPMs of the theory. In order to tell whether some physical history is a
DPM of Lagrangian or Hamiltonian mechanics, we need to introduce some fur-

8. Where V = (V, —tptcV*¢@). The notation here follows Malament (2012, proposition
1.7.3): V' = (V,C%,.) iff for all smooth tensor fields aal"'a"bl' . on M,

bs
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ther structure, i.e. a curve v in M which represents the configuration space tra-
jectory of the system. Then we can say: (T*M, L,~) (respectively (T. M, H,~))
is a model of Lagrangian (Hamiltonian) mechanics iff v is a base integral curve of
(X1)® (respectively (Xg)*). But curves in the base manifold are preserved when
passing (via the Legendre transform) from the tangent bundle to the cotangent
bundle and vice versa, so Barrett’s result applies whether one considers the full
space of KPMs or restricts attention to the space of DPMs.

In all three of these cases, the underlying point is that categorical equiv-
alence of DPMs is a good criterion of theoretical equivalence because there is
a natural choice for the space of KPMs available such that the mere KPMs of
the two theories do not ‘tell us’ anything new about the structure of the the-
ory’s models, or the relationship between them. Contrast this with an example
where categorical equivalence of DPMs seems to give the wrong verdict, which
I draw from Weatherall (2020). The theory “directions” says ‘the cardinal di-
rections form a two-dimensional vector space (over the reals), with ‘north’ and
‘east’ physically distinguished.” The theory “baubles” says ‘there are two shiny
things, one of which is red and one of which is green.” Weatherall associates
to these theories two categories Di and Bau respectively; Di has as its objects
two-dimensional vector spaces with preferred ordered basis, and as its arrows
linear bijections which preserve that ordered basis, and Bau has as its objects
ordered pairs of distinct elements, and as its arrows bijections which preserve
order. These categories are equivalent.

Now, consider the theory baubles. One natural way of defining the space of
KPMs of baubles is to take the kinematical constraints of baubles to say ‘there
are some (perhaps finitely many) shiny things, which are partitioned into two
not necessarily non-empty sets—those which are red and those which are green.’
Models of this theory correspond to ordered pairs of disjoint sets, at most one
of which can be empty. DPMs of baubles then correspond to the special case
where both of these sets are singletons. Analogously to before, we can then take
arrows in our category Bauy, to be bijections which preserve order.

On the other hand, consider the theory directions. One natural way of
defining the space of KPMs of directions is to relax the assumption that north
and east are physically distinguished: any pair of (orthogonal) cardinal direc-
tions would do equally well (in physical terms, this amounts to the point that
the earth’s magnetic dipole moment could (at any given moment in time) have
been located at any angle with respect to (e.g.) its axis of rotation). So KPMs of
directions are two-dimensional vector spaces with any preferred ordered basis,
and arrows in the category Dij are linear bijections which preserve this ordered
basis.

This already makes it clear that Di; and Bauy are inequivalent categories.
(Why? Because objects in Bauy, will in general have non-trivial automorphisms
induced by arbitrary permutations of the elements of either of the sets in the
ordered pairs, whereas the only automorphisms of objects in Di; are identity
morphisms.) It also makes it clear that neither of these categories will be equiv-
alent to the other examples Weatherall considers—the category 1, which has a
single object and an identity morphism, or the category Sing, whose objects
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are singleton sets and whose morphisms are functions preserving that element,
both of whose KPMs and DPMs coincide.” But in both these cases, this is
because the (mere) KPMs encode important information about the structure
of the theory which goes missing when we restrict attention to the category of
DPMs. In the case of baubles, the mere KPMs tell us that the theory only
distinguishes things by their being red or green, which is encoded in the fact
that the mere KPMs of the theory have non-trivial automorphisms. In the case
of directions, the mere KPMs tell us that the objects in Di have infinitely many
elements, which is encoded in the fact that there are infinitely many distinct
choices of preferred ordered basis for the vector space.

This brings us on to a second proposal Weatherall discusses, which he calls
‘Rosenstock’s heuristic,” and which is closely tied up with a number of other
discussions of purely formal criteria of theoretical equivalence (in particular,
Coffey (2014), Butterfield (2021), and Teitel (2021)). Roughly, this kind of view
says that categorical equivalence of DPMs might be necessary, but not sufficient
for theoretical equivalence. Theoretical equivalence, on the other hand, would
require a more subtle and thoroughgoing analysis of the relationship between the
two theories, including perhaps the way in which they are empirically equivalent
(to borrow a point made by Weatherall (2020)), or the proposed interpretations
of the theories (to borrow an idea from Coffey (2014)).

Now, I do not want to suggest that focussing on the broader space of KPMs of
a theory should always be expected to act as a surrogate for this kind of detailed,
context-dependent analysis. In particular, I do not think that it can supplant
considerations of the way in which two theories are empirically equivalent. On
the other hand, I do think that that it goes a large part of the way towards
addressing concerns about the role of judgements of interpretation in judgements
of theoretical equivalence. A full discussion of this point is beyond the scope of
this article, but in brief:

One of the insights of Coffey’s (2014) discussion of theoretical equivalence is
to raise an important challenge for formal criteria of theoretical equivalence: if
we interpret theories realistically, then we should expect questions of theoretical
equivalence to supervene (in the end) on what interpretations the theories have,
so how could any purely formal criterion of theoretical equivalence be adequate?
Part of this challenge was answered by Dewar (2023, 2022), who points out
that which arrows one includes in ones category of DPMs of a theory often

9. This is also the case for plausible ways of associating a category of KPMs to Sing.
Consider the theory “singleton” which says: ‘there is exactly one thing.” We can take Sing
to be the category of DPMs of the theory singleton. Now, the obvious option for the category
of KPMs Singy is to take the kinematical constraints of singleton to say: ‘there is at least
one thing.” We can take the objects in Sing; to be non-empty sets, and its arrows to be
bijective total functions. To see that Sing; will be kinematically categorically inequivalent
to Dig, we just need to note that, as with Bauy, there are objects in Singj;, with non-trivial
automorphisms. For Bauy, consider those objects of Bauy which are ordered pairs consisting
of a singleton and the empty set. These are not objects of Bau. These objects have only a
single automorphism (i.e. the identity), so any equivalence functor F' : Bau, — Sing; must
map these objects to objects in Sing; with only a single automorphism. But the only objects
in Sing; with only a single automorphism are objects in Sing, so the two theories will not
be kinematically categorically equivalent.
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encodes important facts about the interpretation of that theory (whether e.g. the
standard of rest in full Newtonian gravitation represents something physical or
whether it is mere ‘descriptive fluff’).

Taking into account the full space of KPMs of a theory provides another part
of the solution to Coffey’s puzzle. Here, I will illustrate how KPMs can be used
to articulate interpretative disputes about fundamentality and explanation. For
this, consider again the Faraday tensor and gauge potential formulations of elec-
tromagnetism. It has often been noted in the literature on these two theories
that there is a sense in which the gauge potential formulation of electromagen-
tism ‘explains more’ than the Faraday tensor formulation—in the latter theory,
the Gauss-Faraday law has to be taken as a bare postulate, whereas in the
gauge potential formulation, this is a mathematical theorem—and that this is
somewhat in tension with the idea that these two theories are equivalent (see,
e.g. Dewar (2016) and Jacobs (2021)). But kinematical categorical equivalence
gives us the resources to make sense of this. Only if the Gauss-Faraday law is a
kinematical constraint will the two theories be kinematically categorically equiv-
alent. But if the Gauss-Faraday law is a kinematical constraint, then there is an
obvious sense in which the Faraday tensor formulation is just as committed to
the electromagnetic one-form as the gauge potential formulation. For example,
we might say that the Gauss-Faraday law is a kinematical constraint because it
is part of the definition of F,; that it is closed. Via Poincaré’s lemma, this be-
comes the point that it is part of the definition of Fy,;, that (at least locally) there
exists a one-form, defined up to exact one-form shifts, such that F;, = d,Ap.
But if this is how Fy;, is defined, in what sense is the Faraday tensor formula-
tion not committed to the electromagnetic one-form? And if the Faraday tensor
formulation is just as committed to the electromagnetic one-form as the gauge
potential formulation, then it doesn’t come with any loss of explanatory power.
Conversely, if the Gauss-Faraday law is a dynamical constraint, then there is
a clear sense in which the Faraday tensor formulation is not committed to the
electromagnetic one-form, since there will be mere KPMs of the theory in which
F,, is not the exterior derivative of any one-form. In this case, the Faraday
tensor formulation does come with a loss of explanatory power, but then it will
also be inequivalent to the gauge potential formulation at the level of KPMs.

Finally, I want to consider one of the morals which Barrett and Halvor-
son (2022) draw from their discussion of the theories T} and T» from example
1, which has to do with what they call the Cantor-Bernstein and co-Cantor-
Bernstein properties of theories. On the one hand, the Cantor-Bernstein prop-
erty says that if T is embeddable into 7" and T” is embeddable into T' then T
and T” are equivalent theories. This is supposed to be captured by the existence
of mutually conservative translations between T' and 7’. On the other hand,
the co-Cantor-Bernstein property says that if T posits all the structure of 7’
and T posits all the structure of T' then T and T” are equivalent theories. This
is supposed to be captured by the existence of mutually essentially surjective
between T and T”. Since there are mutually conservative and mutually essen-
tially surjective translations between the theories 77 and T, from example 1,
Barrett and Halvorson conclude that theories lack the Cantor-Bernstein and
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co-Cantor-Bernstein properties.

Now, I am in agreement with Barrett and Halvorson that theories lack the
Cantor-Bernstein and co-Cantor-Bernstein properties when considered at the
level of DPMs. However, I want to point out that Barrett and Halvorson have
not yet said anything to suggest that theories lack the Cantor-Bernstein or
co-Cantor-Bernstein properties at the level of KPMs, particularly given my dis-
cussion of the circumstances under which 77 and T would be kinematically
categorically equivalent theories. Of course, it might be the case that there
are examples for which the Cantor-Bernstein or co-Cantor-Bernstein properties
fail at the level of KPMs as well. But the very least, more work is needed to
establish this.

5 Close

In this article, I have aimed to show how the kind of examples from first-order
logic which Halvorson and co-authors take to show that categorical equivalence
is too weak a criterion of theoretical equivalence can be used to motivate extend-
ing the categorical equivalence programme to the full space of KPMs of a theory.
I have also discussed how kinematical categorical equivalence can be used to il-
luminate a number of other puzzles to do with relationships of equivalence and
inequivalence between theories.

I do not hope to have convinced the reader that kinematical categorical
equivalence is the be all and end all of theoretical equivalence, nor that it is the
only proposal on the table for dealing with these kind of cases. But I do hope
to have shown that kinematical categorical equivalence offers interesting and
compelling insights into a number of toy and realistic examples: both ones which
have seemed to be problem cases for the categorical equivalence programme and
ones which have seemed to be success stories for the approach. Insofar as one
agrees that these insights are valuable, I take myself to have established that
kinematical categorical equivalence is a serious contender in the space of criteria
of theoretical equivalence—or at least, one that merits exploring further.

Undoubtedly, there is much more to be said on the issues raised here, which
stretch far beyond the scope of this article. To name just a few examples:

e I have pointed out that getting clear on the kinematics-dynamics distinc-
tion of a theory often seems to induce a (partial) interpretation of that
theory. It would be of interest to discuss exactly what kind of interpreta-
tive disputes can be cashed out as disputes about the kinematics-dynamics
distinction (I would expect these to include, inter alia, debates about fun-
damentality, explanation, and ontology, but there are probably others).19

e If [ am right that paying attention to the full space of KPMs is the way to
go in discussions of theoretical equivalence, one might also wonder about
the role that KPMs have to play in other inter-theoretic relationships of

10. For example, Adam Caulton has pointed out to me that the dynamical-geometrical
debate could be cashed out in this way.
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interest, such as reduction or instantiation.!'! For example, whether GR
reduces Newton-Cartan theory at the level of KPMs as well as DPMs
will depend non-trivially on which of the dynamical equations of Newton-
Cartan theory are also kinematical constraints.

e Since kinematical categorical equivalence is a finer-grained criterion than
categorical equivalence, different choices for the kinematical constraints of
a theory will in general induce different results on whether or not they are
equivalent. It would be worthwhile to conduct some detailed case studies
on the way in which this plays out for theories where the categorical
equivalence of DPMs programme has been illuminating.
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