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This chapter surveys some potential contributions of philosophy of science to the 

scientific study of consciousness. Given the unique challenges consciousness poses 

as both a subjective and objective phenomenon, philosophy of science can offer 

conceptual tools for clarifying definitions, establishing methodological 

frameworks, and guiding theory comparison and assessment. By integrating 

philosophical perspectives on general philosophy of science with specific debates 

within the science of consciousness, this chapter aims to demonstrate how 

philosophy of science can support consciousness researchers in navigating the 

complexities of their field and accelerating its progress. We suggest that a 

promising route to make progress in consciousness science is to combine three 

complementary and mutually reinforcing strategies: the empirical strategy, the 

confirmational strategy, and the metatheoretical strategy.  

Consciousness; Philosophy of Science; Scientific Progress; Adversarial 

Collaboration; Confirmation Theory. 
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Introduction: Leveraging philosophy of science for progress in consciousness science 

The relationship between modern science and philosophy of science is a fascinating and hotly 

debated topic. While some might adhere to the view (often attributed to Richard Feynman) 

that philosophy of science is as useful to scientists as ornithology is to birds, others might 

instead side with Einstein’s idea that philosophical reflection is “the mark of distinction 

between a mere artisan or specialist and a real seeker after truth” (Einstein, 1944; cited in 

Laplane et al., 2019). 

The scope of this chapter is not to resolve this perennial debate, but, more modestly, to flag 

that philosophy of science might indeed be quite useful to the specific field of consciousness 

science (for a similar view, see Buccella, Maoz, & Mudrik, 2024). This by no means entails 

that philosophy of science should guide the practice of consciousness science, but only that 

philosophical insights and analyses might help situate, finesse and justify scientists’ various 

stances on foundational issues in consciousness science. We believe that this is the case both 

because of the particular epistemic situation consciousness scientists find themselves in, 

given the nature of the phenomenon they are studying, and because of the state of the field. 

First, consciousness science is distinctive: even for naturalist scholars inclined to think that 

consciousness science should proceed according to the standard methods of other natural 

sciences (like physics, chemistry, biology, etc.), consciousness poses an epistemic problem, 

since it figures both as object of study from the third-person perspective and as an 

indispensable subjective component from the first-person perspective.  

This unusual relationship between subjective and objective, or between the first-person 

perspective and the third-person perspective, has been emphasized by different traditions 

(Chalmers, 2004; T. Nagel, 1974; Searle, 2017; Varela, 1996), leading to controversies over 

the question of whether or not the unique epistemic status of consciousness as a scientific 

target demands revolutionary methodologies (Block, 2007; Cohen & Dennett, 2011; Doerig, 

Schurger, Hess, & Herzog, 2019; Lamme, 2006; Tononi & Koch, 2015). In this context, 

philosophy of science can help provide the conceptual tools for defining what a scientific 

explanation is and for determining the limits of its applicability. Moreover, a deep look at the 

philosophy of science can reveal patterns of explanation and methodological strategies that 

can enrich the repertoire of consciousness scientists.      
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Second, consciousness science is a relatively young scientific field. Although it stems from 

the convergence of more established fields (like cognitive neuroscience, psychology, 

neurobiology, etc.), each with quite clearly defined problems, methods and heuristics, 

consciousness science as an autonomous and independent discipline has not inherited a well-

established methodological and conceptual foundation (for reviews of its historical roots, see 

Baars, 2009; LeDoux, Michel, & Lau, 2020; Michel, 2019). In this context, different schools 

of thought interpret the explanandum (i.e., consciousness; the phenomenon that needs to be 

explained) in different ways, and build their explanans (i.e., what does the explaining) upon 

different explanatory constructs (Fazekas, Cleeremans, & Overgaard, 2024; Signorelli, 

Szczotka, & Prentner, 2021) and different methodological approaches (Yaron, Melloni, Pitts, 

& Mudrik, 2022). Philosophy of science can help by better defining the explanandum, and by 

providing rigorous conceptual frameworks for connecting the explanandum to a given 

explanans. Moreover, a perspective that integrates both the history and the philosophy of 

science can inform consciousness scientists on the development of scientific disciplines that 

have previously gone through a similar trajectory, so that consciousness science can learn 

from these disciplines and accelerate its progress. 

Third, because of this state of the field, many theories and frameworks compete for becoming 

the main paradigm in consciousness science. Philosophy of science can help approach the 

problem of theory comparison and theory assessment, and can accordingly be a useful 

conceptual companion for empirical work done to test and compare theories of 

consciousness. 

In summary, philosophy (and the history) of science can aid consciousness scientists in 

navigating the rapid expansion of their relatively young field by providing conceptual tools 

to: I) clearly define the explanandum and the explanatory strategies to address the unique 

epistemic status of consciousness; II) investigate the relationship between theories and 

models to better understand the limits of scientific theories; III) assess the scientific status of 

theories of consciousness; and IV) compare and evaluate theories of consciousness. Below 

we focus on how this could be done for each one of these domains. Different approaches in 

philosophy of science might provide different answers to the problems we raise; our goal here 

is not to claim that these are the necessary solutions, but to showcase the type of 

contributions philosophy of science can offer to the scientific study of consciousness. 

1. Explanandum and Explanans 
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There has been ongoing discussion about the definition of consciousness, both at the 

conceptual and at the operational level (Crick & Koch, 1990, 1998; Searle, 1998, 2000; 

Zeman, 2001). Here, philosophy of science plays a major role. To demonstrate, we will focus 

on one of the main points of disagreement in consciousness science: the distinction between 

access and phenomenal consciousness (Block, 1995), and whether it is a scientifically 

legitimate distinction or not. In a nutshell, access consciousness refers to the aspects of 

consciousness that are available to cognitive processes, and can be used for reasoning, 

decision-making, action planning, and so on. On the other hand, phenomenal consciousness 

refers to the qualitative feeling that accompanies our mental life. 

Some argue that, from a scientific point of view, this distinction is meaningless, because 

phenomenal consciousness is not scientifically tractable (Cohen & Dennett, 2011; Dennett, 

1995; Naccache, 2018; Naccache & Dehaene, 2007). In fact, the thought goes, scientific data 

are by definition third-person data, and therefore, if we want to study consciousness in a 

scientifically respectable way, any first-person experience must be translated into a third-

person description. For some, this amounts to denying the existence of phenomenal 

consciousness as a scientific phenomenon at all (Dennett, 2016; Frankish, 2016; Irvine, 2012, 

2017), maintaining instead that access consciousness is the only real, and scientifically 

meaningful, phenomenon. For others, however, the requirement of translating consciousness 

into third-person data just amounts to studying phenomenal consciousness through access 

consciousness (Herzog, Schurger, & Doerig, 2022). In this latter sense, the distinction 

between access and phenomenal consciousness maps onto the distinction in the philosophy of 

science literature between data and phenomena (Bogen & Woodward, 1988), where 

phenomena are thought to be regularities in nature extracted and inferred from experimental 

observations (i.e., data). So, scholars who maintain that phenomenal consciousness can be 

studied only through access consciousness and third-person data, but are reluctant to embrace 

an eliminativist position, still conceive phenomenal consciousness as the ultimate target of 

consciousness science. It just needs to be inferred from third-person data, in the same way as 

we trace back natural phenomena from empirical data. This methodological approach to 

consciousness does not require any revolutionary strategy, and claims that consciousness 

science, done in this way, is perfectly continuous with the standard methodology of the 

natural sciences. 
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However, an opposite view states that the distinction between data and phenomena collapses 

because of the unique epistemic status of consciousness: what is given immediately to the 

subject is both the datum and the phenomenon that needs to be explained, and therefore 

consciousness science must start from first-person data to make sure that it is targeting the 

right phenomenon. According to this view, eliminating phenomenal consciousness just means 

eliminating the phenomenon we must explain, while studying phenomenal consciousness 

through access consciousness risks including confounding factors that might hinder our 

understanding of consciousness as such.  

The question for this approach, then, is how to proceed in a scientifically legitimate way once 

we have established the necessity of these scientifically unorthodox first-person data. One 

possible approach of this sort is the integrated information theory (IIT) (Albantakis et al., 

2023; Ellia et al., 2021). IIT maintains that a scientific explanation of consciousness can be 

derived from consciousness itself by positing operational postulates designed to explain how 

the physical world must be to underpin the essential properties of consciousness (see Bayne, 

2018; Negro, 2022a, 2022b; Signorelli, Cea, & Prentner, 2024 for discussions of the scientific 

legitimacy of this “bootstrapping” process).     

A “middle way” view between the traditional third-person perspective approach and the 

revolutionary first-person perspective approach has been suggested by Seth (2021) and 

Hohwy and Seth (2020). According to this approach, it is reasonable to start with a general 

framework for brain functioning, which is not necessarily a theory of consciousness (but 

more of a framework for consciousness science), and ask how this framework can explain 

and predict features of consciousness. In this sense, both the third and the first person 

perspectives are taken seriously, and figure in the explanatory strategy for explaining 

consciousness: the first-person perspective fixes, via phenomenological investigation, the 

properties of consciousness that need to be explained, while the third-person perspective 

introduces a framework for brain functioning that can account for them. However, it is still 

unclear whether a full-fledged theory of consciousness can be derived from this sort of 

approach (for an example of how this could work, see Whyte et al., in preparation).  

Here again, philosophy of science can help the scientific investigation of consciousness: by 

elucidating the different epistemological commitments of the different approaches, it can 

situate the discussion better within a wider context, providing scientists with additional tools 
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to evaluate the potential costs and benefits of the various approaches in the scientific study of 

consciousness. 

2. Theories and models of consciousness 

When assessing the limits of scientific theories, it is important to clarify what constitutes a 

theory. In this regard, one of the most discussed and relevant distinctions in philosophy of 

science is between theoretical and observational statements. Observational statements feature 

terms that refer to empirically observable objects (e.g., “subjects’ response time was faster in 

condition 1 than in condition 2”), while theoretical statements feature theoretical constructs 

that cannot be directly experienced (e.g., “consciousness requires information to be 

maintained in the global workspace”). One of the central tasks for philosophers of science is 

to explain how theoretical terms get their meaning, and to elucidate the exact relationship 

between theoretical and observational statements (Carnap, 1956; Nagel, 1961; Quine, 1951 – 

see Vorms, 2018 for a discussion). This helps provide an account of what constitutes a 

theory. 

This is especially important for consciousness science because i) a multitude of theories have 

been proposed, varying in scope and breadth (Francken et al., 2022; Seth & Bayne, 2022; 

Yaron et al., 2022); and ii) fragmentation of the field has motivated, as one of the possible 

ways to accelerate progress, adversarial collaborations designed to empirically test theories of 

consciousness against each other. Given the focus on theory testing, adversarial collaboration 

seems to require a clear way to tell how empirical tests, targeting observational statements, 

reverberate on theoretical statements. This further requires taking a stance on the question of 

how theories are structured, and therefore on the relationship between theories and models, 

because this relationship is ultimately what constitutes a theory. However, it is doubtful 

whether this clarity is currently achieved in consciousness science. This is where philosophy 

of science can again advance the field and help assess the contribution of projects like 

adversarial collaborations to our understanding of consciousness. 

A popular view in philosophy of science is that theories are collections of models, where 

models are defined as structures that stand between the theory and the world, satisfying some 

general theoretical principles to represent a phenomenon and to allow for predictions and 

explanations (Craver, 2002). It is standard scientific practice to focus more on models than 

theories, since models provide an idealized and simplified setting to intervene on a 
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phenomenon and therefore to understand it better (Cartwright, 1999; Godfrey-Smith, 2006). 

Theories would be, in this case, general constructions that abstract away from specific 

modelling features, and provide a more general, non-specific understanding of a phenomenon 

(see Vorms, 2018 and Craver, 2002 for discussions).  

Importantly, models can be models of a theory, if they work as an interpretational tool of a 

theory, or models of an actual natural phenomenon, if they are aimed at representing a 

specific phenomenon (for analyses of types of models, see Suppes, 1969). Philosophers of 

science have called the former logical models and the latter representational models, although 

a single model normally has both logical and representational aspects (Hesse, 1966).  

This distinction is helpful for assessing tests of theories of consciousness: it seems that 

specific models (with both their logical and representational aspects) can facilitate the 

formulation of specific predictions of a theory, which are then empirically tested. But if a 

theoretical prediction is formulated through a model, and filtered by it, then the prediction 

might depend on properties of the model that are not directly driven from the theory that 

motivates the model. As Frigg (2022) puts it: “We can infer from the billiard ball model [of 

an ideal gas] that when a gas molecule collides with the wall of the vessel the angle of 

incidence is equal to the angle or reflection, but we cannot infer that molecules are coloured 

and have numbers written on them” (Frigg, 2022, p. 52).   

The problem in consciousness science is that the models theorists adopt to explain and predict 

consciousness-related phenomena might be too sensitive to the properties of the specific 

model, and therefore the specific predictions derived from these models are bound to be only 

partially informative of the theory that generates them. Thus, despite models in consciousness 

science being representational models, their logical nature (i.e., how they connect to the core 

principles of the theory) might be unclear.  

To exemplify this point, take the computational model Dehaene et al. (2003) developed for 

modelling the link between an attentional blink experiment and neurophysiological data. The 

model shows how entrance into the global workspace is signalled by an all-or-none dynamics 

of brain activity (called “ignition”), and that this type of activity correlates with conscious 

perception of a stimulus. Vice versa, blinked stimuli (i.e., stimuli that are presented 

immediately after a previous stimulus) are not consciously perceived and only generate 

bottom-up activity which does not reverberate globally, but fades away quickly. This model 
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is taken to support the global workspace theory of consciousness (GNWT) (Dehaene & 

Naccache, 2001; Mashour, Roelfsema, Changeux, & Dehaene, 2020) insofar as it shows that 

information must be globally maintained in a workspace in order to be consciously perceived, 

and that if the workspace is occupied by one item (i.e., the first stimulus in the attentional 

blink paradigm), it will be unlikely that a second item (i.e., the second stimulus in the 

attentional blink paradigm) is consciously perceived.  

The model simulates neuronal dynamics, membrane potentials, sodium and potassium 

currents, and so on (Dehaene et al., 2003, p. 8521). However, these aspects of the model are 

not driven by the theory, and the theory’s success does not depend on them: it is possible to 

build a slightly different model with different parameters and different parameter values, 

which would still be GNWT-inspired, GNWT-supporting or at least GNWT-compatible. The 

key issue is that, under different computational models, the type of neural dynamics taken to 

be the neural signature of ignition might be slightly different, and might not be indexed by 

the P300 component, as originally hypothesized by GNWT proponents (see Koivisto, 

Salminen-Vaparanta, Grassini, & Revonsuo, 2016; Mashour et al., 2020; Pitts, Metzler, & 

Hillyard, 2014 for discussions). This is important, because many empirical predictions used 

to test GNWT employ the theoretical construct of ignition and its mechanistic 

implementation (Cogitate et al., 2023). But if the properties of this construct vary depending 

on how we build a specific model, then the empirical predictions related to this construct will 

also be model-specific predictions, and might not directly speak to the higher-level theory we 

want to test. This is of course not unique to GNWT: similar examples can be given for other 

theories. The overall point is that without a clear view of how models are logically related to 

theories of consciousness, the empirical tests derived from those models are undermined as 

tests for theories of consciousness. This boils down to taking a stance towards the question of 

what constitutes a theory, and how it relates to models, an often forgotten and 

underappreciated issue that both scientists and philosophers working in consciousness science 

need to address. This, again, is where philosophy of science can be highly instrumental to the 

study of consciousness: both in examining existing models and their relations to specific 

theories, and in assessing the relations between theories, models, and empirical tests. 

3. The scientific status of theories of consciousness 

When evaluating theories of consciousness, a key issue is if the theory should be considered a 

scientific theory or not – which, again, is a question of philosophy of science. This is 



10 
 

particularly important in consciousness science, since the problem of consciousness has for 

centuries been a mainly philosophical problem, and it is typical of nascent scientific fields to 

be motivated more by theoretical speculations than empirical evidence (Kuhn, 1970).  

In philosophy of science, the problem of discriminating what counts as science and what does 

not is called the “demarcation problem” (see Laudan, 1983 for a critical analysis). This 

problem features in several specific debates in the science of consciousness. For example, 

Doerig et al. (2019) claimed that IIT and the recurrent processing theory (Lamme, 2010) are 

either false or unscientific because they are unfalsifiable  (for replies, see Kleiner, 2020; 

Tsuchiya, Andrillon & Haun, 2020; Negro, 2020; Usher, 2021; for general discussions, see 

Kleiner & Hoel, 2021; Hanson & Walker, 2021; Herzog et al., 2022; Usher, Negro, Jacobson 

& Tsuchiya, 2023). This argument is based on Popper’s influential analysis of the 

demarcation problem according to which a theory is scientific if and only if it is falsifiable 

(Popper, 1959). 

However, more recent discussions in philosophy of science questioned whether this popular 

Popperian view is indeed the best way to carve the distinction between science and non-

science, since it seems too strict and ends up labelling legitimate scientific endeavours 

pseudoscientific (string theory and the Many-World interpretation of quantum mechanics, for 

example; see Hansson, 2006 for a general discussion and analysis). 

The discussions within the field of consciousness science can accordingly benefit from these 

more recent views on the demarcation problem. Here, we present three different approaches 

to this problem and explain how they could reflect on the scientific study of consciousness.  

One such approach is based on the Lakatosian view. Recently, Negro (2020, 2024) suggested 

that this view is more appropriate in understanding the scientific status of theories of 

consciousness than the Popperian one. This sophisticated version of falsificationism focuses 

on the progressivity of research programmes and allows for theoretical revisions based on 

incoming evidence. The basic Lakatosian tenet is that a theory is composed of core ideas and 

various belts of auxiliary hypotheses. A theory is never tested directly at its core, but always 

through some combination of auxiliaries. So, if a prediction is falsified, the theorist can 

simply modify some of the auxiliaries while maintaining the truth of the core of the theory. 

This process generates a research programme. According to Lakatos, research programmes, 

not theories, are the right units of analysis when discussing the demarcation problem. A 
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research programme is progressive if modifications and revisions lead to more empirically 

testable predictions, while it degenerates if they do not (Lakatos, 1976).  

The Lakatosian strategy, however, does not clarify when exactly it is rational to abandon one 

research programme in favour of another. Because of this, it seems possible that non-

falsificationist accounts could be advanced to deal with this problem. 

Another approach denies the problem itself, stating that that there is no such thing as the 

scientific method, and therefore there is no clear way to distinguish between science and non-

science (Feyerabend, 1988). If this “methodological anarchism” is correct, then the very 

question of whether some theories of consciousness deserve the title of “scientific” theories 

while others do not, becomes meaningless. Science, according to this view, is mostly driven 

by personal, social, and subjective factors, not by objective criteria.  

Independently of whether one endorses such a radical view, one of the merits of 

methodological anarchism consists in emphasizing the social situatedness of scientists, 

suggesting that social aspects of scientific practice might play a major role in the 

development of science. In consciousness science specifically, this has also been flagged by 

scholars who have included a similar perspective in a much less radical framework, inspired 

by Kuhn (1970). In fact, both Merker and colleagues (2021) and Evers and colleagues (2024) 

have noticed that consciousness science displays many of the properties that Kuhn thought 

were characteristic of the “prehistory” of a scientific discipline, like the competition of 

different schools to impose themselves on others while disagreeing on methodologies, 

heuristics, and even metaphysical assumptions. According to Kuhn, normal science is 

dominated by a paradigm, namely a set of beliefs, methodologies, and techniques that 

constitute the “disciplinary matrix” within which scientists accumulate knowledge via puzzle 

solving. When the problems within this paradigm become untenable, normal science enters a 

revolutionary phase. In this case, a novel paradigm is proposed to solve the problems that the 

old paradigm was struggling with, and when the scientific community shifts from the 

disciplinary matrix provided by the old paradigm to the new matrix provided by the new 

paradigm, a scientific revolution has been accomplished.   

In the case of consciousness science, scholars who have adopted this Kuhnian lens (Evers et 

al., 2024; Merker et al., 2021) have concluded that the discipline is not mature enough to be 

considered as a normal science. An analogy might be drawn with how Kuhn presented the 
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pre-scientific (in his terms, “pre-paradigmatic”) state of physical optics before Newton’s 

work. In this context, many groups and schools of thought were competing to establish the 

right theory of light, but they tried to do so through various different methods, adopting 

different definitions of the target phenomenon, and relying on different metaphysical 

assumptions: “Each of the corresponding schools derived strength from its relation to some 

particular metaphysic, and each emphasized, as paradigmatic observations, the particular 

cluster of optical phenomena that its own theory could do most to explain. Other observations 

were dealt with by ad hoc elaborations, or they remained as outstanding problems for further 

research” (Kuhn, 1970, p. 13). 

This seems indeed reminiscent of the current state of consciousness science, given that, as 

Yaron et al. (2022) show, the major theories of consciousness are mostly developed 

independently and seek validation by experimental methodologies that are well-suited to 

verify the predictions a particular theory wants to verify. One of the crucial findings by Yaron 

et al. is that whether an experiment supports a given theory can be predicted just by looking 

at the experimental methodology adopted, even without considering the results (fig. 4 in 

Yaron et al., 2022). Like pre-paradigmatic theories of light, consciousness theories seem to 

emphasize as paradigmatic only those types of phenomena that each theory is well-suited to 

explain.   

In this context, the question of whether a theory of consciousness is scientific or not might be 

simply premature, because the discipline itself is still at a pre-scientific stage.  

These considerations may help the debate shift from the issue of the scientific status of 

theories of consciousness to the issue of how to make and track scientific progress in the 

neuroscience of consciousness. We turn to this issue next.  

4. Making progress in consciousness science 

In the previous sections, we demonstrated where philosophy of science can illuminate key 

issues that might question the validity of claims made in the field of consciousness: with 

respect to the explanandum, to the status of the theories, and to the ability to test them. We 

further suggested that the field might still be at a pre-paradigmatic stage, in Kuhnian terms. If 

so, how can we move forward and make genuine scientific progress? Here too, philosophy of 

science might be instrumental, as we show below. 
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Conceptually, several strategies for advancing consciousness science have been proposed, 

which we regard as mainly complementary, rather than mutually exclusive. We categorize 

them in three classes: empirical, confirmational, and metatheoretical, and show how they can 

be implemented in consciousness science. Each has its own advantages and disadvantages, as 

we explain below, but they also hold the potential for making true progress in the field of 

consciousness science, especially when they are taken as complementary such that they can 

inform each other. 

Empirical attempts see scientific progress to be driven mainly by accumulation of empirical 

evidence. This strategy prescribes that consciousness science will eventually move to the 

paradigmatic stage by testing empirical predictions of scientific theories: a paradigm will 

spontaneously emerge based on which theory does better in the empirical arena and only at 

that point will consciousness science be a normal science, in the Kuhnian sense. 

Confirmational approaches seek to pair empirical work with a confirmation theory account 

that measures to what extent a certain experimental result confirms or disconfirms a theory. 

Finally, metatheoretical attempts try to compare the central constructs and measures of 

various theories of consciousness to determine their comparability and potential avenues for 

integration.    

The empirical strategy 

The most prominent example of the empirical strategy is provided by the series of adversarial 

collaborations between competing theories of consciousness (Cogitate et al., 2023; Melloni, 

2022; Melloni et al., 2023; Melloni, Mudrik, Pitts, & Koch, 2021). In these collaborations, 

proponents of different theories co-design experiments aimed at testing contrasting 

predictions of their theories, in concert with independent and theory-neutral experimentalists 

who run the experiments (for general discussions, see Clark, Costello, Mitchell, & Tetlock, 

2022; Clark & Tetlock, 2023; Cowan et al., 2020; Kahneman, 2003). The driving force of this 

strategy is to put theories under severe tests that could challenge and put pressure on specific 

predictions, contrary to the standard practice of consciousness science, nicely captured by 

Yaron et al.’s analysis (see Melloni, 2022), of verifying predictions through methods that are 

well-suited to confirm those predictions.  

However, it is debatable whether every experiment born in this adversarial context counts as 

a severe test. One of the most refined formulations of severe testing comes from Deborah 
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Mayo’s work (Mayo, 1991). Mayo’s notion of a severe test is defined as a test designed to 

confirm a hypothesis (i.e., demonstrate concordance between the hypothesis and the data) 

that would have most probably not passed the test, were the hypothesis false. That is, for a 

test to be severe, it should be very probable for a true hypothesis to pass it, and very 

improbable for a false hypothesis to pass it. Therefore, if a hypothesis fails the test, we have 

good reasons to think the hypothesis is false. In order to design severe tests, it is thus crucial 

to investigate and eliminate the various reasons why the hypothesis might be wrong.  

For example, imagine we design an experiment to test the hypothesis that a new drug helps 

with anxiety. We give this new drug to a dozen undergraduate students who self-report being 

anxious during the exam period, and ask them to track their mood for a month. Even if results 

showed a significant reduction in stress levels, the hypothesis is not confirmed, because the 

test was not severe: the sample size is too small, there is no control group, self-reportability 

might be an inaccurate measurement, and there are many other factors that might equally 

explain the result (e.g., perhaps students just felt less anxious because the exam period ended, 

perhaps some started practicing meditation, or the results might just reflect a placebo effect, 

etc.). In a nutshell, it is quite probable for the hypothesis to pass the test even if it was false, 

and therefore, according to Mayo’s account, the test does not count as a severe test, and we 

cannot say that we gained much if any scientific knowledge from it.  

Following this definition of severe testing, Negro (2024) has argued that some (but not all) of 

the predictions in the first experiment of the Cogitate adversarial collaboration between IIT 

and GNWT are not severely tested, since the probability of the predictions passing the test is 

quite high even if IIT and GNWT were false. Yet even under this scenario, we hold that the 

adversarial collaboration between IIT and GNWT is informative and contributes to genuine 

scientific progress in the science of consciousness: while the confirmed hypotheses might not 

be enough to support the theories, the failed predictions are highly meaningful. For example, 

in the first Cogitate experiment, stimuli were designed to evoke conscious experiences 

accompanied by strong neural responses, such that null results cannot be explained away by 

appealing to the weakness of the evoked signals. Moreover, three different neuroscientific 

techniques that compensate for each other’s limitations were used, together with an 

optimization phase where the theorists are allowed to try different analytic strategies (for a 

comprehensive discussion see Cogitate et al., 2023). Given this setup, failed predictions still 
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put considerable pressure on the theories they derive from and this is by itself relevant 

information that can contribute to progress in consciousness science.  

This example suggests that severe testing might be too aspirational as the only way to 

evaluate hypotheses, and the claim that scientific knowledge can be accumulated only 

through severe testing might be too strict. The question, then, is how to make sense of the 

idea that scientific progress can be achieved even through tests that are not severe. The 

Cogitate approach, of focusing on failed predictions as opposed to confirmed ones, is one 

approach. Another approach is the confirmation-theoretic one, which scores the degree of 

confirmation an empirical result bears with respect to a theory.   

The confirmational strategy 

Empirical testing, thus, needs to be complemented by a clear account of how a certain result 

challenges or disconfirms a theory. According to the confirmational strategy, progress in 

consciousness science can be made by developing such a confirmation-theoretic account. In 

this regard, a promising confirmation theoretic framework for adversarial collaborations in 

consciousness science has been advanced by Corcoran and collaborators (2023; see also, for 

another Bayesian approach, Kirkeby-Hinrup, 2024).  

According to this view, adversarial collaborations should be conceived and interpreted 

through the lens of Bayesian belief updating; that is, credence about a certain theory should 

be modified according to Bayes’ conditionalization rule 𝑃(𝐴 ∣ 𝐵) = (𝑃(𝐴 ∣ 𝐵)𝑃(𝐴) )/𝑃(𝐵). 

This involves asking adversaries to agree on one or more experiments capable of generating 

data that can discriminate between their theories, and to commit to specific predictions 

(‘Bayesian bets’) about the outcome of these experiments on critical parameters of interest. 

Then, statistical (generative) models are constructed that fix the relevant parameters 

pertaining to each experiment. Crucially, each model is equipped with different prior 

distributions on key parameters of interest, where such priors specify plausible parameter 

values under each theorist’s Bayesian bet about the outcome of a given experiment. Finally, 

each model is fitted to the empirical data garnered during the experiment to obtain an 

estimate of model evidence (i.e., marginal likelihood). This quantity scores how well the 

fitted model captures the data (model accuracy) versus the degree of belief updating required 

to fit the model to the data (model complexity).  
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Once models have been fitted to empirical observations, Bayesian model comparison can be 

performed to compare the evidence accrued under each model. If one theorist’s initial 

Bayesian bet about the outcome of the experiment was accurate, the model encoding this 

prediction will accrue more evidence than alternative models equipped with less-accurate 

priors, assuming equal degrees of model complexity. Conversely, a simpler model will accrue 

more evidence in its favour than more-complex alternatives that make equally-accurate 

predictions. This means that theorists who stake more precise Bayesian bets (i.e., commit to 

prior predictions that assign higher probabilities to a small set of parameter values) stand to 

‘win’ more evidence than those who prefer to ‘hedge’ their bets (i.e., commit to priors that 

distribute probabilities more evenly over a broad range of values) – but also stand to ‘lose’ 

more evidence (relative to their competitor) if their predictions turn out to be wrong. In this 

way, it is possible to score how well a theory performs according to the accuracy and 

complexity of its associated Bayesian bets, and thus to rank competing theories by the 

amount of evidence their models accumulate:  

It should be noted that evidence is only meaningful in a relative sense. In other 

words, one can only compare the evidence for one model in relation to others […]. 

This means that there is no ‘‘true’’ model—there is only the ‘‘best’’ model from 

among those models considered (Corcoran et al., 2023, p. 7).  

Under this Bayesian perspective, scientific progress is thus a process of iterative cycles of 

revisions and testing, in which the Bayesian machinery can be employed successively over 

time to determine which, among the models under examination, require less adjustments and 

modifications to fit the empirical data. In this scheme, it may then be that one theory’s 

models perform well enough to eventually dominate the Bayesian race for evidence, thereby 

staking its claim to become the leading paradigm. 

Adopting a Bayesian point of view on adversarial collaboration helps with some of the 

standard criticisms that philosophers of science close to falsificationism have raised against 

Bayesianism (see Howson & Urbach, 1989; Rosenkrantz, 1977 for discussions), mostly 

because Bayesianism is seen as an inductivist approach to scientific progress, rather than a 

deductive one (but see Gelman & Shalizi, 2013 for a discussion).  

The first criticism is that accumulation of evidence for a theory should not justify any 

credence in the theory, because, according to falsificationism, the logic of science consists in 
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trying to falsify predictions, not in verifying them. In Popperian terms, corroboration of 

theoretical predictions only tells us that a theory has passed severe tests, but not that the 

theory is true (hence the Popperian distinction between a theory being trustworthy vs. it being 

testworthy).  

There are two points in response to this criticism. First, it seems that the very structure of 

Bayesian adversarial collaboration includes a falsificationist element insofar as theorists 

should strive to design experiments that disambiguate amongst competing predictions; this 

puts emphasis on designing experiments that generate data that may support one theory’s 

predictions while simultaneously challenging those of the rival theory. Pairing a Bayesian 

outlook with adversarial collaborations constructed in this way could then demonstrate some 

compatibility between the idea that science progresses by trying to falsify theories and the 

idea that it is scientifically rational to attribute higher degrees of belief to theories that 

accumulate evidence in their favour.  

The second point touches instead on the debate between scientific realism and antirealism 

(Okasha, 2016: Ch. 4). Scholars that adopt a Bayesian view of confirmation theory in the 

context of adversarial collaborations might very well agree with Popper that a probabilistic 

increase in the credence for a certain theory does not amount to claiming that the theory is 

true. Some could endorse an instrumentalist view according to which the model that fits the 

data best is simply the most useful model, without committing to any claim about its truth. 

Others, instead, might endorse a structural realist view according to which corroborated 

scientific theories, despite not being strictly speaking true, are nonetheless able to track some 

aspects of the structure of reality, and that is enough to underwrite their explanatory and 

predictive power. Thus, despite there being avenues for linking Bayesianism with realism 

(Lipton, 2004); a Bayesian need not be committed to the idea that confirmation of a theory 

depends uniquely on its truth. 

A second falsificationist criticism comes from Lakatos (1968), who attacked Bayesian 

conditionalization by pointing out that it is atheoretical and acritical. According to Lakatos, 

Bayesianism reduces science to statistics, since the unit of analysis at which 

conditionalization applies is at the level of low-level predictions about parameter values, but 

nothing is said about how precisely those predictions are connected to higher-level theories 

and general explanations. Moreover, in Lakatos’ view Bayesianism is acritical in the sense 
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that it does not prescribe a way to rule out states of affairs, since the best it can do is just to 

lower the degree of credence in a specific hypothesis:  

In this [Bayesian] method there is no place of honour accorded any more to theories 

or laws. […] The concept of explanation […] disappears; though we may retain 

the term as a manner of speech for those sentences whose instantiations have high 

confirmation. Testability disappears too, for there are no potential falsifiers. No 

state of affairs is ever excluded. The recipe is: guesses, with different and changing 

degrees of probability, but without criticism. Estimation replaces testing and 

rejecting (Lakatos, 1968, p. 348 – italics in the original). 

A possible reply to the criticism of Bayesianism being atheoretical is that the relationship 

between low-level hypotheses and high-level theories could be implemented through 

hierarchical Bayesian models, in which higher levels encode general information and 

background assumptions that constrain the more fine-grained claims and predictions of the 

levels below (Grim et al., 2022; Henderson, Goodman, Tenenbaum, & Woodward, 2010).  

Moreover, Bayesian scholars can reply that Lakatos’ view about Bayesianism being acritical 

is too crude. For example, the iterative nature of theory testing and model comparison 

(emphasized by Lakatos’ methodology of science too), paired with the falsificationist 

rationale driving adversarial collaborations, seems to prescribe a methodology for gradually 

reducing our credence in a specific hypothesis that is practically (although perhaps not 

logically) equivalent to rejecting it.  

This discussion reveals that the Bayesian confirmation-theoretic account proposed by 

Corcoran et al. in the context of adversarial collaborations can successfully address some of 

the standard criticisms raised against Bayesian epistemology, and could actually subsume 

some falsificationist tenets within a hierarchical Bayesian framework. 

However, this approach still faces another line of criticism that does not derive from the 

falsificationist tradition, but from the Kuhnian perspective. The issue is that different theories 

might be incommensurable, in the technical Kuhnian sense: different theories operate with 

different worldviews, methodologies, and conceptual frameworks – this implies that there 

might not be a standard way to measure their empirical success, since proponents of different 

theories “live in different worlds”. If this is true, the very notion of scientific progress 
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becomes meaningless. As seen above, this problem is particularly pressing in consciousness 

science, given its pre-paradigmatic stage. 

In addressing this problem, Corcoran et al. maintain that ranking models given how well they 

account for empirical data affords the development of a common evidential currency that can 

be used to assess the empirical fitness of different models, driven by different conceptual 

frameworks. Concerns about commensurability could then be sidestepped by evaluating the 

quality of model fits to empirical data; that is, by comparing the evidence for different 

models. 

Although this seems to partially address the worry about the commensurability of different 

theories of consciousness (it is worth noting that for Kuhn himself incommensurability did 

not mean incomparability – see Sankey, 1993), a further epistemological problem remains: it 

is not clear that the Bayesian approach in itself can determine whether a theory is a theory of 

consciousness. In other words, the Bayesian account provided by Corcoran and colleagues 

(which can be generalized and used in different fields) explains how to compare different 

models given their empirical performance, and therefore the account is well-suited to explain 

the relationship between data and hypotheses. A hierarchical Bayesian account can further 

include the relationship between hypotheses and general level theories. This means that the 

Bayesian strategy allows one to compare different hypotheses, models, and theories by 

bringing them into the same arena, which is built on the concept of model evidence. But this 

Bayesian approach does not account directly for the relationship between data and 

phenomena – it is silent on the question of whether a theory is a theory of consciousness or, 

for example, attention1. For this reason, the acceptance of a theory as paradigmatic for 

consciousness science will likely be guided by extra-evidential factors too. Such factors, 

which require conceptual work and argumentation, are necessary for consciousness scholars 

to accept a theory as a theory of consciousness (independently of its capacity to accommodate 

empirical observations).  

The metatheoretical strategy 

 
1
 This is not to say that there are no Bayesian approaches to trace back phenomena from data, but simply to say 

that this relationship does not seem to be directly accounted for by a confirmation-theoretic approach like the 

one proposed by Corcoran et al. (2023).  
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Perhaps, these extra-evidential reasons for choosing one theory over another can be found by 

analysing how theories are constructed, and the fundamental theoretical and empirical 

concepts that constitute them. Uncovering these foundational aspects of theories of 

consciousness is what the metatheoretical strategy attempts to do: according to this strategy, 

progress in consciousness science is expected to be made by adopting a high-level view on 

consciousness science and its theories, and more specifically by comparing the theoretical 

ground of different theories in the neuroscience of consciousness, prior to their empirical 

comparisons.   

This metatheoretical strategy can be implemented in many different ways. The first option is 

to try to analyse the field of consciousness science to see how theories influence its practice 

(and vice versa). Examples of this approach include Yaron et al. (2022); Michel et al. (2018), 

and Francken et al. (2022).  

A second way of implementing the metatheoretical strategy is to single out the explanatory 

constructs and strategies of theories of consciousness, to inform more specific theory-

comparison. The basic idea is that if we could find some explanatory dimensions that are 

common between theories, then theory-comparison would just need to be performed along 

these dimensions – that is, theories would differ in virtue of how they move along these 

dimensions. Examples of this approach include Signorelli et al. (2021); Fazekas et al. (2024); 

Doerig et al. (2021); Evers et al. (2024); Seth & Bayne (2022).  

A third option is to extract conceptual commonalities in order to reduce the field’s theory 

space. This has been done either by focusing on specific theories (Northoff & Lamme, 2020; 

Storm et al., 2024) or by suggesting more abstract ways to unify different theories into 

broader frameworks for consciousness (He, 2023; Singhal & Srinivasan, 2024; Wiese, 2020).  

Finally, the metatheoretical strategy can be implemented by devising protocols and 

methodologies for empirical theory-comparison. The basic idea, in this case, is that having a 

clear notion of the epistemic limits of empirical theory-testing can inform experimentation 

itself, and therefore allow for more structured and meaningful empirical investigation. 

Examples of this metatheoretical stance are: (Chis-Ciure, Melloni, & Northoff, 2024; Del Pin, 

Skóra, Sandberg, Overgaard, & Wierzchoń, 2021; Kirkeby-Hinrup, 2024; Kirkeby-Hinrup & 

Fazekas, 2021; Negro, 2024)  
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At this point, it is possible to see why the empirical, confirmational, and metatheoretical 

strategies should be interpreted as complementary approaches in consciousness science. 

Although they share the same final goal, which is to make progress in the scientific study of 

consciousness, they have different strengths and we believe that genuine progress can be 

achieved only by combining their mutually supporting capacities. In fact, focussing only on 

the empirical strategy would risk accumulating empirical data without a systematic 

framework to compare how different theories are affected by experimental results; addressing 

only the confirmational strategy would risk selecting a best model that is not necessarily a 

model of consciousness; and working exclusively on the metatheoretical strategy would risk 

obliviating the centrality of empirical data and evidence accumulation for scientific progress. 

Although it is not required of every single research programme in consciousness science to 

include all three strategies, it is beneficial that they be represented in the field at large, so as 

to ensure a type of progress that is sensitive to both the theoretical and empirical aspects of 

scientific understanding.    

Conclusion 

In this chapter we have reviewed several topics in the philosophy of science that can be 

translated into the science of consciousness, to better understand the epistemic dynamics that 

move the field forward. In the first section, we argued that a stance on the distinction between 

data and phenomena can help consciousness scientists define the explanandum and the 

structure of the explanans; in section 2, we argued that the distinction between models and 

theories has ramifications for how theories of consciousness are empirically tested, and 

therefore philosophical analysis on the structural relationship between these concepts bears 

substantial scientific impact; in section 3, we turned to the question of what makes a theory 

scientific, and argued that this is an important question for a young field in which theoretical 

speculations and philosophical theorizing are widespread. In fact, after surveying some of the 

most popular positions on the demarcation problem, we have suggested that the very question 

of whether a theory of consciousness is scientific or not might be premature, given the pre-

paradigmatic state of the field. Because of this, in section 4 we considered several strategies 

for making progress in consciousness science.  

We believe that these considerations are not only theoretically important, but are also 

practically significant, since a better grasp on the state of consciousness science as a scientific 
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field – and on its theories as genuine scientific research programmes – can inform the actual 

practice of science as a societal endeavour. For example, arguments on the legitimacy of 

theories in institutional contexts (e.g., scientific journals, conferences, etc.) and on the most 

appropriate distribution of funding and resources can, and should, be informed by the type of 

considerations from philosophy of science that we have presented here.   

Applying a philosophy of science lens to consciousness science thus allows us to see that 

consciousness scientists are currently facing an exploration-exploitation trade-off, according 

to which scientists must find the optimal balance between an exploratory strategy (which is 

epistemically uncertain) and an exploitative one (which takes advantage of a fairly secure 

methodology). We believe that the conceptual tools from the philosophy of science 

introduced in this chapter can aid consciousness scientists in navigating this exploratory stage 

of the field, and help them determine the conditions of possibility for the establishment of a 

paradigmatic science of consciousness. 
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