 Explanation, Truth and Structural Realism 
James Woodward  
 
1. Introduction: Explanation and Truthlikeness
 
  This paper explores some implications of the account of explanation defended in Woodward, 2003 (hereafter the w-account) for issues having to do with the role of truth or, more precisely, truthlike commitments in successful explanation. I will say more about what is meant by "truthlike" below, but I have in mind features like being a good approximation or being part of an “effective" theory in the sense in which physicists use that notion[footnoteRef:1]. I will also discuss some connections between the w-account, inference to the best explanation and scientific realism.  Here one of my main concerns be to find a version of realism that fits well with the w-account.    Or, to approach matters from the other direction, I will ask, given a plausible version of realism, what account of explanation fits best with it? And-- not to leave the reader in suspense-- my conclusion will be that the w-account and a version of structural realism are the positions that fit together best and provide the most accurate description of scientific practice.  [1:  I have struggled to find an appropriate word for what I have in mind.  "Truthlikeness" has the disadvantage that it is already used to mean something different from what I intend, but I can't think of anything better. In any case, by "truthlikeness" I do not mean anything like the formal theories of approximate truth or verisimilitude found in the philosophical literature (e.g , Popper, 1976.) The notion I have in mind is instead exemplified by cases in which claims by theory T1 about relations of dependency between variables (see below) including claims about what would happen under interventions are good approximations within some domain or regime.  For example, Newtonian gravitational theory provides good approximations within an independently specifiable domain of applicability (weak gravitational fields, distances that are not too short etc.) and is thus truthlike. As this example illustrates, a theory T1 may qualify as truthlike when it stands in a limiting relation to a second theory T2 which is more accurate about dependency relations. More generally, I include under "truthlikeness" cases in which a theory is regarded as an effective theory in the sense of being a good approximation to some more general theory which may at present be unknown.  This notion of approximation/effectiveness/truthlikeness is subject-matter specific in the sense that it depends on the particular theories under discussion and particular claims those theories make -- in my view, it is not something that can be given a general, subject-matter independent treatment of the sort sought in the literature on approximate truth.    ] 

As I have suggested, I will adopt the standard view that, in some respects, a successful explanation must satisfy a truth requirement, understood here in terms of truthlikeness. However, this general requirement leaves open a more specific question:  just what in a candidate explanation has to be truthlike for it to successfully explain?  My claim is that not everything in a successful explanation needs to be truthlike or even approximately correct. Instead, what matters is whether (what I will call) the dependency relations are truthlike (again right or approximately so) within the  domain of application of the explanation, and along with this, whether the values of quantities that serve as inputs to those relations are truthlike. Dependency relations are lawful or causal relations characterizing how the values of various variables depend on others-- e.g., the Newtonian gravitational law describes a dependency relation between the gravitational force between two bodies and their masses and the distance between them. As another illustration, the excessive synaptic pruning hypothesis claims that there is a dependency relation. between such pruning and the symptoms of schizophrenia. The demand that explanations get dependency relations approximately right contrasts with other kinds of truth requirements that might be imposed on explanations such as the demand that they get the ontology of the target system right, a view that fits naturally with a form of entity realism. I will argue that that ontological correctness is considerably less important for successful explanation than dependency truthlikeness.
 As intimated above, my view of what successful explanation  requires has close affinities with a version of ontic structural realism in which "structure" is identified with dependency relations: a natural interpretation of the w-account of explanation is that what is required for successful explanation is the truthlikeness of the explanation's structural claims, when structure is understood as above. In particular, my view has much in common with the "effective structural realism" recently defended by Ladyman and Lorenzetti, Forthcoming. However, my version of structural realism differs from some other formulations in several respects. For example, I do not endorse the claim (sometimes attributed to structural realists) that there can be structural relations without relata or that only facts about structural relations and not facts about relata are knowable. I also do not claim (and my view does not require) that structure is always or almost always preserved across theory change, although I think that it frequently is, for reasons that I will describe[footnoteRef:2].  Finally, my focus throughout is on what is required for explanation and not on the more metaphysical aspects of the realism debate., [2:  Ladyman and Lorenzetti also emphasize the "scale-relativity" of ontology. I see the view defended below, which involves a kind of nonchalance about ontological questions as far as explanation goes, as fitting naturally with this idea.] 

 Given this account of the truthlike requirements for successful explanation, one can then go on to ask about the extent to which we have reason to think that many (or any) of our candidate explanations satisfy these requirements. The motivation for this question is that it would be a serious problem for an account of explanation if successful explanation requires the truthlikeness of claims that we are unable to establish or for which we lack good evidence. I follow structural realism in holding that we often have good reason to think that claims about structure in accepted theories are truthlike. Thus, an account of explanation that focuses on structural relations is in a good position, as far as this epistemological concern goes. On the other hand, if, as I, along with other structural realists believe, claims about fundamental ontology made by accepted theories are often less epistemically secure, this puts pressure on accounts of explanation according to which getting this ontology right is central. This is because, if claims about ontology are less secure and more subject to replacement, and explanation requires ontological correctness, we may not be in a position to be confident that many of our candidate explanations explain. Although there is nothing logically incoherent about this conclusion, it seems counter to the assessments of scientists themselves who do seem to suppose that current science contains lots of successful explanations.   
Although the w-account imposes a truthlikeness condition on explanation, it assumes a connection between truth and explanation that is rather different from what is assumed in many discussions. It is common to assume that explanatory considerations (or, more precisely, considerations having to do with potential explanatoriness) can serve as a (perhaps defeasible) indication of truth/truthlikeness. Such a connection is assumed by advocates of inference to the best explanation (IBE) which I take to embody the following claim: if some potential explanation EXi would, if true, be a better explanation of explanandum E than alternative potential explanations, (and various other  standard requirements are satisfied-- the potential explanations must be consistent with known evidence, and EXi  must be a good enough  explanation ) this is a reason for accepting EXi as true or at least a defeasible reason for believing it. (Here a potential explanation is simply a hypothesis that, if true or truthlike, would explain.) The w-account does not support IBE. As explained in more detail below, this is because the w-account does not support the kinds of rankings of potential explanations as to their goodness if true that IBE requires and also because the w-account provides no connection between potential explanatoriness per se and truth or reasons for belief. According to the w-account, it gets things the wrong way around to suppose that we can infer from potential explanatoriness to truth or grounds for belief; rather successful explanation requires or presupposes the appropriate sort of truthlikeness in the explanans. Although we can use the w-account to establish that some EXi is a potential explanation (by showing it would, if truthlike, satisfy the requirements of that account) to establish that EXi is in fact an explanation, we must provide independent evidence for the truth of EXi -- evidence that is independent of EXi's explanatory potential. (I explain below what this involves.) On the w-account, the discovery of explanations is good in itself, rather than a means (via considerations having to do with potential explanatoriness) to the discovery of truths.
Another way of framing the central issue addressed by this paper is as follows: Discussions of scientific realism commonly appeal to claims about explanation but in a very non-specific way: for example, realism is claimed to be the best explanation for the success of science but the notion of explanation according to which this supposed to be true is often not further characterized. My view is that the omitted details matter: it matters what view of explanation and what account of scientific realism we adopt, at least if we assume that science is sometimes an explanatory enterprise. Views about explanation and claims about what version of realism is most defensible should mutually constrain each other, again assuming that explanation is sometimes possible. For example, if successful explanation requires getting the underlying entities in the target domain right, then insofar as science is an explanatory enterprise, it needs to provide reliable information about such entities. This leads to some form of entity realism. If successful explanation requires information about structural dependencies, then it should be the case that science provides reliable information about these.  
Finally, two brief remarks about the argumentative assumptions on which I rely. First, although I provide some brief remarks in support of the w-account of explanation in Section 3, this paper is not primarily intended as an argument for that account-- instead I largely rest the motivation for this account on arguments advanced elsewhere (e.g., Woodward, 2003). My main interest here is instead in the relationship between the w-account and other ideas, such as those associated with structural realism, IBE and the appropriate truth conditions to impose on explanation. Readers who do not accept the w-account can think of what follows as a conditional inquiry: if one accepts the w-account, then what follows various other issues.  Similar remarks apply to structural realism-- I am primarily interested in its relationship to issues about explanation. This ought to be of interest whether or not one accepts structural realism. Put differently, my goal is to articulate a picture in which a certain account of explanation, scientific realism and the connection of these with truthlikeness fit together in a mutually supportive way. I think the picture should be interesting even for those who are skeptical of some of the parts. 
2. An Eliminative Induction Schema
I said above that to establish that EXi explains E, we must provide independent evidence supporting the truthiness of the appropriate parts of EXi What does "independent" mean? As one illustration consider the following schema S, which employs a version of eliminative induction[footnoteRef:3]:   [3:  A similar eliminative inductive scheme is proposed by Achinstein, 2002 in his account of Perrin’s argument for the existence of molecules. Arguments that cases that are often regarded as inference to the best explanation should instead be regarded as eliminative inferences to an only explanation can be found in Bird, 2010 and Norton, 2021 among others, with Norton providing a number of examples. ] 

Schema S
1) Explanandum E has some explanation. 
2) The explanation of E, whatever it may be, must satisfy a truthlikeness requirement  
3 Ex1,.., Exn  are mutually exclusive potential explanations of E.  Moreover, this list is (in the sense specified below) exhaustive.  (Again it is assumed that the Exi are consistent with current background knowledge and evidence.) 
4) We generate additional evidence that excludes (falsifies, undermines, renders implausible) all of the potential explanations in 3) except for one: Exk
5) Exk is truthlike (From 1-4)  
6) Exk explains E (From 1-5)
Schema S is intended to highlight the role of search and additional evidence in establishing explanatory hypotheses. Initially, as described in 3) the known contending hypotheses are consistent with the available evidence. We then systematically generate whatever alternative hypotheses can explain our initial evidence and we look for further evidence that can discriminate among these.   
Readers may doubt that in most cases we are in a position to establish that the list of potential explanations in 3) for E is exhaustive. They may also think that we are rarely able to exclude all but one of these, as required in 4).  I will say more about both issues in Sections 3-4 but first I want to comment on the logic of  schema S. Obviously the inference to 5) and 6) from 1-4 is valid; if E has an explanation and explanation requires truthlikeness and we can rule out all possible explanations of E as truthlike save one, then that remaining explanation must be truthlike and what explains E. Note that this argument does not at any point appeal to the idea that one of the EXis would if true provide a better explanation than any of the alternative EXis and should be adopted for that reason. The grounds for adopting one of the EXis is instead provided by the evidence described in 4)-- this illustrates what I mean by the requirement that there be evidence for Exi that is independent of its explanatory potential. We might describe S as mandating inference to the only (as opposed to the best) explanation consistent with the evidence (IOE).  
 Note also that the claim in 6) that EXk explains E requires or presupposes that EXk is truthlike which is motivated by 2) and established in 5). We need to provide good grounds for thinking that EXk is truthlike before we can conclude that it explains. As far as schema S is concerned, it gets things backwards to suppose that we can infer the truth of EXk from considerations having to do with how well it would explain if true.   
Assumptions about explanation enter into S at several points. First  (premise 1), we assume that E has some explanation or other, where explanation is understood as in the w-account. This is obviously a substantive assumption. It is consistent with the possibility that some candidate explananda have no explanation (perhaps because explanation must stop somewhere or some other reason) but it is assumed that E is not of this kind. Of course, it might also be true that E has an explanation but not of the sort described by the w-account, because the w-account is wrong or incomplete. Premise 1) thus excludes claims like the following: the world is such that E happens but there is no further explanation for why it happens, no further facts on which E depends. (See also Section 9.)  It (along with premise 2) also excludes "as if" non-explanations: if E is the fact that the cheese has disappeared and EXk the claim that it as if a mouse ate the cheese, but this claim is not true, then EXk is not even a candidate for an explanation.
Assumptions like 1) are standard in scientific investigation. Emery (2023) describes several cases in which it is assumed that some E has an explanation, even if little or nothing has yet been established about the content of that explanation. For example, the discovery that the expansion of the universe is accelerating has led to the suggestion that this is explained by with the presence of dark energy even though little is known about what this consists in. Whether the correct explanation for the expansion has anything to do with dark matter is far from clear at present but one thing that cosmologists do not do is to simply accept the expansion as a brute fact with no further explanation. Similar points hold for other cosmological explananda such as the apparent isotropy and homogeneity of the universe, where appeals to inflation play a central role. 
Premise 1) acts to restrict the class of alternative hypotheses in 3) to those that, if truthlike, would explain, thus helping to support the claim of exhaustivity. We don't consider alternative hypotheses that are not even potential explanations. However, because we restrict ourselves to potential explanations, we may end up with the only non-excluded explanation being one that involves so-called unobservables, which we are then led to accept. A concern for explanation can thus lead us to go beyond theories that are merely empirically adequate, since these may not include a theory that is both explanatory and evidentially supported[footnoteRef:4].   [4:  To take a very simple possibility, suppose that X and Y are correlated and that we can exclude the possibility that X causes Y or that Y causes X. Thus, if this correlation has an explanation, and we are willing to assume the principle of the common cause (itself effectively the claim that correlations have explanations), we can infer that the X-Y correlation has a common cause or causes. If there are no observable candidates, we can infer that this common cause must be unobservable. ] 

Note also that the connection between explanation and truthlikeness in 2) is crucial. If Exk could explain E without being truthlike, we would not be entitled to infer 5). Thus, S relies on assumptions about explanation and its connection to truth, but the connection is very different from what is assumed when we take explanatory potential to be a sign of truth. 
 S is an eliminative argument, with inductive support for one candidate explanation being provided by empirical evidence that excludes alternatives. However, I want to be somewhat permissive (or inclusive) about how this "exclusion" works. One possibility is that, given accepted background assumptions, we can actually deduce the falsity of all but one of the competing potential explanations from the evidence, given auxiliary assumptions that we trust. (This is a more realistic possibility than is sometimes supposed-- again see Section 4.)  Another possibility is that the evidence makes all but one of the competing alternatives implausible or improbable via the eliminativist Bayesian strategy described in Section 4.  Another, more informal possibility is that the exclusion of alternatives works by ruling out what seem to be implausible coincidences[footnoteRef:5]. Yet another possibility-- underexplored in the philosophical literature-- is that although some of the alternative hypotheses are not inconsistent with established facts, they fail to explain such facts (perhaps because they say nothing about the factors on which the facts depend, one way or another) while another candidate EXk does explain them. I interpret S as favoring EXk in such cases.  [5:  For example, in some scientific areas in which there has been extensive investigation of alternatives and strong background knowledge, investigators may have a good sense about how likely it is that there is some unrecognized alternative explanation that accounts for what is observed without specifically formulating this alternative. Consider the hypothesis that smoking does not cause lung cancer, with the correlation between these being due to a common genetic cause. The evidence is that people who smoke more and report inhaling more have a higher probability of developing lung cancer. To explain this, the genetic hypothesis needs to take a form that virtually everyone would regard as biologically implausible-- there need to be a suite of alleles that cause smoking and inhaling in different amounts and these need to vary in their probability of causing lung cancer in just the right way.] 

No doubt there are alternative ways of providing evidence that depart even more sharply from S[footnoteRef:6]. What will be crucial to my subsequent discussion is that the grounds for providing support for or against alternative explanations are in some broad sense based on empirical evidence and do not take the form of accepting one of the potential explanations simply on the grounds that if true or truthlike it would explain best. I focus on S in part because IOE, with which it is closely associated, is one of the most obvious and extensively discussed alternatives to IBE. [6:    As an illustration, consider an inference based on relatively specific "material" background knowledge in the sense of Norton, 2021. One infers on the basis of the observation that a sample of pure lead melts at 327 degrees C that all such samples do, making use of the background information that all samples of a particular kind of element have the same melting point. This looks different from S but it is not a case of IBE as that notion is ordinarily understood-- it is evidence-based, rather than an appeal to potential explanatory power. ] 


3.The W-Account of Explanation and Its Implications for Explanatory Assessment
As I have said, the key idea of the w-account is that explanations work by providing what-if-things-had-been-different information about explananda-- by citing factors in their explanans such that if those had been different in various ways, the explananda would have been different and by citing the patterns of dependence of the explananda on the factors cited in the explanans. 
According to this conception, dependency relations and answers to w-questions are understood as encoding claims about counterfactuals or subjunctive conditionals when these are interpreted in an "interventionist" or a non-backtracking way.  Obviously, these are modal claims-- a point that fits with versions of structural realism of the sort developed by Ladyman, 2024, Ladyman and Lorenzetti, Forthcoming, French, 2014 and others who emphasize the modal commitments of this doctrine[footnoteRef:7]. Since what is crucial for successful explanation is that explananda need in fact to depend on explanans factors in (at least approximately) the way claimed, a truthlike condition on dependency relations is obviously required.   [7:  The w-account is thus committed to a kind of minimal modal realism in the sense that the modal claims that figure in explanations are the sorts of things that can be true (or truthlike). One form such realism might take is described in Woodward, 2020. ] 

 As an illustration of how this is to be understood, again consider Newtonian gravitational theory. Within a domain of application or within a "scale" that we know how to characterize, this theory describes, to a very high degree of accuracy, although not perfectly, the dependence of the gravitational force between objects on their masses and the distance between them. When combined with Newton's laws of motion, this information provides explanations of a variety of explananda such as the trajectories of the planets. According to the w-account the explanatory status of Newtonian theory is not undermined by the fact that it breaks down outside its domain of application, with General Relativity providing more accurate information about dependency relations for systems with strong gravitational fields. Instead, the fact that the dependency relations postulated by Newtonian theory are truthlike or effectively correct for phenomena within its domain of application establishes its explanatory bona-fides. Of course it must also be the case, for successful explanation, that the values of the variables (distances, masses and so on) figuring in the Newtonian equations are correct or truthlike in these applications but this seems unproblematic. Future science is not going to radically change our estimate of the distance between the earth and the sun. 
One compelling reason for accepting this assessment is that, as best we can tell, all or virtually all known theories are like Newtonian theory in being merely effective theories. Thus, if we claim that theories like Newton's are unexplanatory because, strictly speaking, they are false, we end up concluding that virtually all known theories are unexplanatory. This is seriously at odds with scientific practice, which regards at least some theories as explanatory. Moreover, if there are no cases of successful explanation in science, this notion becomes pointless and uninteresting far as understanding science goes. Why bother with the notion of explanation if there are no explanations in science? A better strategy is to allow our assessment of what we know in science (that is, to a substantial extent, structure) to influence our views of what we can expect of successful explanations. This is what the w-account does.  
 I remarked above that the w-account provides resources for certain kinds of comparisons among potential explanations but not others. The latter comparisons are among those on which most versions of IBE rely. Hence, they are unavailable for IBE purposes if one accepts the w-account. I will now expand on this claim, which is central to my rejection of IBE and my claim that explanations need to be supported by independent evidence. 
I begin with some comparisons that are licensed by the w-account. 
3.1) Consider a theory T1 that provides truthlike answers to a range of what-if-things-had-been-different questions concerning phenomena P in domain D. A second theory T2 might correctly answer all of the w-questions answered by T1 (perhaps even more accurately) and as well as additional w-questions -- for example, T2 might explain P-like phenomena outside of D or might explain additional explananda that are not addressed at all by T1. Both possibilities are illustrated by the relationship between Newtonian gravitational theory and General Relativity. In such cases there is an obvious sense in which T2 is more explanatorily informative than T1. 
3.2) Suppose T1 provides correct answers to qualitative w-questions concerning some set of phenomena. T2 provides the same answer to the qualitative questions concerning P but provides more quantitative (and accurate) details. Again, there is an obvious sense in which T2 provides more explanatory information than T1. 
I don't claim that 3.1-2 exhaust the kinds of comparisons licensed by the w-account. My point in mentioning them is instead to draw attention to other kinds of comparative evaluations that are not warranted by the w-account. Suppose it is observed that X and Y are correlated (E) but at this point we have no further evidence about their relationship. Consider the following possible explanations of E. 
1) X causes Y 
2) Y causes X  
3) X does not cause Y and Y does not cause X.  Instead, E is due to a common cause Z of both X and Y 
 4) E is due to the combination of X's causing Y and the action of a common cause Z of X and Y 
5) X does not cause Y, Y does not cause X and E is the combined result of two common causes of X and Y, Z and W.
 Suppose that each of 1-5 would, if true or truthlike, fully describe what E depends on. By the usual standards, 1) and 2) are "simpler" than 3)-5). (1 and 2 posit just two variables and one causal connection, while 3) -5) posit additional variables and more causal connections). Also, in virtue of postulating two common causes, 5) is less unified than 4) which just postulates one. Simplicity and unification are often regarded as explanatory virtues and they are among the virtues to which advocates of IBE appeal: If one thinks that simpler explanations, if true, are, ceteris paribus, better explanations than less simple explanations and 1) - 2) are "good enough" potential explanations (not merely "the best of a bad lot"), then 1) - 2) are better potential explanations than 3) - 5). Similarly, if more unified explanations, if true, would be better explanations than less unified explanations if true, 4) is a better potential explanation than 5). If IBE is a defensible inference form, and E our evidence, there is thus at least some reason to infer to 1 or 2) over 3) - 5).   
The w-account does not support any of these comparative assessments. According to the w-account, assuming as we have, that each of 1) -5) would, if true, fully describe what E depends on, it follows that each is an equally good potential explanation of E. So if explanation is understood as it is in the w-account, we can't reason, on the basis of IBE, that there are explanation-based reasons to prefer 1) or 2) to 3) - 5) or that we should infer to 4) rather than 5) when these are the only choices. Instead, we need to proceed by looking for additional evidence that differentially supports one of 1)-5) over the alternatives assuming that these exhaust the possibilities, as schema S requires. This illustrates how the w-account supports a different way of thinking about the relation between explanation and truth than standard views about inference to the best explanation. Since, on the w-account, 1)- 5) are tied with respect to potential explanatoriness, additional evidence is required to discriminate among them. 
Although these examples illustrate some differences between the w-account and accounts that treat simpler or more unified explanations as better, some readers will no doubt think that simpler or more unified explanations are, ceteris paribus, better and that this points to deficiencies in the w-account. Of course I don't agree. Suppose, as is entirely possible, that additional evidence becomes available that rules out all of the above alternatives except for 5) and that supports 5). Do we then conclude that although 5) is the true or correct explanation, it explains less well than 1-4 would if they had turned out to be true?  This assessment seems odd but more importantly it seems pointless-- if 5) is correct (and fully captures what E depends on) and 1) - 4) incorrect, what work is done by such additional comparisons? And in the absence of any role for such comparisons, why suppose we have explanatory practices that license them?
 An additional consideration is this: IBE-based inferences of the sort described above are strongly at odds with recognized scientific practice. IBE inferences based on simplicity or unification would lead us to infer that either 1) or 2) is better supported than alternatives -- in other words, to reject or at least regard as less credible the possibility of confounding, as described in 3)- 5) in comparison with 1)-2) . No serious researcher thinks that this would be an appropriate inference-- instead to establish 1) or 2) we need to rule out or at least substantially reduce the credibility of possibilities like 3). This requires independent evidence that confounding is not present [footnoteRef:8].  [8:  There are a number of complications and subtleties concerning the roles of simplicity and unification that I lack the space to address. First, I don't deny that scientific unifications can be important achievements, although by no means all of these have any intuitive connection with explanation (Morrison, 2000). Moreover, even when there are such connections, as with such standard examples as Newtonian gravitational theory, the Maxwell/ Faraday unification of electricity and magnetism and the Weinberg/Salam unification of electromagnetism and the weak force, the explanations successfully answer a range of new w-questions. This can account for our sense that they were important explanatory advances) without the additional assumption that unification per se has explanatory significance independently of increased ability to answer w-questions. Or at least this is true if we think in terms of unificationist theories of explanation of the sort advocated by Kitcher and Friedman.  
As for simplicity, I think that advocates fail to recognize the large range of ways in which this notion can be characterized and the difficulties in establishing any connection between these and grounds for belief, especially in representative scientific contexts.  Even within the (very) non-representative context of statistical learning theory (prediction of new samples on the basis of i.i. d. samples from a single stationary distribution), there are a variety of different possible simplicity measures (Akaike, V-C dimension, Rademacher complexity). Moreover and even more tellingly, these are measures of the complexity of a function class, not measures of the simplicity of an individual function, while philosophical discussion focuses, arguably mistakenly, on the latter. Relatedly, what matters is the size of this class, rather than anything that looks like the intuitive complexity of the individual functions within it. Finally, when one moves outside this particular context, it becomes even more unclear how to formulate a defensible connection between a simplicity notion and grounds for belief.  
 Of course, I don't claim to have shown that there are no possible accounts of simplicity and unification according to which these are explanatory virtues that provide grounds for belief on the basis of IBE-type considerations. But I don't think that at present we have such accounts. ] 

4. Is the Eliminativist Schema Too Demanding?
Although I acknowledged above that there may be ways of providing evidential support for a candidate explanation besides strict adherence to schema S, I think that there is much more to be said on behalf of S than many suppose. S describes a reasonable goal in evidential inquiry and in what follows I will assume that some version of it is defensible. Here I want to address the common objection that S is   too demanding-- either it is impossible to produce a fully exhaustive list of alternative explanations, or we cannot empirically exclude all of them. Although the issue deserves more space than I can give it here, several considerations mitigate its force.
First, in addition to the fact that the basis for belief is transparent when one can carry out the deduction described in S, the idea that undermining alternatives is crucial to inductive support is common to many other accounts of confirmation and makes obvious normative sense. As noted in Earman, 1992, Bayesianism implements a probabilistic version of the eliminativist ideal, in which alternatives are excluded by being rendered implausible-- we look for evidence e such that, for each of the alternative hypotheses, hi, ij, Pr (e/ hi) is low and Pr(e/hj) is high, thus supporting hj . (This will be particularly effective if, as very often the case, different researchers begin with different priors, so that the exclusion of alternatives depends primarily on e. One finds a similar idea in statistical learning theory (largely non- Bayesian), which is widely used in statistics and machine learning: "we start with a class of hypotheses and use the empirical data to select one hypothesis from the class" (von Luxburg and Scholkopf, 2011). As noted below, this eliminativist strategy for providing evidential support is also characteristic of machine learning procedures for learning causal relations as in Spirtes et al., 2000. This undercuts the claim that the elimination of alternatives is an unrealistic ideal.  
A second consideration is this:  within the framework described above we compare explanations involving claims made by effective theories about dependency relations (not ontology) holding within some circumscribed domain. This greatly restricts the set of alternatives we need to consider and also makes the task of finding evidence that discriminates among them easier. For example, in the case of explanations falling within the domain of application of Newtonian mechanics and gravitational theory, the operative question becomes whether there is an alternative explanatory theory, fundamentally different from (and inconsistent with) Newtonian theory and compatible with all the empirical evidence in its domain of application that provides explanations of the same phenomena. It is very plausible that no such alternative theory exists-- obviously no one has produced one[footnoteRef:9].   [9:  To anticipate discussion below I do not think that a geometrized version of Newton gravitational theory represents such an alternative. ] 

Next contrary to philosophical folklore, it is sometimes (perhaps often) possible to generate a set of possible alternative explanatory theories and then to search through them in a systematic way, designing observations and experiments that exclude alternative possibilities. The parameterized post Newtonian formalism (PPN) is a well-known example (Will, 1981/1993, Earman, 1992). This formalism characterizes the space of alternative gravitational theories to GR in terms of a small set of measurable parameters and principles that are allowed to vary -- e.g., the parameters may describe different possible values for the coupling between kinetic energy and gravity. When stringent empirical tests confirm one of these values, this excludes all theories that are characterized by alternative values of these parameters.  Sometimes this procedure can be iterated in such a way that there is only one remaining explanatory hypothesis that is consistent with the evidence, which is what happens with GR. Similar strategies have been followed in molecular biology (Platt, 1964).   
Causal learning from experiment and causal modeling from observational data also follow a similar strategy. The whole point of a randomized experiment is that the randomization excludes, in virtue of its design, alternative explanations of the relation between treatment and outcome that involve confounding[footnoteRef:10]. Algorithms for learning causal relations such as those described in Spirtes et al. (2000) proceed by systematically generating all possible causal models that have different graphical representations and which satisfy certain very general constraints such as the causal Markov and other conditions (such as faithfulness) and then searching systematically through these alternatives, eliminating possibilities on the basis of statistical evidence. These procedures don't always identify a unique graph but sometimes they do, and even when they do not, they can identify an (often small) class of graphs that are (evidentially) equivalent, given the above constraints. Moreover, some causal claims may be common to all the graphs in an equivalence class, hence uniquely supported.  [10:  So much for the claim that exclusion of alternatives is never possible. ] 

In other cases, there are powerful arguments based on generally accepted evidence and generic theoretical considerations or background knowledge that alternatives to generally accepted theories do not exist. For example, Weinberg (1996) argues that that the combination of non-relativistic quantum mechanics (in fact, just the assumption of unitarity), Poincare invariance, and cluster decomposition lead virtually inexorably to quantum field theory-- at scales at which Poincare invariance holds there are no alternatives that are consistent with the available evidence and this background knowledge. There are many other examples from the history of physics in which deductions from known facts and highly plausible assumptions suffice to pick out a unique theory or alternatively to exclude large classes of alternative theories-- see Dorling,1973 for a number of examples including derivations of the electrostatic inverse square law by Cavendish and Coulomb, Weber's deduction of the formula for the force between two charges in arbitrary relative motion, Einstein's 1905 argument for the existence of photons, among others.  
Even when formal arguments like these are not available, it seems often true that alternative explanatory theories that are consistent with the available evidence don’t exist-- there is no reason to think are such alternatives to plate tectonics, the claim that a considerable amount of early visual processing occurs in the occipital lobe, the causal role of messenger RNA and so on. In these cases, it seems that we have successfully carried out some version of the eliminative argument described by Schema S-- alternatives have been implicitly if not explicitly eliminated.  What we definitely don't find in these cases are a range of contending potentially explanatory theories, each consistent with the evidence, accompanied by arguments that one of these should be preferred because they would if true provide better explanations than the alternatives. Moreover, as noted in footnote 8, even in the absence of formal analysis, in fields that have attracted a lot of research attention and exploration of alternatives, researchers will have some sense of whether it is plausible that there are unrecognized alternative explanations for various phenomena that are consistent with the available evidence --their judgments about this will not be infallible but they will often have some rational basis[footnoteRef:11]. The failure to find such alternatives, after extensive search, can support the claim that they do not exist. [11:   Stanford (2006) highlights the way in which "unconceived alternatives" to some hypothesis h can undercut the support that available evidence provides for h. As I read Stanford, he agrees with me that (i) the appropriate standard for assessing evidential support is something like Schema S but thinks (ii) we are rarely in a position to specify an exhaustive list of alternatives to h (there will always be unconceived alternatives.) I disagree with Stanford about (ii)-- good scientific practice is not to passively accept that there will always be unconceived alternatives but rather to actively generate these alternatives and to look for evidence that will distinguish among them. It is true that scientists do not always do this, but it is possible to do it and this is what good methodology requires. 
  
  ] 

Of course, it is true that examples of the sort described, however extensive, do not conclusively "prove" that no warranted IBE type inferences are employed in science. I describe them in order to show that evidential strategies with an eliminativist rationale are widely used in science and to give readers a sense of the alternatives to IBE that are available. 
Finally, suppose that we are in a situation in which we are unable to follow the requirements of the eliminative schema S. Perhaps there are alternative explanations (besides the one that we are currently considering) for the target explananda that we have not thought of or that we are unable to rule out on evidential grounds. It would of course be nice if despite this we somehow could establish on some other basis that one of the possible explanations we know about is correct or likely to be correct. But how might that work? The only remaining possibility is that there are non-empirical signs of truth that one of the known explanations possesses and the others lack-- a features like simplicity, unification and/or explanatory power that show its possessor more likely to be true than alternatives. But, first, even if there are such signs, they won't help with problem posed by the unconsidered alternatives, some of which may score even higher on the non-empirical signs[footnoteRef:12]. Second, and more fundamentally, we lack any generally accepted account of why these non- empirical signs should, as a general matter, be connected to the likelihood of truth. Indeed, the examples considered above seem to suggest that at least in many cases scientific practice assumes that there is no such connection -- its absence is  why need to fall back on evidence-based strategies such as  the exclusion of alternatives.   If there were such a connection between non-empirical virtues and truth we would not have to worry about the exclusion of alternatives, but scientific practice is to worry about this.  [12:  In other words to the extent that  it is thought that there are unknown alternatives that generate an underdetermination problem, appeals to IBE and other non-empirical signs of truth will be unhelpful since we have not ruled out the possibility that an unknown alternative may score better along these  non-empirical dimensions than any of the known alternatives. So appeals to IBE and other non-empirical virtues seem to require an exhaustivity assumption just as S does. ] 

 I conclude that if we do not have grounds for thinking that we are in a situation in which something like the requirements of the eliminative schema have been satisfied, we are not entitled to believe in the truth (truthlikeness) of our current explanations/theories. That this schema pushes us to this conclusion is not a defect of the schema but rather just reflects facts (however unwelcome) about what we can know. Fortunately, as I have argued, the requirements of the schema are often satisfied and so we have many theories and hypotheses that are truthlike. 
5. Structure vs Ontology in Explanation  
Ian Hacking (1983) famously wrote “if you can spray them they are real". Assuming that "spray" is a success verb, this seems tautological. But Hacking's view is more complex than this slogan suggests. He writes "the experimenter is convinced of the reality of entities some of whose causal properties are sufficiently well understood that they can be used to interfere elsewhere in nature". He adds elsewhere, "Nobody thinks that electrons 'really' are just little spinning orbs about which you could, with a small enough hand, wrap the fingers and find the direction of spin along the thumb. There is instead a family of causal properties in terms of which gifted experimenters describe and deploy electrons in order to investigate something else, e.g., weak neutral currents and neutral bosons" 
Here Hacking’s emphasis is on success not just in manipulating but in manipulating one kind of entity to produce changes in another. Hacking takes success in this enterprise to be a reason for regarding the first kind of entity as real but it is possible to extract another lesson from his remarks -- that (i) among the relations that we are justified in believing are "real" are the causal relations which we make use of when we manipulate one thing to reliably affect another. (Take talk of a "real” relationship here to just mean that the relation in question holds in   at least approximately or effectively "in the world" -- nothing more metaphysically elaborate. And "holds" just means that when we manipulate C appropriately, E changes.) Suppose we do something that we interpret as manipulating electrons and doing so seems to produce other outcomes E and that our manipulation experiments are well-designed-- e. g., constructed so that we can exclude the possibility that they are confounded in such a way that something completely different from our electron- manipulations are causing E. Then we are entitled to conclusions about the relation between our manipulation and E-- that our manipulations cause E or, if you don't like the word "cause”, that there is a dependency between our manipulations and E. As Hacking says, in manipulating the electrons, "we make use of a family of [their] causal properties” to affect other things, where these causal properties have to do with the causal relations into which the electrons enter.
Although Hacking does not stress this point -- at least in quite the way I will-- it is   important that the inference just described can be reliable even in the presence of false beliefs or incomplete information about the nature of what we are manipulating. We can be in a position to know that we are manipulating something   by spraying something else ("them") without knowing much about "them" or while having many false beliefs about "them".  J. J. Thomson, who is generally credited with the discovery of the electron, had a number of what we now regard as false beliefs about it -- he regarded electrons as classically behaved particles that were distributed uniformly throughout atoms according to his plum pudding model. Nonetheless, it is true that Thomson’s apparatus produced electrons and that he was able to manipulate them in various ways -- by subjecting them to electric and magnetic fields which allowed him to discover some of their causally relevant properties such as that they are negatively charged. Moreover, Thomson was justified in believing such claims on the basis of his experiments. This is so despite the fact that ideas about what electrons "are" or their underlying "nature" have since changed dramatically and repeatedly, as described in Bain and Norton (2001).   
I suggest that what is true in this case is also true in many others. We can have mistaken--even radically false-- beliefs or very incomplete information about the nature of the objects we are manipulating and yet have (justified) correct beliefs about the effects of those manipulations or about the relationships between those manipulations and other outcomes. More generally, we can have truthlike beliefs about causal or dependency relationships while having false beliefs or incomplete information about the entities that we think of as entering into those relationships (or, more precisely, false beliefs about the entities to which the properties entering into dependency relations attach.) Indeed, going further, it is possible to have a plurality of different ontologies associated with what is effectively the same set of dependency relations, with different stories about what X and Y "are”, but each correctly representing how properties ascribed to Y depend on properties ascribed to X. For example, the Heisenberg and Schrodinger pictures of non-relativistic quantum mechanics seem to differ fundamentally in their apparent ontological commitments (operators evolving over time that act on an unchanging wave function vs static operators and an evolving wave function) despite being equivalent in what they imply about dependency relations-- e.g., about how the probability of a particle penetrating a potential barrier depends on the potential, the mass of the particle and other variables. We thus might add to Hacking's slogan the following: "you can spray them (and in doing so affect other stuff) even if you misunderstand them".  From this point of view, we can (perhaps ironically) think of Hacking's observations as reinforcing one of the main themes of structural realism -- the instability of claims about fundamental ontology and the relative stability of more structural claims.
Here are some additional examples: the ancient Greeks knew that ingesting material from willows and other plants could relieve pain. Of course, they did not know about the underlying nature of the substance (what we now call aspirin) that was responsible for this effect. But this ignorance did not undermine the correctness of their beliefs about the pain-relieving effects of ingesting willow bark. This was possible because the justifiability of this last belief required only some way of distinguishing willow bark from other materials, ability to recognize when one had manipulated it appropriately (e.g., by ingestion) and reasons to think that systematic confounding was absent-- grounds for excluding the possibility that something completely different from the ingestion of the willow bark was causing the pain relief. ("Something completely different" means, roughly, something not contained in the willow bark.) 
 As another, more familiar illustration, late 19th century physicists thought that electromagnetic radiation propagated through a mechanical ether, although they held different views about the properties of this material Thus, on their view, when one performed an experiment that manipulated light-- reflecting, refracting, polarizing it, creating interference effects and so on-- and found that the effects that conformed to various relationships, one was manipulating the ether and observing the effects of this. These physicists were wrong about the existence of the ether-- and hence had mistaken beliefs about what they were manipulating --but many of their generalizations describing the various variables on which the optical phenomena depend were effectively correct. 
 One reason why some take past theories to be radically false is that there are successor theories according to which some of the central ontological commitments of past theories do not exist. For example, Newtonian theory (N) may be taken to be radically false on the grounds that General Relativity (GR) shows that gravitational forces do not exist, or at least must be understood very differently. The apparent implication is that Newtonian gravitational theory is unexplanatory, since the existence of gravitational forces is its central explanatory posit. The w-account rejects this line of reasoning. Instead, it follows the structural realist picture in holding that it is possible (as the N to GR transition illustrates) for a theory to get dependency relations approximately right within its domain of application while getting the associated ontology seriously wrong.  Since the w- account takes the part of an explanation that has to be truthlike to be limited to claims about dependency relations (and values of variables figuring in these), it is able to count a theory that is committed to a "false" (or at least replaced) ontology to be explanatory.  
6.  Two Additional Applications: "Equivalent" Formulations of the "Same" Theory and "Radically False" Modeling Assumptions
6.1. Equivalent Formulations. I emphasized above the extent to which different formulations of what scientists typically regard as the "same" theory are nonetheless naturally associated with different ontologies. The contrast between the Heisenberg and Schrodinger "pictures" in quantum mechanics provides one illustration. Others are provided by General Relativity in its standard formulation and an alternative but equivalent theory in which a Minkowskian spacetime background is assumed and on top of this a separate gravitation potential. Although philosophers sometimes take these different formulations to be different theories and worry about which is correct, this tends not to be the attitude of most scientists, who instead treat them as equivalent for scientific purposes. In my view one may think of this second attitude as reflecting a broadly "structuralist" take on the interpretation of theories, taking these to be individuated by the dependency relations with which they are associated rather than their ontologies[footnoteRef:13]. Again this attitude makes sense if we think of the dependency relations as what does the explanatory work.  [13:  Some years ago I participated in a three-way conversation with Thorne and a prominent philosopher of science. The philosopher insisted that GR and the flat spacetime gravitational formulation were distinct theories and that the former was better confirmed that the latter. Thorne objected strongly, holding that these were effectively the same theory, differing only in the fact that calculations were sometimes easier to do in one formulation rather than the other. Thorne, 1995 defends this view. ] 

6.2. False Modeling Assumptions.  
Another strand in recent philosophy of science (e.g., Rice, 2021, Elgin, 2017) claims that many scientific theories and, more particularly, scientific models are full of "falsehoods", "drastic distortions" and the like. Although I lack the space for detailed discussion and the examples presented are heterogeneous, a number of them can be naturally understood within the framework adopted in this paper: they are cases in which the models make ontological claims that, if taken literally, are not even approximately right but where the theories/models nonetheless make truthlike claims about dependency relations and are useful and sometimes explanatory for that reason. Such cases thus provide further illustrations of how these two elements -- ontology and dependency relations-- can come apart. For example, the lattice gas automaton (LGA) model, described in Kadanoff and Goldenfeld, 1999 and discussed in Rice, 2021 is, if construed literally as a claim about the ontology or nature of fluids, wildly wrong since it represents these by means of a two-dimensional hexagonal model with discrete nodes undergoing only nearest neighbor interactions. Nonetheless the LGA correctly captures some of the dependency relations characterizing the behavior of real fluids including the role played by assumptions concerning locality, isotropy and rotational invariance. A similar point holds for other "minimal models" including the Ising model and for models of neuronal behavior of the sort described in Ross, 2015. Again the point is that the dependency relations that hold in these highly unrealistic models also hold (or analogues to the dependency relations hold) in real systems, so that the former can provide explanatory information about the latter. Interestingly, Rice seems to agree with at least part of this analysis. Despite his claims about pervasive falsehoods, he thinks of models like those above as explanatory, where the explanatory work is accomplished by counterfactual claims warranted by the models (2021, p 100) -- these describe dependency relations that presumably need to be at least truthlike.  Rice holds that these counterfactuals are often not grounded in causal relationships but in other respects, this view seems close to my own. I thus see many of these cases as providing further illustrations of the detachability of dependency relations from ontology. ~
6. More on Structural Realism. Epistemic vs Ontic Structural Realism 
Discussions of structural realism distinguish between "ontic" and "epistemic" versions of this doctrine. Critics sometimes claim that the former implies that   only relationships and not what they relate are real, apparently implying that there are relationships but without relata. I think that this makes structural realism unnecessarily mysterious. First, the relata that figure in causal or lawful relationships are virtually always properties or quantities -- mass, charge, energy and so on, in the case of physics. These are not "things" or "entities" in the way that "electrons" or "the ether" are supposed to be things. Rather "things" are conceptualized as what such quantities attach to. So even though the characterization of electrons and many other "entities" in physics has changed substantially over time, these are not usually the relata of fundamental laws. (The relata in the Schrodinger equation are not entities like electrons even though the law applies to electrons.)  By contrast, to the extent that various stable values of quantities (mass, charge, spin etc.) are attributable to entities (e.g., electrons), these values have not changed much over time. Moreover, characterizations of quantities like momentum and energy that vary in value have not changed so much that attributions of these values are fundamentally different from what they were in, say, 1920.  Of course, as noted above, we find it natural to attribute quantities like mass and velocity to thing-like entities (particles in some cases) but changes in our conception of what these things are doesn't always require a corresponding change in the dependency relations in which these properties/magnitudes stand. Moreover, even when the mathematical representation of, say, spin changes, it does not follow that the values we attribute to spin in experimental measurements or the role of spin in various laws changes. 
More generally, as argued previously, one can agree that relationships, including structural relations, require relata of some sort but take it to be also true that one can correctly characterize structural/dependency relations while having an incorrect or only partial understanding of their relata and that the latter (at least when we are thinking in terms of their fundamental ontology or their "underlying natures") tend to be more stable over scientific developments than the latter. From this perspective the "relationships without relata" view is an exaggeration or overstatement of the reasonable point that very imperfectly understood relata (or objects to which those relata are attributed) can be treated as devices/handles that enable us to get a grasp on the dependency relations which are what really matter, at least insofar as we are interested in explanation. Put slightly differently, the underlying nature of the relata can be treated as a "don't care so much" matter if we think of the dependency relations as what is of central interest, at least as far as explanation is concerned[footnoteRef:14]. [14:  Chakravarty (2017) criticizes structural realism on the grounds that causal efficacy is something that must be carried by objects or events ("entities"). He argues that since structural realists regard causal relations as one important kind of structure, claiming that entity-like relata do not exist or making these dependent on structural claims creates problems with for understanding causation. As argued above, I view the relata that enter into causal relations as magnitudes or properties described by variables. When we say that an electron "causes" an outcome we mean that there is a causal relation involving some property of the electron such as its momentum or charge and some property of the outcome. We may have the metaphysical view that such properties must attach to something thing-like (the electron) but, in any case, it is not this "thing" that is doing explanatory or causal work. It thus does not strike me as problematic that structural realism tolerates false claims about entities or ignorance about their "nature" or regards claims about their existence as less consequential than claims about dependency relations. Indeed, Chakravarty takes the standard model to be committed to an ontology of "particles" while at the same time saying that talk of particles is a "placeholder" for whatever has properties like mass, charge and spin. Thia seems to put the focus on the latter as far as causation is concerned] 

Turning now to epistemic structural realism, some versions hold that we can only learn about or have knowledge of relations-- whatever stands in those relations will remain forever unknown to us. This also seems an unnecessary claim. What is true is that, as I said above, one can lack various sorts of information about the relata or the entities to which they are ascribed and still correctly identify some of the relations in which they stand. This does not require strong claims about the in-principle epistemic inaccessibility of relata -- in fact, as noted above, we have reliable information about such properties of elementary particles as mass, charge, and spin, we know that genes are composed of DNA and the chemical structure of the latter and so on. 
7. Entity Realism
The version of scientific realism that is most often contrasted with structural realism is so-called entity realism. Advocates of entity realism talk of science as yielding knowledge of the "nature" of unobservable entities or what they "are".     Entity realism is also sometimes expressed in terms of claims about successful reference, as in the Putnam/ Boyd line that "terms in mature sciences typically refer". Thus, it is argued that, e.g., Thomson and contemporary physicists were/are referring to the same thing when they used the word "electron" and that this continuity of reference supports a cumulative picture of scientific knowledge that is friendly to entity realism. This contention is often supported by a Kripke/Putnam theory of reference, which allows one to successfully refer to an item while having many false beliefs about it, as along as one is appropriately related to it-- e.g., via an appropriate causal connection. 
Although such contentions about reference are commonly marshalled in support of   entity realism, I think they reinforce my observations about the significance of structural relations. That is, the Kripke/Putnam theory of reference supports the observation that one can refer to Xs, detect their presence, distinguish them from other stuff and thus learn something about the dependency relations in which they figure, without knowing much about (or being misinformed about) their underlying "nature". This has an implication that entity realists are unlikely to welcome: If what the entity realist is after are truths or knowledge about the underlying nature of the entities that figure in mature scientific theories, then claims about continuity of reference, even if convincing, don't deliver information about such natures or what such entities "are in themselves " or even show that it is possible to acquire such information. In fact, the whole point of the Kripke/Putnam theory is that it is possible to have successful reference without possessing such information. From this perspective, claims about continuity of reference, by their very nature, are too weak to deliver what the realist wants, which goes far beyond "they were talking about the same thing" claims. Instead, at least on my understanding, the realist wants reasons to suppose that other sorts of claims made by some of theories, such as claims about laws and other dependency relations, are effectively correct and continuity of reference does not deliver this.  
It sometimes suggested (e.g., Psillos, 1999) that there is no principled basis for separating the claims that entity realists make from claims about structural relationships. I think the examples discussed above show that such a separation is not just possible but a natural way of describing matters. One can have many correct beliefs about how light behaves under various conditions and how it interacts with various sorts of "material" objects without having correct views about its underlying nature (whether it is a classical particle, a wave of this or that kind, realized in a mechanical ether).  Compare this with a recent claim by Hoefer, regarding Maxwell's equations:  
	the very existence of [electromagnetic] field and their nature if they do exist 	is still a matter of uncertainty due to the uncertainty of fundamental 	quantum physics. So a claim of literal truth (or even 'approximate truth’) for 	such equations is not yet warranted (2020, p.30)
I agree that Maxwell's equations (like every other physical theory currently known) are “merely” effective, holding to an extremely high level of approximation in certain restricted domains. But I don't agree that claims about the truthlikeness of these equations are not yet warranted because we haven't settled questions about the existence and  nature of the electromagnetic field, with this in turn requiring that we first settle various questions about the correct interpretation of quantum field theory. This ties the effective correctness of the equations to claims about the underlying nature of the entities they involve in a way that seems unwarranted. The truthiness of Maxwell's equations within the appropriate domain is just not sensitive in the way that Hoefer suggests to assumptions about underlying natures or fundamental ontology. I can mistakenly think that   x B s  underlying nature has to do with the circulation of something in a rotating ether and still justifiably regard the equation in which it figures as  effectively correct[footnoteRef:15].      [15:  Hoefer suggests that this amounts to "instrumentalism”. I disagree. As argued below, one can be an effective realist about the relationships expressed by the equations and in fact interpret them as making modal claims of a sort that would be unacceptable to a classic instrumentalist or a constructive empiricist.   ] 

Another issue that arises in discussions of structural realism has to do with the role of mathematics. Some structural realists (going back to Worrall's original 1989 formulation) have emphasized continuity at the level of mathematical relationships-- indeed in some formulations, the "structures" in structural realism are not easy to distinguish from merely mathematical relationships, so that the position is in danger of veering off into some form of mathematical Platonism, with the modal necessity associated with the structural relations being mathematical in origin.   I think that this is a mistake. It is certainly true that in the mathematized sciences like physics, structural or dependency relations are described by mathematics-- indeed it is plausible that in many cases they can only be described that way[footnoteRef:16]. But my view is that the role of the mathematics, is as I have said, to describe (or provide information about or allow for the extraction of information about) independently existing dependency relationships. These are "in the world" and are not just mathematical relations.    [16:  That is, we may have a choice about what mathematics we employ to characterize the dependency relations, but we don't have the option of not using any mathematics at all.      
] 

 One reason why this distinction is important is that in mathematized sciences there are typically a number of different mathematical formulations that serve to characterize (what intuitively are) the same dependency relations. We noted earlier the case of the Schrodinger and Heisenberg/matrix mechanics pictures in elementary quantum mechanics-- different mathematical pictures but agreement about dependency relations. There are many other examples. This sort of equivalence only makes sense if the dependency relations are independently existing worldly relations which can be characterized by different mathematical formulations. For this reason, insofar as structural realists want to capture the notion of structure being preserved across theory change, the focus should not just be on sameness of equations across theoretical change but on sameness of the structure the equations describe. 
There is a second reason why this distinction between dependency relations and their representation is important: at least at present, dependency relations in many parts of science (e.g., portions of molecular biology, parts of psychology) are not formulated mathematically. That is, these sciences talk about causal (and hence dependency) relationships-- e.g., too many CAG repeats in the Huntington gene cause Huntington's disease, the presence of lactose causes expression of the lac operon in e.coli -- but these relationships are not described mathematically. We need a notion of structure that includes such relationships. Thinking of structure in terms of worldly dependency relations, whether are not these are described mathematically, permits us to extend the structural realist framework to these areas of science and thus addresses the common criticism that structural realism only works for mathematized science.   
 I noted above the existence of different formulations that are commonly regarded (at least by scientists) as equivalent versions of the same theory. These different formulations, if taken completely "literally", seem to suggest different ontologies, assuming that ontology has to do with what things or objects (as opposed to relations) exist. After all, what could be more different, ontologically speaking, than a world in which state functions remain constant and operators change and the reverse? Or a world in which there are gravitational forces and a flat spacetime and one in which such forces are replaced with spacetime curvature, the two formulations nonetheless being equivalent at the level of dependency. Thinking in this ontology-focused way, it seems important to decide which of these ontologies is the correct one to associate with a given theory-- an enterprise which so far has not led to much consensus among philosophers, either for spacetime theories or quantum mechanics.
 Whatever the merits of such attempts my view is that an adequate theory of explanation does not require settling such questions. Instead, as I have been emphasizing, my view is that what does the explanatory work is the dependency relations. The commitments of a theory about these is largely independent of what its correct ontology is or even whether there is such a single correct ontology. Thus versions/ interpretations of a theory that differ in the way that the Schrodinger and Heisenberg picture do should be regarded as, so to speak, explanatorily equivalent. We should not think of the apparent associated ontologies as doing independent explanatory work, with the same theory being explanatory when understood in terms of one ontology (the correct one) but not explanatory when understood in terms of another ontology.   
8. Is this "Instrumentalism"?
Some readers may worry that the view defended above, with its emphasis on getting dependency relations right and its acknowledgment that these can be merely "effective", as well as the absence of requirements about getting the ontology right is a form of instrumentalism, rather than any kind of realism. I don't care much about labels but the following seems relevant: Traditionally instrumentalism has been understood as having some or all of the following commitments: i) theories are tools for calculating or making predictions and not the sorts of things that can be true or false, at least in what they claim about what is not observable, (ii) relatedly, one can divide the claims made by a theory into those concerning observables and those concerning unobservables (where "observable" is linked to perceptual accessibility by humans) and the goal of theorizing is just to get the relations among observables right,  (iii) theories are devices for describing nature and making predictions; they do not explain, (iv) again relatedly, it is mistaken to take theories to have literally true or false modal commitments (concerning what is possible or impossible, or what would happen if various non-actual conditions were to hold.)  Instead, the proper view of modality is a deflationary one, according to which (strictly speaking) theories just describe non-modal regularities. Modality is something that users "project" onto the world.
The view I have defended rejects all four of these claims. Does this make it a form of realism or is it just a very non-standard version of instrumentalism[footnoteRef:17]? Again, I think whether the content of the view is defensible is more important than the label we attach to it. One obvious thought is that the instrumentalism/ realism distinction, as commonly formulated, is not exhaustive -- there is room for an in- between positions which are "stronger" than standard instrumentalism, but which doesn't take on all of the commitments of some forms of realism, particularly those that have to do with ontological correctness. At the same time, I cannot resist noting that the view I have described is certainly realist about some things -- for example, it is realist about dependency relations and about modality. [17:  Woodward, 2003b, called the view described “instrumental realism. ] 


9. The No Miracles Argument(s) 

I conclude with some brief remarks about the implications of my discussion for the so-called "no miracles" argument -- the claim that "realism is the only philosophy that doesn’t make the success of science a miracle” (Putnam, 1975). I distinguish two forms of this argument. The first uses the argument to attempt to establish the truth or near truth of particular theories-- the claim is that it would be a "miracle" if theory T1 turned out to be false despite being highly successful in terms of correct predictions (and whatever other features one regards as measuring "success"). Call this a specific (or "retail”) argument. The obvious problem with this argument is that by itself it does nothing to rule out the possibility that there exists some alternative theory T2 , inconsistent with T1, which makes the same predictions and has the same marks of success. If T2 is true, the falsity of T1 while making correct predictions is not a miracle at all-- it is fully explained by T2. In fact, there are a number of historical cases of theories which make correct predictions, including correct novel predictions, but where the theories in question are not even approximately true, their predictive success being explained by some alternative theory (Vickers, 2014)[footnoteRef:18]. These considerations suggest that to argue for the truthlikeness of some particular theory there is really no alternative to the use of something like the eliminative schema (S): we need to be able to exclude alternative explanations of the original theory's success. This means that establishing the truthlikeness of a theory requires ordinary empirical evidence of the usual sort and that claims about particular theories need to be evaluated individually on their evidential merits, not via some sweeping general argument for realism[footnoteRef:19].  [18:  This is unsurprising given the views defended in this essay: if successful novel predictions provide support to the extent that they excluding alternatives, nothing prevents several alternative hypotheses, only one of which is correct, making the same novel prediction.    ]  [19:   I've focused here on what I consider to be the most straightforward version of the specific argument but there is another (perhaps not entirely distinct) argument in the same vicinity: One identifies a particular successful theory T and then argues that T's success would be a miracle if T were not true. Here the idea is that the truth of T explains T's success-- we infer to the truth of T on the grounds that T's truth is the best (perhaps the only) explanation of T's success. This is subject to the criticisms advanced against the version of the specific argument described in the text above, but it is also problematic in other respects: the claim that T explains anything presupposes that T is truthlike in the relevant respects (with respect to dependency relations etc.) For this reason, one cannot appeal to explanatory considerations in the way envisioned to argue for T's truth. Indeed, it is hard to see how there could be a difference between (i) appealing to T to explain various outcomes and (ii) appealing to the truth of T to explain those outcomes. Since explanation requires truth or truthlikeness, there is no distance between (i) and (ii). ] 

There is, however, another way of understanding the "no miracles" argument, which I will call the generic ("wholesale") argument. Suppose theory T satisfies the eliminative requirements in schema S: T would if true explain all of the explananda within its domain. Moreover, we have strong reason to think that all alternatives to T have been excluded by the evidence. Consider now a researcher r who holds that, despite this, we need not accept the claim that T is truthlike or explanatory. The motivation might be r's belief that it is not a goal of science to explain and hence that premise 1) in S can or should be rejected. Alternatively, and relatedly, perhaps T has some feature such as a commitment to "unobservables" from which r thinks it warranted to withhold belief. In such a case, r need not claim, positively, that the success of T is a miracle, but she does seem to be committed to something in the neighborhood --   the predictions of T all obtain but there is no explanation for why this is the case, either via T or any alternative theory. I take it that many will think, as I do, that there is something deeply unsatisfying about this position. This second understanding of the no miracles argument invokes this response. It draws on our sense that there must be some explanation of T's predictions and if this is not in terms of T, it must be in terms of some alternative to T. This of course is just what premise 1) in S claims. From this perspective, the generic "no miracles" argument is really just an appeal to premise 1, which of course I endorse. This version of the no miracles argument does not lend support by itself to the claim any particular theory is truthlike (which is what the first version aspires to) -- it is rather a more generic rejection of the "no explanation needed" move.  
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