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I. Introduction
When physicists talk about physics and address where they think physics is going, they very often land on the topic of unification and express it as an ideal. One does not have to look particularly long or hard in order to confirm this. The ideal of unification is pervasive. In discussions in physics, it is expressed in everything from literature in the philosophy of science, to college lecture halls, to research papers, and to science journalism. For example, Dr. Joseph Polchinski, string theorist at University of California at Santa Barbara writes, 
To me, the history of science seems to be a steady progression toward simpler and more unified laws, and I expect to see this continue and to contribute to it. Things may take many surprising twists and turns … but we reductionists are still quite happily and busily reducing. (Johnson)

The ubiquity of such comments suggest the question why so many scientists thought unification was something to be desired. The answer is surprising.
As far back as the 6th century BCE (pre-Socratic) natural philosophers in ancient Greece began developing and formalizing theories of “stuff,” which we would now refer to as “theories of ontology,” with Thales of Miletus claiming that the “primary principle” of all matter was water. In the 5th and 4th centuries BCE, the early atomists Leucippus and Democritus posited invisible, indivisible bodies (atoms) and a void where their motion took place. In Aristotle’s Physics we were presented with the four “causes” – material, efficient, formal, and final – which were meant to help explain change in all material things. Then Newton famously in his 1687 Philosophiæ Naturalis Principia Mathematica, what we might regard as the first major example of unification in science, formulated classical mechanics. This had the effect of unifying the motion of celestial bodies and the motion of objects on Earth under one explanatory framework, specifically through the laws of motion and universal gravitation. 
	In more recent physics, James Clerk Maxwell’s work also constituted a significant unification milestone. In the 1873 textbook, A Treatise on Electricity and Magnetism, Maxwell presented twenty equations that helped unify electricity, magnetism, and light, considering them all different expressions of the same phenomenon. In 1905, Albert Einstein published a paper explaining the motion of dust particles suspended in water, a phenomenon that botanist Robert Brown had observed under a microscope nearly 80 years prior, effectively confirming the existence of atoms and molecules. That same year, Einstein also published three other papers, “Über einen die Erzeugung und Verwandlung des Lichtes betreffenden heuristichsen Gesichtpunkt” (“On a Heuristic Viewpoint Concerning the Production and Transformation of Light”), “Zur Elektrodynamik bewegter Körper” (“On the Electrodynamics of Moving Bodies”), and “Ist die Trägheit eines Körpers von seinem Energieinhalt abhängig?” (“Does the Inertia of a Body Depend Upon Its Energy Content?”) which radically changed the way scientists interpreted mass and energy (and time and space). The first paper effectively explained the photoelectric effect. The photoelectric effect is the emission of electrons when a light of a particular intensity and wavelength is shone onto a material. This developed the notion that light could be expressed in terms of discrete packets with their own energy (photons). The latter papers reenvisioned matter and energy as expressions of the same thing, encapsulated in the mass-energy equivalence equation E=mc2. 
	All of these examples in some way demonstrate a type of unification. Some suggest that everything is the same kind of matter or that everything can be described in the same terms. Others suggest that everything is the result of the same kind of law or process. And though they involve different kinds of unification, all of these examples from physics exhibit unificationist impulses. 
	This tradition of unification in physics has continued to the present day, with modern theoretical physics now on the hunt for a Theory of Everything (ToE). At present, physics has two major explanatory frameworks which direct its inquiry and understanding of the world: Quantum Field Theory (QFT) and General Relativity (GR). QFT is an extension of quantum mechanics. It probabilistically describes the behavior of microscopic waves and particles with relativistic considerations (Becker et al. 1). GR is responsible for making sense of the behavior of extremely massive macroscopic entities like planets and stars by describing the geometric curvature of space-time. These theories have predicted accurately in their respective domains, fueling the rapid scientific and technological development of the 20th century. 
However, these theories are deficient in certain scenarios. Specifically, there seems to be a type of irreconcilability of QFT and GR where their domains overlap. One such instance is the set of microscopic black holes. Given the size of this particular class of black holes, physicists would expect QFT to govern their behavior, but their high masses also imply GR considerations. Unfortunately, at that scale, gravity does not really work as a quantum field theory. In QFT, “one requires that two fields that are defined at space-time points with a space-like separation should commute,” (Becker et al. 1) which roughly means that the order one acts upon a field will not change the outcome of the measurement for the corresponding field. However, “in the gravitational context, one doesn’t know whether or not two space-time points have a space-like separation until the metric has been computed” (Becker et al. 1). This creates a dynamical computation problem, hence the reason for suggesting gravity does not work well as a quantum field theory. But everything else about gravity seems really great. So physicists are on the hunt for a theory which will subsume QFT and GR. In other words, they want to unify.  
	This effort has, so far, resulted in the production of theories like Quantum Loop Gravity and String Theory. These theories seek to make sense of anomalies – in the words of Thomas Kuhn – which stubbornly refuse to be assimilated into our existing paradigms (Kuhn 97). String theory, for example, postulates that the entire universe is composed of one-dimensional, infinitesimally small (10-35 m or a “Planck length”) strings. Depending on the patterns of these strings’ vibration, they begin to resemble the various point-like particles with masses and charges that scientists regularly observe (Becker et al. 2). But these theories are imperfect, and the hunt continues to this day.
	All of this is to say: there is a clear history of unification in physics and ubiquitous endorsement of it as an ideal for the field. But oddly enough, justification for unification is hardly offered – or that which is offered is unsatisfyingly under-motivated. For example, in a paper published just last year, titled “Synopsis of a Unified Theory for All Forces and Matter,” the authors write, 
The tendency of unifying originally distinct physical subjects or phenomena has profoundly advanced modern physics. Newton’s law of universal gravitation, Maxwell’s theory of electromagnetism, and Einstein’s relativity theory are among the most outstanding examples for such a unification. The tremendous successes of modern quantum field theory, i.e. the Standard Model (SM), motivate the ambition of unifying all the four forces known so far—a kind of “theory of everything”. (Chen 2016)

All this excerpt tells us is that unification has been a feature of humankind’s most successful theories – but it does not explain why unification should continue to be valued, despite being a paper which provides a synopsis for a ToE, a thing which might very well constitute the epitomic instantiation of unification. 
That should not sit well with someone looking to understand why unification ought to be an ideal, not merely that it has been one. Following this examination, one might conclude that either (a) a great many of these physicists who endorse unification are mistaken about the value of unification, or (b) they are correct about the value of unification but have thus far failed to appropriately defend its value. If we give physicists the benefit of the doubt in their area of expertise, one might be inclined to affirm the latter. So how might unification be justified? I will attempt to offer some ways in which I think justification has been offered, beginning by looking more closely at what I started to talk about earlier, what I shall call the “Historical Justification” of unification. After that, I will explore progressively stronger cases for unification.

II. Some Background
	Before we jump straight into a discussion of the various ways in which unification might be justified, I think it is pertinent to first provide some context in order to help the reader situate this problem. What is unification? And what do we mean when we suggest that it is something of value for theories? 
	There have been many points in the development of science where decisions were made regarding which theories to accept as foundational, meaning those chosen theories will help structure scientific activity and inquiry moving forward. This process of decision-making can be referred to as “theory choice.” Perhaps one of the most influential authors on this topic, Thomas Kuhn, in “Objectivity, Value Judgment, and Theory Choice” identified five core criteria which may be employed in a theory choice decision-making scenario. Before identifying these criteria, it is important to note that Kuhn believed that no one criterion, by itself, would be sufficient for theory choice. It is only when these criteria are used in conjunction that they provide “the shared basis for theory choice” (322). 
Kuhn’s first criterion is that a theory should be accurate. This means that, “[w]ithin its domain, consequences deducible from a theory should be in demonstrated agreement with the results of existing experiments and observations” (Kuhn 321). This seems a reasonable expectation of our theories if we are to hope to be able to use experimentation to test and verify (or falsify) our theories. Testability is of major importance to the scientific process, and experiments are the primary means by which we perform tests. Another criterion is that a theory should be consistent with itself and other “currently accepted theories applicable to related aspects of nature” (Kuhn 321-2). By “consistency,” Kuhn intends to evoke the logical sense in which the word is used. This would mean that a theory that is consistent with itself and relevant theories is one which does not contradict itself or the postulates of accepted theories. It is important to avoid contradictions for several reasons, but from an epistemological perspective, perhaps it is most important because it is impossible to believe two contrary positions at the same time and remain a rational agent. For example, a fortiori, it would be irrational for me to believe that I am both a crispy piece of bacon and not a crispy piece of bacon simultaneously. 
The next criterion is that a theory should have a broad scope. By this, Kuhn means that “a theory’s consequences should extend far beyond the particular observations, laws, or sub theories it was initially designed to explain” (Kuhn 322). Kuhn does not explain this further, but it would be reasonable to suggest that the value in having a theory with a broad scope is that our theories will more likely end up being useful for answering questions we did not know we had, rather than being limited to answering the questions that brought about its inception. This is perhaps related to another theory choice criterion, fruitfulness. Theories which are fruitful in the sense of producing new research findings are those which “disclose new phenomena or previously unnoted relationships among those already known” (Kuhn 322). This has the effect of expanding the horizon of human understanding, which science was developed to help humans accomplish. The final criterion, also related to scope and fruitfulness, is that a theory should be simple. There are many ways to interpret simplicity, but as Kuhn expresses it, the simple theory is one which “bring[s] order to phenomena that in its absence would be individually isolated and, as a set, confused” (Kuhn 322). Copernicus’ heliocentric model was regarded as simpler than Ptolemy’s epicylic model because in Copernicus’ model each planet required only one circle to explain its motion, as opposed to two circles in Ptolemy’s model (Kuhn 322). 
If we imagine two competing theories whose shared goal is to explain a particular phenomenon, as is often the case in science, and where scientists are expected to choose which of the theories is “better,” one should expect to see consideration of some, if not all, of the criteria indicated above. However, one other theory choice criterion not given as much attention by Kuhn, which I think is of particular note, is unification. The concept of unification can be roughly boiled down to being able explain the most facts about the world using the fewest assumptions and concepts. There is an important distinction between unification and simplicity. Simplicity may manifest in ontological and syntactical forms. An ontologically simple theory is one that posits few entities or structures in its explanation of the phenomenon. A syntactically simple theory is one that uses few sentences to explain the particular phenomenon. A theory which unifies should be simple, but a simple theory does not need to unify. The connection between explanatory power and simplicity is non-necessary – simplicity is a criterion that is a function of quantity alone, while explanatory power is not. The connection between unification and explanatory power, on the other hand, is necessary, as both involve the idea of largest number of facts about the world being accounted for by the fewest postulates.
As for why scientists already consider unification to be a quality shared by all good theories, it started with Aristotle planting the unificationist seed by writing, “nature does nothing in vain” (Politics I.ii.1253a9-10). Isaac Newton, father of classical mechanics and calculus, nurtured this concept of unification as a virtue when, repeating Aristotle, he wrote, “Nature does nothing in vain, and more is in vain when less will serve” (Cajori 398). To suggest that unification should be a virtue of our scientific theories is, according to Aristotle and Newton, to suggest that our theories should play some role in representing nature and, in the process, mirror it; that is, they should be unified. But this is (usually) not the primary justification that contemporary scientists offer when discussing unification as a virtue. As was shown in the first section, scientists like to appeal to historical precedent as a means of justifying their pursuit of unification. If scientists really wish to admit unification as a virtue of good theories, they should be able to indicate how it plays some substantial role in the construction and ultimate success of our scientific theories and be able identify why unification had that effect. It would be irresponsible for scientists to proceed towards a goal (e.g. a unified theory of physics) for reasons which they do not even understand themselves. The quest to justify unification is a quest for epistemological and methodological accountability in science.

III. Historical Justification
The history of (the progression of) science reveals much about the current attitudes that the scientific community holds towards approaching their enterprise and its goal. We see from the past that there were many (failed) attempts to distill what science was and how one went about conducting it. For example, logical empiricism and Popperianism were strong accounts that turned out to have pretty deep flaws. Today, if you were to ask a biological researcher or a physics undergraduate what it means to do good science, they would probably give you an answer somehow involving the scientific method, made famous by the aphorisms of Sir Francis Bacon in his book, Novum Organum, first published in 1620. And as a general statement, the Scientific Method would certainly seem to be a good starting guideline for good science. 
The prescriptive power of Bacon’s version of the scientific method is limited however, as we will see. The scientific method is not so good at telling us how to structure our theories. At the time of its writing, the Novum Organum was successful at reimagining how science should be conducted. Bacon, as part of his view that human beings are servants and interpreters of Nature (I.i), believed that humans should apply reason to nature, but that there are two possible outcomes that might result from their doing so. There are the “Anticipations of Nature” and the “Interpretation of Nature” (I.xxvi). Anticipations of nature are rash and hasty conclusions, while interpretations of nature refer to conclusions reached through a methodical, inductive process (I.xxvi). The inductive process “derives axioms from the senses and particulars, rising by a gradual and unbroken ascent, so that it arrives at the most general axioms last of all” (I.xix). 
A complication with Bacon’s induction is that he seeks to do away with vague abstractions generated by the language scientists employ (I.li). In practice, an exact application of this induction is untenable. He writes, 
[W]henever an understanding of greater acuteness or a more diligent observation would alter [the structure of the world as scientists have previously decided] … words stand in the way and resist the change … [even appeal to definitions when intellectual disputes come to a stalemate] cannot cure this evil in dealing with natural and material things, since the definitions themselves consist of words, and those words beget others. So that it is necessary to recur to individual instances, and those in due series and order… (I.lix)

Bacon’s proposal is that scientists ought to speak only of what they know through experience, of the so-called “secondary qualities of matter, and the operations” applied therein (I.lxvi). Scientists should concern themselves with the “whereby” things are produced, not the “wherefrom” (I.lxvi). By this he meant explanation should be concerned with the phenomenon that was immediately observed and that the terminology used to describe the phenomenon should reflect that, rather than postulating the existence of some “quiescent principles” to explain why the phenomenon occurred (I.lxvi). However, taken to the extreme, this idea encumbers scientists in a way that is detrimental to progress. There is a point to be made about the extent to which scientists take for granted the sort-of “conceptual liberty” they are afforded – that is, scientists using words but not really understanding to what the referents of the words actually apply (e.g. what is a “force”?) – but as we have seen with the development of modern physics, science increasingly deals with that which we cannot access through immediate experience alone. Developing theories about the fabric of our universe itself at some point requires a divorce from the immediately tangible. To talk of concepts like “gravity,” or more generally “forces,” is to deal in the types of abstractions generated by the Idols of the Marketplace[footnoteRef:1] that Bacon condemns. But I think this is necessitated. It would be immensely complicated, impossible even, to speak about physical phenomena on cosmic or quantum scales without at least some degree of abstraction. Bacon suggested that permitting abstractions would render the sciences “sophistical and inactive” (I.lix) – but I would argue that the progress of science belies stagnation Bacon otherwise forecasts. [1:  Idols of the Market-place are among the four “idols” Bacon describes as impediments to human understanding (I.xxxviii, I.xxxix, I.lix). Idols of the Market-place refer to the tendency of people in discussion to regress to definitions to solve disputes, though it turns out that those definitions may be vague and abstract, or ill-defined (I.lix, I.lx). The other three idols are: Idols of the Tribe, Idols of the Cave, and Idols of the Theatre. ] 

What Bacon does give us is an approach to science more fruitful than the Aristotelian line of thinking that dominated the prior millennia. The idea of starting with phenomena and building towards a generalization has proven to be worthwhile. For example, Edward Jenner’s observation that individuals infected with cowpox were immune to smallpox, and subsequent hypothesis testing, laid the foundation for vaccines and immunology (Riedel 21).  At the time of its publication, when the Aristotelian method of developing claims about the “primary quality” of matter governed inquiry, this novel idea provided a new template for how to do science which promised to avoid and alleviate academic torpidity. The explosive growth that the sciences have experienced since the 1600s are a testament to its success. But now that science has significantly matured and presumably all scientists have adopted an inductive scientific method, Bacon’s aphorisms are less useful. Scientists’ task now is to address how they ought to go about structuring their theories beyond an inductive basis. Bacon showed us how to develop the foundation; we must now develop the superstructure. 
And this is where the present day scientific community looks to the history of science to draw clues about how to construct successful theories. Present day theoretical physicists especially are eager to imbue their theories with qualities expressed in the works of superstar predecessors Newton and Einstein (and others). Perhaps most intriguing is that they have latched onto the notion of unification – that unifying seemingly disparate phenomena through a single mechanism or set of mechanisms should be the objective of modern physics. 
	The successes of scientists like Newton, Einstein, Maxwell etc. are regarded by scientists as pinnacle examples of good science for good reason. Time and time again, not only have their theories proved correct in their respective domains, but also they have succeeded in restructuring how we conceptualize the world around us. Unification has been spectacularly successful and important in past physics (as well as in some other high-level scientific theories like evolution by natural selection and the “modern synthesis” of mathematical population genetics in the 1930s). It seems a natural psychological response of scientists to want to continue doing things in a way that has been repeatedly confirmed as successful in the past and to expect that the theories they currently engage with may perhaps be unified, or should be. 
	Unfortunately, the success of past theories does not serve as strong justification for the continued pursuit of unification in our modern theories. Implicit in the justification of unification in the Historical sense is the assumption that the successes of the past will likewise translate into present-day successes. Such an assumption falls subject to the classic Humean objection to causation, as follows. 
Using our past experience as a basis in which a cause is repeatedly followed by an effect (for Hume, “constant conjunction”), when we perceive a particular cause again we immediately infer the effect. From seeing a billiard ball strike another many times in the past and noting the resulting movement of the second ball, we expect and believe that when we again strike a billiard ball against another the second will move as it has in the past. We find ourselves drawing this inference without reference to universal principles of reason or to deductively-valid argument, and instead, as Hume argues, develop this expectation as a result of our minds associating the two phenomena together (Treatise, I.iii.vi). This custom of our minds is not a reason to accept conclusions, nor a principle of reasoning; rather, it seems a natural instinct to reflect a disposition that results from the many experiences humans have with constant conjunctions (Lacewing 4). 
Ernan McMullin is sympathetic to this objection. In his article “Rationality and Paradigm Change in Science” he writes, “[t]his is the Humean echo…we cannot demonstrate that experience will continue to serve as a reliable guide” (McMullin 69). He does however suggest that demonstration is not necessary for establishing whether it is rational or not to learn from the historical practices that guided scientists in their theory choice decisions (McMullin 69). But the attitudes of scientists today reflect something stronger than learning from past experience. They seem to blindly adopt the successful theory building strategies of their predecessors without understanding why those strategies were successful. In contrast, a justification of unification should provide an answer to this question, one which the putative justification from precedents leaves open. If we can get a more robust and rational account of why unification works, we should. 
This is not to discredit the successes of scientists who have successfully unified, like Newton, Darwin, Maxwell, and Einstein. Rather, it is to suggest that some members of the scientific community and others stop short of offering a concrete justification of unification with the reasons to accept that successful theories are those which unify. To effectively argue the case for unification as a virtue, we should not leave the success of theories which unify to coincidence, but be able to point to some deeper reasoning behind the desire to unify. Simply put, conclusions about the value of unification reached on the basis of human expectation alone should not be enough to justify its use. If the aim is to be able to develop a solid, reliable foundation for science, something as fickle as an expectancy surely cannot be depended upon.

IV. Epistemological Justification
One potential source for a “deeper” justification for unification of the sort I have suggested is necessary is provided by the work of Philip Kitcher. In a 1981 article published in Philosophy of Science, Kitcher explores the role that explanation plays in science. As mentioned before, a way in which one might justify unification as a virtue is by pointing to how unifying confers success on scientific theories. Success, for Kitcher, is going to be framed in terms of relative explanatory power. Kitcher quotes Hempel in support of this idea:  
What scientific explanation, especially theoretical explanation, aims at is not [an] intuitive and highly subjective kind of understanding, but an objective kind of insight that is achieved by a systematic unification, by exhibiting the phenomena as manifestations of common, underlying structures and processes that conform to specific, testable, basic principles. (508) 

According to Hempel, the extent to which our scientific explanations are able to explain (read: have explanatory power) is a function of the “systematic unification” of phenomena. Herbert Feigl holds a similar view on the explanatory power of unification, writing, “‘[t]he aim of scientific explanation throughout the ages has been unification, i.e., the comprehending of a maximum of facts and regularities in terms of a minimum of theoretical concepts and assumptions’” (Feigl 12). One of Kitcher’s interesting points was that “the Newtonian program of eighteenth-century physics and chemistry, and the Darwinian program of nineteenth-century biology—depended on recognizing promises for unifying, and thereby explaining, the phenomena” (509). For Hempel, Feigl, and Kitcher, unification is justified by its ability to bestow greater explanatory power on theories which possess it. However, the question is still left open about what it means to have “explanatory power”; therefore, acceptance of this position is contingent upon agreeing with Kitcher’s basic assumptions about the function of scientific explanation. 
For Kitcher, explanatory power is related to the extent to which theories are able to address “explanation-seeking why questions”. He writes, “the most general problem of scientific explanation is to determine the conditions which must be met if science is to be used in answering an explanation-seeking question Q” (510). Not all agree on this point. Bas van Fraassen, in a 1977 article, denied “in effect, that there are any issues about scientific explanation other than the pragmatic questions” (511). Van Fraassen says that “we accept scientific theories on the basis of their empirical adequacy and simplicity, and, having done so, we use the arguments with which they supply us to give explanations. This activity of applying scientific arguments in explanation accords with extra-scientific, ‘pragmatic’, conditions” (511). A theory is said to be empirically adequate if all of what it says about observable aspects of the world is true (van Fraassen 12). Kitcher’s response to van Fraassen’s position is that, 
[such an interpretation of scientific explanation] does not fit well with some examples from the history of science—such as acceptance of Newtonian theory of matter and Darwin’s theory of evolution—examples in which the explanatory promise of a theory was appreciated in advance of the articulation of a theory with predictive power. (511) 

Kitcher tries to demonstrate that “there are certain context-independent features of arguments which distinguish them for application in response to explanation-seeking why-questions, and that we can assess theories (including embryonic theories) by their ability to provide us with such arguments” (511-12). Kitcher’s point is that it is possible to defend a virtue of scientific theories (and their explanatory power) over and above simplicity and predictive power: unification. Unification, for Kitcher, is an indicator of the explanatory strength of a theory. If explanatory power is the metric by which we are expected to decide between scientific explanatory frameworks, and if unification affords a research program greater explanatory power, then a theory which unifies should logically be preferable to the alternative, disunified programs. 
	Newton’s work demonstrated that “one pattern of argument could be used again and again in the derivation of a wide range of accepted sentences” (514). Kitcher continues that “if, furthermore, the facts studied by chemistry, optics, physiology and so forth, could be related to facts about particle motion, then one general pattern of argument would be used in the derivation of all phenomena” (514). The appeal of doing so is clear because we would standardize the means by which we acquire knowledge, and because a virtue we expect our theories to have is also possessed by the method by which we construct theories. The resulting positive consequence of standardizing the use of a certain argument pattern for generating explanations is that we are more effectively able to develop our knowledge. Knowledge would be easier to cognize because it follows the same argumentation pattern. According to Kitcher, “the picture of unification which emerges from [the Newtonian “dynamic corpuscularism” pattern approach] … can be summarized as follows: a theory unifies our beliefs when it provides one (or more generally, a few) pattern(s) of argument which can be used in the derivation of a large number of sentences which we accept” (514). 
	Darwin’s theory of evolution by natural selection also reflects a unificatory quality. Kitcher writes that “in several places, Darwin claims that his conclusion that species evolve through natural selection should be accepted because of its explanatory power, that ‘… the doctrine must sink or swim according as it groups and explains phenomena’” (514). Darwin was “unable to prove any complete derivation of any biological phenomenon,” raising the question “how can he [Darwin] contend that the primary virtue of the new theory is its explanatory power?” (514). Kitcher’s response is that Darwin’s theory “promises to unify a host of biological phenomena” (514). Under natural selection, we understand that almost all life on Earth is connected through a shared, rich and diverse ancestry, instead of thinking of organisms as isolated groups. For example, insects are now believed to have evolved from a group of crustaceans, whereas previously, without Darwin’s evolution by natural selection, we would understand these organisms as distinct and unrelated (Regier et al.) 
	Both of these historical examples reflect an apparent connection between patterns of argumentation and explanatory unification (515). Kitcher writes that to accept the “concept of explanation is to see that if one accepts an argument as explanatory, one is thereby committed to accepting as explanatory other arguments which instantiate the same pattern” (516). We might then ask, what does “instantiate the same pattern” mean? Kitcher, perhaps unconvincingly, writes that one is able to recognize that members of a set of arguments follow a common pattern if “the arguments in the set are similar in some interesting way” (516). However, what is interesting may vary widely.  Given this ambiguity, Kitcher then suggests that the role of philosophers of science is to “characterize the concept of argument pattern which plays a role in the explanatory activity of scientists” (516). Logic, Kitcher writes, is one such philosophical enterprise which concerns itself with patterns of argument (516). 
	As Kitcher has presented it, the problem of explanation is being able to specify which arguments to adopt into the scientific canon for explanatory purposes (519). Take some set of sentences about the world, K. The function E(K) would then be understood as the set of arguments which best unifies K (519). If we understand a systematization as a “set of arguments which derives some members of K from other members of K” then we might think of “E(K) as the best systematization of K” (519). The final task is to specify “the factors which determine the unifying power of a set of argument patterns” (520). Inspired by Newton and Darwin, Kitcher proposes the following: “unifying power is achieved by generating a large number of accepted sentences as the conclusions of acceptable arguments which instantiate a few, stringent patterns” (520). 
This argument from Kitcher gives some good reasons for thinking that there might be a justification for unification. However, the vagueness of the notion of “interesting” when used to describe the instantiation of a similar pattern across arguments gives one reason to question whether this justification is concrete. This justification is, I think, more convincing than the Historical justification, but it leaves things open in a way that other justifications might not. 
V. Scientific Realism Justification
Scientific realism, in a rough sense, is the view that our best, most successful scientific theories aim to describe the world as it really is, and that the entities postulated by those theories actually exist. In this view, we might interpret the success of science as an “empirically ascertainable fact which calls for an explanation” (Ghins 2). Philosopher Hilary Putnam argued that scientific realism, “construed as the thesis that mature theories are partially true and that their theoretical terms have real referents, provides the only plausible explanation of this fact” (Ghins 2). However, there are different ways scientific realists interpret success. These include Hilary Putnam’s “No-Miracles” realism and Ian Hacking’s experimentalism. The objective of this section is (1) to develop the conditional that if you are a realist about science, unification is more desirable than disunity, and (2) to demonstrate this with some physics. However, in order to justify the value of unification for the realist, it will be prudent to first look at real reasons why someone might believe they are justified in being a realist. 
So: how might the scientific realist provide a plausible account of explanation and scientific success more generally? One realist justification is that provided by Hilary Putnam. Putnam’s No-Miracles argument first appeared in his article “What is Mathematical Truth” in Mathematics, Matter and Methods (1975). He writes, 
The positive argument for realism is that it is the only philosophy that doesn’t make the success of science a miracle. That terms in mature scientific theories typically refer…, that the theories accepted in mature science are typically approximately true, that the same term can refer to the same thing even when it occurs in different theories – these statements are viewed by the scientific realist not as necessary truths but as part of the only scientific explanation of the success of science, and hence as part of any adequate scientific description of science and its relations to its objects. (73) 

Putnam’s point is that it would make the success of science a miracle if our best theories could correctly predict observable phenomena provided the entities which these theories postulate did, in fact, not actually exist (1978, 19). Putnam actually distinguishes among three kinds of success, which philosopher Michel Ghins refers to as predictive, progressive, and methodological respectively. Accompanying these three types of success are three arguments which will be included below, following Ghins’ formulation. Argument III, for methodological success, requires a methodological rule, “Rule L,” which shall precede Argument III in presentation order.
Argument I – Predictive Success
1. If theory T is (at least approximately) true, T correctly predicts the phenomena (in its domain).
2. The theory T is (approximately) true.
C: T correctly predicts the phenomena. (Ghins 2)	
Straightforwardly, this means that for a theory T to be predictively successful, one must be able to determine whether or not it accurately predicts phenomena. Also, it sets up a sufficient condition for approximate truth. Argument I simply demonstrates the valid inference that the No-Miracles argument relies upon. 
Argument II – Progressive Success
1. If theory Ti+1 is more true than theory Ti, then theory Ti+1 is (probably) predictively more successful than theory Ti.
2. Theory Ti+1 is more true than theory Ti.
C: Theory Ti+1 is (probably) predictively more successful than theory Ti. (Ghins 2)
Argument II formally expresses the way in which the truth of predictively successful theories explains how scientific theories succeed each other (Ghins 2). This follows from our ability to observe that, historically, “theories are succeeded by better theories which are predictively more accurate and of broader scope” (Ghins 2). 
Rule L – Methodological Rule
Construct a new theory Ti+1 in such a way that it permits the derivation, in the limit, of the laws of the former predictively successful theory Ti (in the relevant empirical domain). 
This rule, according to Putnam, follows from the actual practice of scientists. As we’ll see following Argument III, this helps establish the core of the No-Miracles Argument.
Argument III – Methodological Success
1. If theory Ti is (approximately) true, a new theory Ti+1 must be constructed in accordance with Rule L. 
2. The predictively successful theory Ti is (approximately) true. 
C: Scientists must construct a new theory Ti+1 in accordance with Rule L. 
(Ghins 3)
Argument III, drawing on the assumptions established in the prior arguments and Rule L, forms the heart of the No-Miracles argument. To express the actual behavior of scientists as “an explanatory success of scientific realism itself … [is to endow] rule L with a ‘methodological significance’ it would otherwise lack” (Ghins 3). Ghins’ point is that, since Putnam developed the set of arguments reproduced, those who would reject scientific realism would need to label the purported successes of Rule L in practice as miraculous[footnoteRef:2] (or very, very lucky) (Ghins 3).  [2:  Miracles are defined as vanishingly low probability events or violations of the apparent laws of nature. A potential worry in explaining with miracles is that it reduces science to superstition and sophistry.  ] 

The acceptance of scientific realism using this argument set requires the assumption that there are no such things as miracles. If there are no such thing as miracles (as most, if not all, scientists would agree), and since scientists seem to actually use Rule L in practice, scientific realism should be thought to be the only rational means of making sense of the predictive success of our best scientific theories. This acceptance is not a positive account; rather it affirms realism by denying that the successes of our theories could be explained in any other way (except through miracles).	
	An alternative positive account, which I shall call experimentalism, is presented by Ian Hacking in his article “Experimentation and Scientific Realism” (1982). For Hacking, the realism-antirealism debate is conclusive when it is restricted to talk of explanation and prediction. It is through experimental practice, he suggests, that we are offered some insight about realism; however, this is not a realism concerned with theories and truths, but one of entities and their utility to the experimenter (71). There are two kinds of realism, Hacking asserts: realism about theories and realism about entities. Realism about theories “says we try to form true theories about the world”; realism about entities, including things like “processes, states, waves, currents, interactions, fields black holes … asserts the existence of at least some entities that are the stock and trade of physics” (72). Some may falsely conflate the belief in one realism with belief in the other (Philosophical Topics 72).
Experimenters, Hacking asserts, tend to be realists about entities because they are convinced of the existence of unobservable (insofar as they are not directly observable) entities, while remaining agnostic about any given theory about said entities. Properties that the experimenters recognize these entities as having can oftentimes be described by inconsistent accounts (theories). One such example might be wave-particle duality of electrons: under certain testing electrons behave like a particle and in others they can best be described by wave functions. Nonetheless, realists would agree that something like an electron actually exists. Hacking goes on to assert that "realism about entities is a necessary condition for the coherence of most experimentation in natural science” (73). He writes, “[t]he experimentalist does not believe in electrons because, in the words retrieved from mediaeval science by Duhem, they ‘save the phenomena.’ On the contrary, we believe in them because we use them to create new phenomena” (84). That is, in parallel to the fruitfulness Kuhn describes, some realists take the existence of entities to be supported or confirmed by their success in using them.
Hacking goes on to suggest that anti-realism is a variant on “The Spectator Theory of Knowledge” (86)[footnoteRef:3]. He thinks that attempts to argue for scientific realism at the level of scientific theories is to be “locked into a world of representations” (86), which enables the anti-realist position. This is because the anti-realist deals only in representations and denies the existence of real referents in the world. Hacking is careful to note that he does not “claim that ‘reality’ is constituted by human manipulability. We can, however, call something real, in the sense in which it matters to scientific realism, only when we understand quite well what its causal properties are” (86). For Hacking, the proof of scientific realism is found in practice, in engineering, not theories (86). [3:  Martin Curd et al. write: “According to the American philosopher John Dewey, the ‘spectator theory of knowledge’ is the mistake, pervasive among Western philosophers from the time of Plato, of thinking that knowledge involves passively representing the world (where these representations —beliefs—are judged by their correspondence with facts) as opposed to actively constructing conceptual frameworks (where these conceptual frameworks are judged by their instrumental value in predicting experience and guiding our actions)” (1153). 
] 

	I have now provided two potential justifications for scientific realism – one by Putnam and one by Hacking – which look to two different kinds of scientific success as a way to defend the realist position. To finally justify the value of unification for the realist, it is necessary to first consider the so-called ‘anti-realist’ position. The anti-realist has a different account of what counts as success in science altogether. Moreover, the anti-realist does not need to accept unification as valuable in the way that it will be suggested the realist should. 
As anti-realist Bas van Fraassen frames it, scientific realism interprets science as “aim[ing] to give us, in its theories, a literally true story of what the world is like; and acceptance of a scientific theory involves the belief that it is true” (van Fraassen 8). van Fraassen’s alternative, a type of anti-realism known as “empirical adequacy,” is described thusly: “science aims to give us theories which are empirically adequate; and acceptance of a theory involves as belief only that it is empirically adequate” (van Fraassen 12). This formulation van Fraassen refers to as “constructive empiricism.” He writes that “acceptance of theories (whether full, tentative, to a degree, etc.) is a phenomenon of scientific activity which clearly involves more than belief” (van Fraassen 12). The acceptance of a theory, he contends, commits one to a particular research programme, where even two theories that may be equivalent to one another with respect to everything observable differ in the research programmes they commit one to (van Fraassen 12). 
	One way for the realist to respond to van Fraassen’s empirical adequacy is to point to the way in which realism may lead us to unification where empirical adequacy does not. For van Fraassen, empirical adequacy includes past, present and future empirical fit of the theory (van Fraassen 12). Malcolm Forster writes,
[G]iven that actual fit with the data is the best indicator of empirical adequacy we have, an anti-realist methodology of science should recommend the use of un-unified theories in science. But scientists actually opt for unified theories as [sic] the expense of empirical fit. (403).
This would suggest that the anti-realist’s picture of science is not consistent with actual scientific practice. Forster continues by proposing that the realist has a rationale for adopting unified theories in this way – namely that unified theories are able to provide a better explanation of the data (403). This, he contends, is worth sacrificing empirical fit (403). But this raises the question of what a “better explanation” is. According to Forster, “the notion of ‘better explanation’ is distinctly realist. The best explanation deepens our understanding of the underlying reality behind the phenomena even if it worsens our description of it” (Forster 403). 
	There is, however, a rationale for a unified type of data even when the explanation fits the data worse – that rationale is that unification is more likely to reveal something about the underlying structure of reality. This is to say, if you are a realist, as most scientists are to varying degrees, then unification is preferable to disunity. To demonstrate this, we might use the following argument from Forster, with the addition of a couple of premises. 

P1 Realism supposes that scientific theories make genuine, existential claims about the nature of reality.
P2 Mature theories demonstrate progressive approximation to a true account of the physical world. 
P3 Understanding is a notion, for the realist, automatically tied to reality. 
P4	Unified theories provide better explanations of the data than separate theories.
C   Unified theories deepen our understanding of reality.[footnoteRef:4] [4:  P1 and P2 are borrowed from Jarrett Leplin’s Introduction to Scientific Realism (1984).] 


In this context, accepting premises P1 and P2 is fundamental for identifying as a realist. P3 follows from P1 and P2, insofar that we adopt the underlying assumptions that scientific theories provide answers to explanation-seeking why-questions and that explanations grant understanding. This is to say that given the realist believes that their theory is making genuine claims about structure/ontologies that actually exist in the world, and that their theories become progressively more accurate as time goes on, then understanding will necessarily be tied to the structure/ontologies about which they theorize. 
	While Forster presents a stronger version of P3 than I have indicated, I feel it is not necessary. Again, the point of this section is to argue that if you are a realist, then unification is a goal you should pursue. Forster connects unification to realism. He suggests that “better explanation” is a distinctly realist notion. For the van Fraassen anti-realist, a van Fraassen-type better explanation is going to be yielded by the theory which more adequately fits the data. But Forster’s point is that there seems to be a deeper dimension to the notion of relative explanatory power over and above the extent to which theories fit with the data. For the realist, this additional depth is going to be provided by the referents of a theory, which is to say that a better explanation is not just a better fit to the data, but rather the theory which more accurately maps onto reality. Unification goes beyond accuracy of prediction. It reveals why reality is such that a particular way of representing it gives us accurate predictions.
	Now building on P2 and P4 of the above argument, it could be suggested that the realist is required to accept a type of monism (at least, eventually). If one understands the scientific activity as in some way exhibiting P2, that theories will, in progressive fashion, continue to develop better and better approximate accounts of reality, then acceptance of P4 will require that each iteration keep unifying. This seems intuitively accurate to me; if the realist believes that unified theories provide better explanations, then in the realist’s pursuit of a true account of the physical world we should expect to see some sort of convergence. This should not trouble the realist, as convergence has been demonstrated in our best scientific theories thus far, with present-day theories going as far as actually specifying the specific structure or ontology towards which they believe they are converging (e.g. string theory). 
	There is a further point about physics in particular that I think might draw out unification from the realist picture. For one thing, there seems to be a sort of fundamentality to the ambitions of physics that might make the ambition of realism more plausible. There is a certain sense in which other sciences whose aim is not as fundamental as “what is the nature of the universe?” may have more flexibility to be able to employ a variety of different ontologies and have it be coherent. Psychology is one such field which may be like that. For one reason, it might be that psychology (and similar fields) is still nascent and developing relative to physics. Furthermore, there is a significant domain difference between the two fields. The domain of psychology is limited to specific mental health conditions and associated physiological states in the body. For physics the domain is now the entire universe. It could be the case that these other sciences, like psychology, might also undergo a similar unification and convergence from a realist point of view. In psychology, provided we are materialists about consciousness and mental health, we might say that eventually the theories of these sciences can be subsumed by physics. For it would be a natural conclusion to assert that material entities including human brains obey the laws of physics. Given the enormity of such a task like modelling neural activity in terms of physical particular interaction, we may never be able to converge in this fashion. Nevertheless, we are still given some compelling reasons to believe that unification is an ideal to be pursued by the realist.  

VI. Against Pluralism 
There is yet another justification offered for unification and it is one that arises in discussions of what a disunified science would look like. An account of science which does not unify is referred to as pluralism. A dominant voice in this sphere is that of Nancy Cartwright. Cartwright argues primarily against “scientific fundamentalism,” by which she means science which universalizes. She believes that because the connection our theories have with the real world is mediated by models of particular parts of the universe, we have no reason to believe that those theories should hold universally. Instead, to the degree scientists are justified in putting confidence in particular theories, they should focus that confidence on the models.
	In The Dappled World: A Study of the Boundaries of Science, Cartwright examines what she believes to be limitations on the extent to which we can universalize our best theories. She writes, “[in both physics and economics] we can derive consequences rigorously only in highly stylized models. But in the case of physics that is because we are working with abstract concepts that have considerable deductive power but whose application is limited by the range of the concrete models that tie its abstract concepts to the world” (4). She contends that the “empirical successes of our best physics theories…argue for the truth of these theories but not for their universality” (4). Rather, she thinks that the limitations of physics are revealed by the fact that much of physics used to generate precise predictions via models and models only apply where they fit – which is a limited number of cases. Paralleling Ian Hacking’s experimentalism, which emphasized that scientific knowledge is knowledge of how to manipulate things, Cartwright suggests that our scientific knowledge is not knowledge of laws, but knowledge of the “natures of things, knowledge that allows us to build nomological machines[footnoteRef:5] never before seen giving rise to new laws never before dreamt of” (4). [5:  Cartwright defines “nomological machine” as "a fixed (enough) arrangement of components, or factors, with stable (enough) capacities that in the right sort of stable (enough) environment will, with repeated operation, give rise to the kind of regular behaviour that we represent in our scientific laws" (“Where Do Laws of Nature Come From?” 2)] 

A science composed of knowledge of these nomological machines suggests an account of science Cartwright refers to as “metaphysical nomological pluralism” (“Fundamentalism” 288). In metaphysical nomological pluralism, our various theories hold true for their domains, but no further. Contradictions might arise if the various models yield different predictions when describing the same phenomena using different parameters. We avoid the issue of contradiction insofar as the domains of theories do not overlap. The domain of any given model is restricted to the laboratory conditions under which we can observe and affect the particular phenomenon/a under study. This is still the case for theories where the domain is “the entire universe,” as it is for particle physics (291). 
	By arguing against fundamentalism, Cartwright effectively argues against unification; this follows from the objective of a unified science as established previously – to unify a maximum of facts and regularities through a minimum of theoretical concepts and assumptions. Rather than seeking to unify, pluralism leaves us with a science which is composed much like a patchwork quilt, where all of our theories fit together like squares of varying fabrics stitched together. Expanding this metaphor, a foundationalist science might, in contrast, be thought of as being composed of a single fabric. 
	Cartwright’s patchwork pluralism should strike someone as being a way scientists ought not to think about constructing their theories. It seems hard to believe that it would be possible in all instances for domains to be non-overlapping – or rather, that the domains as limited by laboratory/experimental conditions will continue to be so narrow as to never overlap. As mentioned before, perhaps the best counterexample to the pluralist position is that presented by the apparent irreconcilability between general relativity and quantum mechanics. It would be great if we could treat each of these theories as separate and applicable in their respective domains, which we already do use them for, but trouble arises where the domains meet. There is not a clear indicator of where and how a domain line should be drawn. Extremely massive and incredibly tiny phenomena like microscopic black holes represent anomalies which should theoretically have their behavior dictated by either GR or QFT, but whose behavior actually appears to adhere to neither. Perhaps this serves a larger point about the motivations of scientists who wish to unify, insofar as they recognize classes of phenomena that have been discovered (and/or may continue to be discovered) that bridge domains and warrant the development of new unified theories.
	A typical requirement philosophers of science impose on theories is that any theory or set of theories which aims to supersede another theory or set of theories that has been continuously established to be true must also be able to produce the same results under the same conditions under which the prior theory/ies were true[footnoteRef:6]. An example of this is Einstein’s application of Lorentz Transformations for time dilation, length contraction, and relativistic mass in Special Relativity. In Newtonian mechanics, concepts like time, mass, and length are all considered to be fixed. Einstein postulated that this is not always the case. This is revealed particularly when objects begin travelling at very high speeds. Observers may be in what are called different reference frames. An example of a reference frame is person standing atop the Earth, while another reference frame might be a person standing on a spaceship whizzing by the Earth. For our stationary observer watching the spaceship zoom by the Earth at extremely high speeds, time will appear to dilate or slow down. What is more, the length of the spaceship will appear to be foreshortened in the direction of its motion. Using Lorentz Transformations, we can calculate the amount of time dilation or length contraction an object in a moving reference (spaceship) experiences as viewed from the stationary reference frame (Earth).  [6:  See “Rule L” in the previous section.] 

	The equations for length contraction, time dilation, and relativistic mass are expressed below. 

Length Contraction

Time Dilation

Relativistic Mass
Here is some terminology to explain the equations above. L is the length of the shrunken spaceship as observed by the person on Earth. L0 is the length of the spaceship if it was in the same reference frame as the observer on Earth (that is, relative to the Earth, it was not moving). T is likewise the time that our observer on Earth would read as having passed on a clock located on the spaceship passing. T0 indicates the time as a clock would have read on Earth. m0 is known as the rest mass. m is used to indicate the effective increase in mass an object experiences when travelling at high speeds. In all equations, v is used to indicate velocity of the moving object relative to the observer’s reference frame. c is the speed of light, or 299,792,458 m/s. 
	Now here is the punchline: since we expect our new theories to yield the same results our older, proven theories did under the same conditions, Einstein’s new theory should likewise conform to Newtonian mechanical predictions. In other words, we should expect, at low speeds, for the effects of time dilation, length contraction, and relativistic mass to be negligible. And that is exactly what happens. In order to get even a 1% change in the values of time, length, or mass, the object must be travelling at .14c, or 14% the speed of light. This is extremely fast. For reference, the fastest a macroscopic human-made object has ever gotten was Nasa’s Juno spacecraft, which as of July 4th, 2016 was travelling at 165,000 mph or 73,761.6 m/s. This is only .02% the speed of light. In other words, the domain of objects travelling at terrestrial speeds, which Newton’s mechanics sought to describe, and the results which Einstein’s calculations yield at the same speeds, are in very close agreement.
	This is all to suggest that there exists a defensible standard for theory succession and that this standard could be viewed as entailing unification. This follows from the fact that the theory that will eventually replace QFT and GR will be expected to yield the same results which QFT and GR do when looking at each of their domains. In order to do this, the theory which succeeds them must necessarily set its domain to “the entire universe.” And in an Aristotelian vein, to accomplish this task with anything more than a single theory would be wasteful.

VII. On Parsimony 
A final possible motivation for belief in the epistemic value of unification might be the belief that it can be supported by an independent defense of the value of parsimony. By asserting an epistemic preference for simplicity, we effectively commit ourselves to the notion that simpler theories are “better”. Surely, simpler theories are easier to understand and work with, and there is a certain elegance that simple theories can have, but might there be some stronger, epistemic reasons for suggesting that a simpler theory is one to be preferred, other things being equal? For if the value of simplicity is to be left at “easier” and “prettier,” then a case might be more easily made to classify simplicity (and unification per simplicity) as a mere pragmatic or aesthetic frill (Sober, Ockham’s Razors 58). If, on the other hand, we can defend the epistemic value of simplicity, and establish a necessary relationship between simplicity and unification, we might be able to construct a more stable epistemological framework for the development of scientific theories than we could have without it. Presumably, we want our best scientific theories to say what the world is actually like, and not to just reflect some “psychological fact about which theories we happen to like” (59). 
In Ockham’s Razors: A User’s Manual, Eliot Sober writes that, generally, “[a] theory U that unifies two sets of observations O1 and O2 seems to be simpler than the disunifying theory T1&T2 (where T1 explains O1 and T2 explains O2)” (102). This establishes the two-way relationship between simplicity and unification: theories which attempt to unify will inevitably become simpler by virtue of converging progressively on using structure/ontology to explain some particular set of phenomena. Moreover, theories which seek to be simpler will eventually unify by unifying their structures or ontologies. However, what we mean by “simpler” in scientific representation, Sober suggests, depends on the type of paradigm of justification one accepts, where the two main candidates involve different accounts of probability. He proposes that these two prime candidates for providing for the epistemic relevance of parsimony are Bayesianism and frequentism. 
Importantly, what we mean by “simplicity” can vary according to which justification paradigm one adopts. The two main justificatory paradigms in contemporary science are Bayesianism and frequentism. Bayesians and frequentists agree on the mathematical behavior of probability (Sober 64). This is to say, they agree that probability requires some input into a mathematical function or process in order to tell you what the chances of an event happening are. Moreover, “[p]robability assignments always rest on assumptions [irrespective of paradigm]” (64). It is the kinds of assumptions that one accepts, about the meaning of “probability” in particular, which ends up being a determining factor for the types of results that each paradigm will produce. The stock and trade of Bayesians is likelihood – how likely is it for something to occur (H) given some background set of evidence (E) (72). For the frequentist, probability is defined in terms of frequency (62). Put a different way, “Bayesians often equate probability with rational degree of certainty and frequentists always want probability to be more objective than this” (64).
So what do the parsimony paradigms have to offer in terms of epistemic justification for unification? Sober contends that, under Bayesianism, the more parsimonious theories are those which are assigned higher likelihoods. In Bayesianism, a theory with a higher likelihood is preferable to a theory which is less likely (according to the law of likelihood) (141). For the frequentist, “parsimony is relevant to estimating a model’s predictive accuracy” (141). In the second paradigm, limiting the number of adjustable parameters a theory has helps estimate its predictive accuracy (141). Both models of justification are contrastive, meaning that in neither case do we assess a hypothesis on its own and decide whether to accept or reject that hypothesis (147). Rather, “we compare two or more hypotheses and see which are better than which others in some relevant sense of ‘better’“ (147). 
To clarify, the justification that is conferred onto simplicity in either paradigm is not the same thing as a direct justification of unification. However, given that one might be able to motivate a case for the epistemic relevance of simplicity as Sober has done, and that simplicity entails unification, there is a sense in which justifying the former provides a type of justification for the latter. That being said, Sober does not believe that, in either case, “the principle of parsimony [is] justified a priori” (148). He writes, “I am a reductionist about parsimony. If parsimony contributes to the achievement of some more fundamental epistemic goal, I am all for it. If it does not, I am not” (149). Such sentiments in some sense run antithetically to the objective of this paper – to motivate a non-pragmatic support of unification. Suggesting that parsimony finds footing only where it serves some other purpose might also have the effect of suggesting that unification, likewise, is only sometimes a relevant consideration. Or it might just mean that an attempt to justify unification through parsimony alone is a dead end. If the aim of an unqualified justification of unification in science is providing a more solid epistemological and methodological foundation, then the justification derived from the justification of parsimony would seem to be unable to provide that. 

VIII. Concluding Remarks
There are many ways in which the value of unification for sets of scientific theories has been and might be justified, and as has been suggested in this paper, to varying degrees of effectiveness. Despite that Historical justification is, in my reading of physicists, the most-referenced justification, it seems to stop short of a convincing form of justification. Its lack of justificatory power is revealed by its susceptibility to the Humean objection. The Epistemological justification suggests that the value of unification is found in its ability to confer greater explanatory power to theories which possess it over theories which omit it. This justification hinges on the interpretation of “success” as a matter of certain theories prevailing over contenders due to their greater explanatory power. Some may not find this interpretation of explanatory power convincing. I find it to be better grounds for justification than the Historical justification, but still lacking. Bas van Fraassen’s empirical adequacy picture offers one alternative view. Kitcher is able to respond to this by suggesting that van Fraassen’s view does not accord as well as Kitcher’s own view does with examples from the history of science. 
My consideration of the Scientific Realist justification first looked at the ways in which realism itself might be defended before moving on to suggest that unification is a goal necessitated by the realist position, borrowing from Leplin and Forster. This provides perhaps the most convincing justification for unification, requiring no special interpretation of success, thus performing better than Kitcher on this score. Instead, it suggests that the core tenets of a scientific realist position require a convergence in science, which fits well with a unificationist picture. The opposing pluralist position is exemplified by the work of Nancy Cartwright, who suggests that science should instead be understood as consisting of a patchwork of many domain-limited theories that all hang together in some way. I have argued that In practice, it seems unrealistic to expect the absence of anomalous phenomena occurring at the boundaries in the patchwork. One reason for believing this is the current irreconcilability demonstrated by quantum field theory and general relativity.
A final potential might be offered indirectly by providing a justification for parsimony. This approach is particularly interesting in that it incorporates probabilistic considerations. Through the work of Elliott Sober, we find that under each of two parsimony paradigms, related to Bayesianism and frequentism respectively, parsimony might have epistemic justifications. However, Sober explicitly states that while parsimony may have epistemic justification, his assessment of the significance of parsimony is limited to its utility with regard to fulfilling some other epistemic goal. This pragmatic approach to the implementation of parsimony does not bode well for providing a solid justification for unification. One might object that the pragmatic element of the former might suggest a pragmatic, non-necessary quality of the latter. Unification justified in this way would commit one to saying that the ideal towards which science should head (i.e. unification) is subject to pragmatic considerations and is non-fixed. This conclusion seems to assert something more contingent than the solid epistemological and methodological foundation which is sought after.
So where does that leave us? We have good reasons, I think, for believing that scientists today, especially physicists, are heading in the right direction by looking to unify their theories. It strikes me as being the case that physicists and science journalists who endorse it are right to believe that unification should be an ideal, but surprisingly are unable to provide a convincing reason why they think that. The answer they give most often involves reference to the success of the theories of historical superstars like Newton, Einstein, and Darwin. They therefore correctly identify unification as an attribute of good theories, but, insofar as precedent is not a sufficient rationale, are unable to explain why it is an attribute worth having. The work of Philip Kitcher I think provides one interesting way of motivating this belief. The scientific realist justification for unification has the virtue of fitting scientific practice in physics, and how scientists think about their practice. Kitcher’s view abstracts away from actual scientific activity because the argument schemas are not what scientists themselves think about or use, they are a reconstruction by a philosopher about what they are doing. The realist justification on the other hand accords with the way physicists do work in their practice, which is important from the standpoint of better understanding and communicability. 
By being able to justify the scientific ideal of unification, scientists increase the transparency of their enterprise. When people look at the direction science is headed in, physics especially, and ask “why are you doing things in that particular way?” – like I asked my physics professors – scientists should be able to demonstrate their line of reasoning. But as indicated at the start of this paper, the most common line of reasoning is a weak and unconvincing one. Providing stronger justification for unification fosters trust in the scientists’ decision to unify. When scientists demonstrate why they think unification should be an ideal, there is not an expectation that everyone will suddenly agree with their pursuit. Rather, being able to answer “why unify” in a more satisfying way, as I think the realist justification does, enables fellow scientists (and the public!) to engage in more productive and effective discourse that will push the sciences forward.
This is all to say that unification has been properly identified as an ideal in science, and depending on one’s background, may be justified in several different ways. In justifying this virtue of good theories, one is able to instill greater confidence in the degree to which people should trust science and its depiction of the world. 
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