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[bookmark: _heading=h.gjdgxs]In this paper, we consider how latent variables of mainstream quantitative psychology fits with two different models of scientific kinds. On the one hand, there is a good reason to think they fit with taxonomic and predictive success criteria that are popular within an epistemic understanding of scientific kinds. On the other hand, they conflict with widely shared person-based ontological commitments that underwrite psychological kinds because this research rests in large part on between-individual studies. We explore the implications of the different views on scientific kinds and argue that this is indeed a dilemma for the scientific discipline of psychology.



This 18-ring display of energies and talents gives plentiful evidence that psychology is going places. But whither?             

Lee Cronbach 



1. Introduction
There is probably no settled view about what scientific kinds are and whether they entail ontological commitments over and above common epistemic commitments, such as the categories being privileged in scientific taxonomies and for prediction. In psychology, however, it is notoriously difficult to even identify the categories of epistemic privilege. There are at least a couple of reasons for this. For one, there is the fraught relationship between scientific psychology and the psychological categories of everyday explanation and prediction. Some have argued that the kind terms that are rooted in everyday use, such as pain (Corns 2020), beliefs and desires (Churchland 1981), and emotions (Griffiths 2008) are too broad and even misleading to meet the inductive standards of scientific kinds. What’s more, there is the issue of the relative lack of theoretical integration of psychological kinds, perhaps best exemplified by the replicability crisis (Eronen and Bringmann 2021, cf. Feest 2019).
(Unfortunately), this paper does not aim to speak to these debates as much as address the core issue of how we should conceive of a psychological scientific kind in the first place. It seems that if we want to look at the best candidates for epistemic privileged and influential kinds in psychology, there is good reason to turn to the hugely influential field of correlational and quantitative psychology where many putative kinds such as the g factor and the Big Five are generated de novo. The constructs in this domain are not so much inherited from everyday common-sense psychology (although many of the terms for the constructs are), but rather introduced and elaborated using latent variables. These latent variables spring out of studying the variances between large groups of people. But in fact, they acquire a meaning that, as we shall see, is in strong tension with the presumed person-based ontology of our everyday psychology. 
The scientific and popular influence of these latent variable psychological constructs, on the one hand, and the lack of fit with expectations people have for psychology, on the other, has already been the cause for some soul-searching among psychological researchers. In an important article from 15 years ago, the psychologists Denny Borsboom, Rogier Kievit, Daniel Cervone and philosopher Brian Hood opened with the following nagging concern: ‘Anybody who has some familiarity with the research literature in scientific psychology has probably thought, at one time or another, “Well, all these means and correlations are very interesting, but what do they have to do with me, as an individual person?”. The question, innocuous as it may seem, is a deep and complicated one.’ (2009, p. 67)
We will argue that this concern should also prompt some philosophical soul-searching about the meaning of scientific psychological kinds. The influential research program based on between-individual methods is not aligned with the core ontological assumption about what kinds should be in psychology. We commonly think that psychology should be in the business of uncovering kinds that are predicated or underwritten by features within the individual person. But as we will show, the constructs postulated by this research literature do not speak to the existence of these features. So, we will ask: can we nevertheless think of latent variables such as the personality factors of the Big Five as psychological kinds? Or should we rather think that quantitative or correlational psychology has yet to come up with scientific kinds that fit with our sense of the person-based subject matter of psychology? 
These are the questions we will explore, but first we must get clear that we are even facing a deep and complicated problem. This is how we proceed. In section 2, we start with some pedagogical illustrations of how in general group-level co-variations may not mirror co-variations within the individual. Then, in 2.1, we turn to the deeper problem for psychology when co-variations are used to establish latent variables – commonly thought to be there to identify the scientific kinds of quantitative psychology, not least as key components in the development of psychological theory. Section 3 draws on the existing work on scientific kinds to consider what it would actually mean to have scientific psychological kinds and introduces an epistemic and predictive success criterion as well as a criterion that rests on ontological assumptions about the kind being grounded within a person. Section 4 considers the rejoinder that it is nevertheless possible to interpret latent variables as person-based psychological kinds, but we show that this reply has become increasingly undermined by empirical studies. In Section 5, we explore two different implications one might draw with respect to the capacity of the field for generating scientific kinds. The first option, described in section 5.1, holds on to the idea that psychological kinds should be predicated of individual people. This means a dramatic methodological revision for the quantitative method and the associated prospect that the field may not be able to produce scientific kinds at all! The alternative option, of section 5.2, is a departure from the idea that quantitative psychology is wedded to a distinctive and intuitive person-based ontology. Finally, Section 6 concludes our discussion with some reflection about what this all means for the identity of the discipline of psychology.

2. Correlations Between- vs. Within-Individuals in Psychology
Research in psychology can be said to contain two largely separate traditions: correlational or quantitative psychology and experimental psychology (Cronbach 1957 and Borsboom et al. 2009).[footnoteRef:1] Correlational or, as it sometimes is called, quantitative psychology, typically investigates the relationship between cognitive, motivational, and behavioural attributes, often in a natural setting, without any experimental manipulation. A major virtue of correlational psychology is the potential use of large sample size where one can measure attributes of a large number of individuals at a specific point of time (or, sometimes, a few different time points). Researchers then analyze the covariation between the different measurements among and between these individuals.  [1:  We do not discuss experimental psychology here, but Denny Borsboom and colleagues show that in that case the problem is more about making extrapolations from population averages to individuals and the fact that inter-individual differences are viewed as noise (2009, p. 71). These concerns are also applicable to correlational psychology, but distinct from the ones we wish to discuss as ours concern the interpretation of the constructs and posited constructs themselves. For a recent discussion that focuses on the problems of theory building in psychology, based specifically on the use of experimental methods, see Eronen & Bringmann 2021). ] 

The psychological attributes studied may be directly observable or, more ambitiously, indirectly so, as latent variables. Let’s first, for matters of simplicity, focus on observable variables. Say, for example, that we want to find out how the number of compliments a person gives per week relates to the number of social activities the person engages in per week. We start by asking a large sample of individuals to report how many compliments they gave last week and how much time they spent on social activities (and let’s also assume that they are perfectly correct in their report). We calculate the correlation coefficient, and let’s say we end up with a value of r = .6. We conclude that social activities facilitate giving compliments, and, perhaps, suggest people should engage in more social activities to foster a positive environment of giving and exchanging compliments (or, we may think the causal arrow goes the other way, and suggest people give more compliments as a way of enhancing their social life). 
But what does this correlation tell me about my own tendency to give compliments if I engage in more social activities (or vice versa)? As it turns out: not much. In fact, the supposed population-level correlation between giving compliments and the number of social activities is entirely compatible with a result that every individual who increases their engagement in social activities on the contrary gives fewer compliments. Thus, in principle, we might actually find the opposite relationship between attributes within an individual compared to within a population (see Figure 1).

 INSERT FIGURE 1 ABOUT HERE
Figure 1. Schematic illustration of a case where the within- and between-person relationships between variables are the opposite (i.e., a case of Simpson’s paradox). Each colour represents one individual; solid lines represent individual regression lines. The dotted line is the regression line for all data points.
How can this be so? In a case like the above, the relationship between social activities and compliments found between individuals might just be explained by the fact that a group of individuals (those at the top right, in the above graph) who in general give more compliments also be caring people that have more friends and therefore naturally also engage in more social activities. At the same time, within individuals it may however turn out that having a lot of social activities is stressful and makes them less inclined to truly attend to others, which would then result in less compliments given. The relationship between variables within and between individuals would in this case be diametrically opposed.
This would be an instance of Simpson’s paradox, when the population-level covariation is reversed within the subgroups (or, here, individuals) comprising that same population (see also Kievit et al. 2013).[footnoteRef:2] But a reversal is of course not the only possibility. It might be the case that individuals follow any number of different models where some individual’s social activities are positively correlated with their compliment giving; others negatively correlated; and still others, not correlated at all (see Figure 2). [2:  A classic example of Simpson’s paradox is the relationship between writing speed and the accuracy of writing (e.g., MacKay 1982; cf. Dutilh et al. 2011). Within individuals there is the speed-accuracy trade-off; that is an inverse relationship between speed and accuracy, the more speed with which you write, the less accuracy you should expect. The interindividual correlation between speed and accuracy is, on the other hand, generally positive and attributed to mental abilities such as fluid intelligence (Jensen 1998).] 


INSERT FIGURE 2 ABOUT HERE
Figure 2. Schematic illustration of a case where the within-person relationships differ between individuals. Each colour represents one individual; solid lines represent individual regression lines. The dotted line is the regression line for all data points.
[bookmark: _heading=h.1fob9te]In this scenario, compliment-giving fails to have any systematic relationship to social activities within individuals. Still, the problem is tractable since the relationship between attributes within individuals is discoverable if individuals are measured on multiple occasions and the correlation coefficient calculated separately for each individual. Of course, diverging results between individuals and within individuals could be easily missed using standard methods, but there is not in-principal reason to be concerned with the variables themselves. Presumably, in relation to our above example, we would be quite happy to revise our understanding of the effect of social activities on the tendency to give compliments according to the within-individual results as there is no mystery about the meaning of the variables themselves.

2.1. Latent variables
Our point with the preceding section is not to describe the paradox in order to resolve it as such, but rather to highlight that the relationship between variables like compliments and social activities should not be understood as one that exists as between persons per definition. The relationship might be realised in a wholly different way at the within-person level. But the problem described so far is also manageable because it does not affect our understanding of the observable variables themselves, i.e., social activities and compliment-giving. When the between-individual studies are used to establish latent variables–variables that can only be observed indirectly–we reach a whole different level of complexity concerning the meaning of the relationship between variables because now the relationships are used in part to define what a psychological construct is.
It is common practice in psychology to estimate latent variables by statistical techniques such as factor analysis or structural equation modelling. An important rationale for such modelling is that it is supposed to allow for improved or robust measures of the psychological construct of interest, especially in the field of personality and higher cognitive function. Cognitive abilities, for instance, are commonly studied as latent variables because scores from a single task will be influenced not only by the cognitive ability of interest, but by many other factors (such as differential familiarity with certain tasks or the type of material used) as well as by measurement errors surrounding the testing. The virtue of latent variables is that several different tasks are instead used to measure the psychological attribute of interest, and the shared variance of these tasks is then extracted. We thereby mitigate task specific variance, error variance and end up with what these tasks have in common; a supposedly ‘pure’ measure of the targeted psychological attribute or cognitive ability in question. Finally, the method gets its robustness from using large samples of individuals who perform batteries of psychological tests and then reviewing the correlational structure between them. 
The use of latent variables is therefore thought to be a reliable guide for making inferences about the way people differ in terms of cognition, motivation and personality, and a way of discovering the structure of psychological traits or abilities. Let’s briefly look at some examples. One well-publicized conclusion is that cognitive abilities are structured in a hierarchical fashion (even though the exact details of the structure are still up for debate). Using factor-analysis, Carroll and colleagues (1993) presented an influential three-stratum theory: In the first stratum we find narrow cognitive abilities (e.g., numerical reasoning and verbal reasoning) which covary with broader abilities in the second stratum (e.g., fluid intelligence, general memory and learning, processing speed) which finally lead to a pattern of covariance with the so-called g factor (or general intelligence) at the top of the hierarchy. The outcome is thus latent variables clustered at three levels with the g factor being the latent variable representing the shared variance of all these abilities (Jensen 1998). 
[bookmark: _heading=h.3znysh7]Within psychological theories of personality, the impact of latent variables and factor analysis simply cannot be overstated, with the immense influence of the so-called, ‘Big Five’ (also called the five-factor model of personality). Through a comprehensive questionnaire and factor analysis, a model of personality with five latent factors has emerged: openness to experience, conscientiousness, extraversion, agreeableness, and neuroticism. These factors have been found fairly consistently to describe the patterns of data gleaned from personality surveys in which large samples of people have responded to a range of different questions (Digman 1990).
[bookmark: _heading=h.5pi41ry8sb9h]Latent variables have therefore been pivotal for the establishment of psychological constructs and theories in some branches of psychology, with personality being perhaps the most salient example (e.g. McCrae and Costa 1995). This is significant because latent variables are not merely used to discover interesting correlations between attributes, but also to uncover key psychological constructs and posits for theory-building. However, just like the earlier example with compliments and social activities, the same misalignment between the levels within and between persons could also occur here. It is only that in the case of latent variables, we must contend with the additional issue of the factor analysis of between-person variation giving us the theoretical constructs in the first place. A misalignment would then not only mean that we would have a possible mismatch between levels; it would also mean that the meaning of the psychological constructs themselves is at issue. 
This is not to say that such misalignment between levels cannot be found or controlled for in the case of latent variables; indeed, we will return to such attempts in Section 4. For now, our point is a conceptual one: some important psychological constructs are established by between-individual studies which simply does not speak to what the within-person equivalents are. 

3. Two Notions of Scientific Kinds in Psychology
One issue posed by latent variables is the extent to which it assumes some form of (causal) realism. Denny Borsboom suggests we can only seriously read off measurement outcomes as indicating psychological constructs or attributes, if one thinks that there is a causal relation between the attribute measured (say, the g factor) and the measurement outcomes, such that the latter causally depends on the former (2005, p. 162). J.D Trout argues that there is not much difference between observable variables and unobservable (latent) variables as both are ‘taxonomically interesting population parameters’ (1998, p. 48). In contrast, caution has been expressed by Elina Vessonen who thinks the practice of factor analysis should be coupled with a more agnostic operationalism where we think of scientific progress in terms of measuring attributes with increased empirical adequacy (2019). 
The question of whether latent variables are relevant scientific kinds is different and goes beyond issues of realism and instrumentalism, however. Thinking about them as scientific kinds is at its core about which of the different possible classifications or taxonomies to privilege in a particular domain (Magnus 2012). We then ask not foremost whether the proposed latent variable classifications refer to something ‘real’ or not, but which classifications we ought to privilege in the domain of psychology?  
In philosophy of science, however, we find disagreements about whether certain classifications should be privileged based on chiefly ontological or epistemic reasons. There is an increasing trend toward a so-called, ‘epistemology-first’ approach to kinds. For example, we have PD Magnus' idea of kinds being the epistemically necessary or indispensable posits included in the most successful scientific theories of a domain (2012), or Marc Ereshefsky and Thomas Reydon’s idea of natural kinds as a function of classificatory success (2015). For these approaches, it is the epistemic success in terms of induction and prediction is a ground for privileging kinds (for critical reviews of this approach to kind, see Lemeire 2021; Kendig and Grey 2021). 
Another school however thinks of scientific kinds as those classifications that we ought to privilege because they conform to a certain expected ontology of what scientific kinds are within a certain domain. Such views typically do not deny that there are also epistemic criteria for scientific kinds, but they claim that these criteria in turn flow from certain ontological criteria (e.g. the existence of certain causal mechanisms or other non-accidental grounding) that might also be domain-specific (see e.g. Boyd 1991; Millikan 1998; Godman 2020; Kendig and Grey 2021).
So, are latent variable constructs kinds on either the ontological or the epistemic rationale? Epistemic rationales seem plausible in this case. Latent variables have generated psychological constructs that are used to predict a whole range of behaviour. For example, the Big Five is used for predicting different types of political behaviour, from voting to attitudes to immigration (see Gerber et al. 2010; Mondak and Halperin 2008; Danckert et al. 2017). Most impressive, perhaps, is the g factor (general intelligence) that has been shown to predict many different outcomes. Both occupational attainment and job performance is predicted by intelligence (Schmidt 2004) and intelligence in youth even predicts mortality risk (Calvin 2011). Educational achievement is another predictable outcome based on intelligence. Deary and colleagues (2007) found that latent intelligence at age 11 predicts educational achievement at age 16 in a broad range of subjects and can explain a sizable part of the variance (between 20% to 60% depending on subject). Furthermore, Watkins and colleagues (2007) showed that while intelligence predicts future achievement, it is not the case that achievement predicts future intelligence. 
This seems to chime with those accounts that see the epistemic concerns about scientific kinds as the primary reason to privilege certain classifications (e.g. Magnus 2012). On these accounts, scientific kinds are simply supposed to be defined purely in terms of their epistemic fruitfulness within a certain discipline, and perhaps also, across several of them. If so, surely the latent variables of the Big Five and the g factor are not only descriptively the kinds of our scientific practices, but also rightfully the central scientific kinds of psychological taxonomy precisely due to their inductive and predictive success.
But what about the ontological commitments associated with scientific kinds in psychology? These need not be particularly weighty commitments, but psychological constructs and kinds are typically understood as items predicated of individual people, regardless of if their realisation lies at the personal or sub-personal level (Molenaar 2004; Hamaker 2012). That is, in the case of psychology, we think of psychological scientific kinds as person-based kinds, grounded within and only attributable to individuals.[footnoteRef:3] We think of extraversion, for example, as a trait that not only says something about you in relation to others, but also as a trait that is grounded within and predicated of you. On such an ontological view of psychological kinds, the repeated predictive usefulness of the kind is explained by something within or intrinsic to you, such that your being or becoming more extraverted also predicts certain behaviour of you as a person. Another way of putting the point is as follows: When describing two different people as extroverts, we can generalize between them in virtue of the two of them belonging to the same kind in virtue of some shared property or properties that each person has.  [3:  There are also kinds in psychology, especially social psychology, where there are no commitments about the trait being grounded within the person, but rather concern (social) relationships and group processes, for example. In such cases, however, it is rather explicit that one is not interested in a person-based structure to begin with. ] 

The idea behind this person-based ontology of psychological kinds is then that their taxonomic and inductive success is connected to some intrinsic property or properties of individual people. That is, for all those who realise the psychological kind there must be some inherent feature in virtue of which it can be said to be true that they instantiate the psychological kind in question. The nature of the intrinsic feature of a kind is of course up to debate, but one predominant idea is that it must be an intrinsic causal node or mechanism shared by those who realise the kind (or that is responsible for the kind’s cluster of properties) (see Boyd 1991; Khalidi 2018). This intrinsic feature might be coupled with partly extrinsic or relational features that ground the kind as has been argued in the case of the individuating mental content (Burge 1986; computational content (Egan 1995; or cognitive tasks (Pöyhönen 2014).[footnoteRef:4]  [4:  There is also a debate in the philosophy of biology about whether these explanatory grounds or essences of biological kinds can be fully historical or relational as has been suggested in the case of species’s lineages (Okasha 2002; Godman 2020; cf. Devitt 2023). Such fully relational features do not seem to be an acceptable explanatory grounding in psychology, though we return to this issue in section 5.2.] 

We will return to the issue of whether a fully extrinsic or relational grounding is possible in the case of latent variable constructs in psychology in section 5.2, for now our point is merely that this is not commonly part of what most of us think psychology is up to: psychology, if any discipline, is a discipline about individual people and generalizations across them. This can be contrasted against areas of social sciences like epidemiology, sociology and perhaps also economics where non-individualistic material causes and structures are much more palatable (if still controversial) parts of individuation and causal modelling of the respective kinds. 
All the same, latent variable constructs in psychology do display a predictive success by establishing a correlational structure that precisely exists between and not within individual people. As we saw in the last section with observable variables and Simpson’s paradox, it could certainly be the case that the cognitive, affective or personality constructs and thus kinds that exist within individuals are completely different. Thus, our problem is that on the one hand, psychology is heavily invested in using large scale between-individual variances to establish latent variables for establishing robust and predictively successful and theoretically foundational kinds. On the other hand, the development and use of psychological kinds is also driven by ontological assumptions that are person-based; that we aspire to be true at least in part in virtue of some feature within us or intrinsic to us as individual people. 
To be clear, the problem addressed in this paper does not apply to all areas of psychology, such as social and developmental psychology. It applies to constructs in psychology that are investigated using latent variables, and that are generally understood as constructs applied to the individual. Our main examples throughout this paper are intelligence and personality. The reason for this is twofold: First, these are two very central and prominent areas of correlational psychology that have influenced both other scientific fields as well as laymen. Second, these are areas where empirical investigations of the possible alignment that will now be presented in section 4 have been tested thus far. 

4. A Possible Alignment?
Before we move on to the question of how to view psychology given the two different models of scientific kinds, one might think we have been a bit hasty. Might it nevertheless be the case that we can align the between- and within-individual levels in the case of latent variables like the g factor and the Big Five? If so, we would be able to think that the latent variables are scientific kinds also according to our person-based ontological assumptions. Perhaps we should not exaggerate the problem since in practice the latent variables obtained between individuals function just fine as a substitute for within the individual. Indeed, many studies are done with the assumption that these dynamics are more or less equivalent. Theoretical scepticism is one thing; empirical purchase, another. 
But, in fact, substitution functions as a testable hypothesis: does the within-individual correlation structure line up with the latent variables that have been demonstrated in research between people? Increasing awareness of the possibility of misalignment has spurred researchers to examine whether the between-individual latent variables do indeed line up with the psychological structure that exists within individuals. Here are some initial results.
 Starting with personality research, the Big Five-factor model is supposed to not only capture the variance of personality between different people, but also represent personality features relatively stable from childhood into adulthood–thus assuming something akin to a person-based ontology. However, Borkenau and Ostendorf (1998) explored the factor structure of personality using data from 22 subjects that were measured multiple times with the Big Five personality questionnaire. This meant that they could get a factor structure for each of these subjects individually. When iterating these results and discussing them in the context of within- and between-person differences, Molenaar and Campbell (2009) concluded that subjects differed in the number of personality factors they exhibited. That is, while for one person, there could be one single factor explaining the covariation of personality items, another could have three such factors, leading to the conclusion that the within individual personalities were very differently organized from that which one would predict based on the between-individual studies. Moreover, there were also differences between the within-person models in terms of which factor a specific question depended on. A questionnaire item that in a between-person analysis would measure one specific factor, could for the individual measure a completely different one.[footnoteRef:5] [5:  For a more detailed discussion of between- and within-person constructs in personality research, see Cervone (2005).] 

Affect is another area where the between-person and within-person variance fails to converge. Annette Brose and colleagues (2015) explored the within- and between-person structure of positive and negative affect and concluded that they do not fall in step with one another. A central difference was that within-individual people, positive and negative affect could not be assumed to be independent of each other, in the same way as common publicized findings in the between-person analysis have demonstrated (Watson and Clark 1997). So, while the initial between-subject analysis might, given a person-based ontology, lead you to conclude that your current level of positive affect is unrelated to your current level of negative affect, this conclusion is not at all warranted according to the study by Annette and colleagues. 
Finally, some of the same psychologists have also taken on testing whether the within- and between-person structures of core human cognition and intelligence differ and, how (see e.g. Brose et al. 2010). Most centrally this involves cognitive constructs at the higher end of the cognitive hierarchy, and especially the so-called g factor, which we have seen figures in a range of psychological theories and predictions. In a recent study, Schmiedek et al. 2020 had 101 young adults perform nine cognitive tasks on 100 occasions distributed over 6 months, thus allowing them to study both the between- and within-person structure of cognitive abilities. What they found was a marked difference of cognitive structure between persons compared to within them. Whereas working memory contributed to the greatest share of variance both within and between individuals, the hierarchical assumptions of the g factor were not generally supported. Furthermore, and rather unsurprisingly, the within-person structures of cognition also varied between persons. To give an example, if we know the between-person correlation between abilities, and we also know a person's performance on, say, a perceptual-speed task on a specific day, we cannot draw any conclusions about that same person’s performance on an episodic memory task on that day. As Schmiedek et al. note: ‘Our results demonstrate that well-established between-person findings provide little information about correlations among day-to-day fluctuations in cognitive performance within healthy younger adults. Knowing that a given person shows high or low levels of performance on a particular task or ability relative to herself/himself on a particular day does not allow us to predict this person’s performance on different tasks or abilities on the same day, unless his/her within-person structure has been assessed.’ (2020, p. 17).
These results alone reveal that differential patterns of cognition, affect and personality do seem to exist between individuals and within individuals. We are thus not merely dealing with a theoretical or conceptual possibility; when the possibility has been put to the empirical test, the parallel in structure has not been born out. There are also very good reasons in theory to suppose that the processes and dynamics behind the within-persons correlations will differ from the variance found within a population. After all, there are several factors contributing to the variance between-individual data that simply could not be a factor within individuals over time. One example is genes that vary between persons and presumably cause differences in cognition among people, but this variation is obviously not reflected within-persons.[footnoteRef:6] [6:  For an extended discussion of the theoretical reasons why an alignment are unlikely, see e.g. Borsboom et al. (2003).] 

This brings us to the root of the problem. When it comes to latent variables and the possibility of postulating psychological scientific kinds, one cannot explain the misalignment between the between-individual covariance and the within-individual covariance by pointing at the sources of heterogeneity like genetic or neurological difference. Latent variables are supposed to help establish a taxonomy of personality, cognition, i.e., relevant psychological kinds. It is not just that we can’t assume that the correlations within individuals over time will mirror the ones between individuals over time; it is that these ‘kinds’ leave us with no grasp of how the psychological constructs, identified and defined inter-individually will function at all from a perspective of understanding psychological kinds as based within and linked to individual people. 
One might wonder why researchers bother to check these assumptions at all, since the within and between person structures are so unlikely to align because the causes of variation between individuals will not overlap with causes of within individual variation (e.g. genes and parental education explains variation between but not within people). We surmise that those engaged with this research, are nevertheless driven by something akin to the ontological view of psychological kinds described previously; that is, they think that the within-person structure poses some sort of challenge to the dominant between-individual paradigm. We believe that this challenge is of an ontological nature and concerns what psychological kinds should be.

5. Whither Psychology?
If what we have argued so far is correct, there is a real issue about whether the current research programme of correlational psychology is able to provide us with psychological kinds. Having set out the obstacles for thinking of latent variable constructs as scientific kinds, in the following sections, we try to be more constructive by sketching the two options of how to approach scientific kinds in this psychological research. Either we hold on to the commitment to establishing kinds at the level of persons or individuals but must then contend with some worries about their being and psychological kinds to uncover. Alternatively, we hold on to the predominant between-individual methodological approach and its posited latent variables, but then the understanding of the ‘psychological’ subject matter might have to be revised. We begin with this first option and then turn to the other in the next section.

5.1 Option 1: Abandoning the current kinds of quantitative psychology
Those who have strong ontological commitment to psychology being person- or individual-based are likely to be doubtful about the very claims of epistemic success made by those that advocate the Big Five, the g factor and so on. Indicative of this is how hard it is to shake off the (mistaken) interpretations of these constructs in terms of them being effects of within-individual cognition, personality and affect. If so, then perhaps so much the worse for the current psychological constructs and the existing between-individual methodology used to establish them as kinds. 
This diagnosis then seems to mandate both some form of eliminativism of the existing between-individual latent variables and a methodological revision of quantitative psychology so as to tailor both research and theory-building to investigating and uncovering precisely within-individual scientific kinds. Psychologists like Peter Molenaar (2004) and Ellen Hamaker (2012) and are known for pioneering precisely such a reform. In their own words, correlational psychology should then be re-oriented (back) to the person–the proper home for the discipline. This seems premised on the idea that it is within persons we should find the natural home of psychological constructs and kinds. Such a reorientation implies study designs that are both intensive and longitudinal, collecting multiple data points for each individual subject via either experience sampling, ecological momentary assessments, or daily diaries. 
 To be clear, this reorientation does not mean that variation between individuals is unimportant. It is just that the point of departure for such research is the variation within an individual over time, only later to focus on what the variations are between individuals and with that the possibility of making relevant generalizations and postulating kinds. Or as Molenaar states it in his manifesto for a person-based psychology: ‘Psychology as an idiographic science restores the balance by focusing on the neglected time-dependent variation within a single individual (IAV). It brings back into scientific psychology the dedicated study of the individual, prior to pooling across other individuals’ (2012, p. 202). 
In contrast to the studies of section 4, these studies are then not first or foremost there to identify possible alignment with the between-person co-variance. Instead, they are primarily there to model the temporal dependencies in ability and motivational structure that can be gleaned from data following single individuals. Only once this is done, we turn to the issue of kinds and generalizability. Such a shift in research strategy then aims to model variable patterns of temporal dependencies across different individuals over time by first using a time-series model to describe the within-person process and then allowing for individual differences or variations in the parameters of these processes (Hamaker and Wichers 2017). 
This shift to a new statistical method of time series analyses has amongst advocates been hailed as a new dawn for studies in correlational psychology (Hamaker et al. 2005). Indeed, it also seems to have some support from those researchers that have discovered heterogeneity when comparing between- and within-individual patterns such as those we saw in section 4. For example, Schmiedek and colleagues who studied the differential structure of human cognition conclude their results by noting that: ‘to reveal the development and organization of human intelligence, individuals need to be studied over time’ (2020 p. 1). So, to be clear, the ambition is still to have generalizable and comparable psychological kinds and to be able to group individuals in the correct groups for predictive purposes based on their particular cognitive or motivational type. Yet now the groups and the generalizable dynamics are based on whatever variance and cognitive structures are revealed when we first follow individuals over time. 
Although the shift in research programme initially looked laborious, the practical challenges associated to this reorientation for correlational psychology are looking increasingly surmountable. The use of apps and smartphones have made data collection far less cumbersome (while of course introducing new methodological issues in their own right). What is more concerning, is the dearth of generalizable findings so far. Indeed, with a methodology where we first follow individuals over time there is no guarantee that we will detect variance that can be explained in terms of psychological kinds. As we saw in see section 4, there are certainly suggestive findings from within-individual studies that one can build upon, but it is unclear if this reformed research programme will manage to generate its own structures or processes – that is, psychological kinds that we can use to make inductive generalizations and predictions about ourselves. In other words, the option then runs up against the predictive and inductive success criteria with respect to scientific kinds. 
There is also a worry about categories fulfilling the very person-based aim that initially led us to this option. Suppose we find a within-individual level pattern of, say personality, which breaks down into kinds through this reformed method. Must such kinds necessarily be explained in terms of the intrinsic time-invariant properties of the individuals in question? In fact, the relevant correlations found within individuals over time may also be due to exogenous features such as the context or season that affect the individuals in uniform ways over time. There is, in other words, no guarantee here either that one is getting at a psychological structure that is persistent across weeks, months, or years, just because the research is grounded in longitudinal work. In our view, there is at least some reason to believe that the factors causing the variance in the processes studied will be quite different depending on timescale. For example, measuring an individual sparsely over a full year would likely generate data influenced by effects such as seasons, while measuring an individual densely over a week would be less influenced by this, but more by the time of day. This would result in different correlational structures depending on the timescale chosen, but not because of any intrinsic or inherent facts of the persons involved. 
Advocates of this option like Molenaar and Hamaker would likely reply that the motivation behind the time-scale studies is to at least attempt to establish a connection between the psychological kind and the individual person. One aims to uncover the cognitive organization and dynamics of individuals even if many processes might also have some exogenous dimensions. To be fair, it is also probably too soon to judge this new burgeoning field of heterodox correlational psychology in terms of its capacity to deliver psychological or scientific kinds (and ideally both). The within-person research program is still considered peripheral both in terms of funding and prestige compared to between-individual quantitative psychology and probably deserves more time and support before it can be fairly judged on its ability to deliver scientific kinds. 
[bookmark: _heading=h.tyjcwt]So maybe the most serious worry about this option is rather that it is based on preconceived notions about what its subject matter or ontology of psychology should be and leave us with little to replace it with. Perhaps we should not be as committed to thinking of psychology in terms of giving us generalizable kinds of cognition, personality and motivation of persons and within individuals over time. This then leads us to the second strategy which is revising our understanding about what correlational psychology is about.

5.2 Option 2. Retaining the current scientific kinds of quantitative psychology
We have seen that sticking to ontological assumptions about psychology’s subject matter comes at a cost, so we might think we should revert to the success criteria of scientific kinds and abandon the ontological assumptions instead. After all nothing so far challenges the idea that the existing research programme of quantitative psychology has discovered features robustly detected in big samples that are predictive of everything from voting to educational achievement to mortality, so why throw the baby out with the bathwater? 
What would it mean to stick to a solely domain(s)-specific scientific success criterion for scientific kinds in psychology though? An immediate implication is that one can retain the between-subject latent variable as core parts of a theoretical, taxonomic, and predictive apparatus for purely epistemic reasons. As we have argued this means divorcing this success from certain ontological assumptions about the psychological subject matter, but perhaps this is a price worth paying. 
But before deciding on such an option we should consider why the correlational structure behind these between-person latent variables comes about at all, especially as we are not entitled to assume that it emerges from intra-individual processes or intrinsic stable structures. There are in fact some interesting proposals in the literature.
 First, Denny Borsboom and colleagues have suggested that we understand the between-subject constructs as dispositional, multiply realizable, and multiply determined in individual architectures. It is worth quoting their argument for the multiple realization of intelligence at length: 
Just like a given level of racing ability can be realized by different vehicles in different ways, a given level of intelligence may be realized in different people in different ways. To see this, it is illustrative to note that, should we tomorrow be visited by little green men from outer space who, instead of a brain, have a hydraulic system located in their left big toe that does the thinking, they might still be located on the dimension of general intelligence as long as their levels of intelligence can be placed on the same line as ours and behave in the same way, even though the item response processes, at a physical level, may have few elements in common with our own. This thought experiment, naturally, represents an extreme case, but it is in our view highly likely that in the human population general intelligence (if it exists) is realized differently in different people as well; this appears to be almost guaranteed by the sheer complexity of the human brain and the existence of inter-individual differences in cognitive and emotional development. Such different realizations of the levels of inter-individual differences dimensions can be expected to involve ‘physical’ differences (e.g., in the context of intelligence, brain size, neural plasticity, neural connectivity, etc.) as well as ‘psychological’ ones (e.g., differences in strategy, the use of cognitive rules and heuristics, etc.) (2009, p. 89)

As the authors correctly point out, this multiple realization of latent variables suggests a relation of supervenience between the intra-individual level and the inter-individual level. They therefore accept that at the level of the supervenience base (or intra-individual realization) there may not be any relevant laws or kinds at all. 
But this claim of multiple realization and determination of psychological kinds mostly amounts to a negative claim and not an alternative ontological picture. That is, multiple realization may be a correct description of how the g factor, or similar scores in a particular ranking is achieved within different individual humans (or even Martians), but this is not the same as arriving at an explanation of how the joint effect or performance is achieved – let alone a common basis for a scientific kind. To be confident of this being a matter of kindhood on the ontological view, it seems we at least would need something to complement the multiple realization claim. Ideally, for psychologists this would be done by pointing to some shared intrinsic process or property of the people or minds of those with roughly the same measure. But certainly, the thesis of multiple realization alone does not imply any common set of properties responsible for realizing a certain score for intelligence, let alone a psychological one (Couch 2005; Godman 2015).
Of course, it is very natural to think that this projectability of a multiply realized item has something to do with cognitive ability or personality structure within a particular individual even if the realization varies between individuals. Unfortunately, this is exactly the route that no longer seems open to us since this is precisely what we have seen has been both conceptually and empirically challenged when checking for an alignment between within and across individual structures. Therefore, at least as currently stands, one simply cannot help oneself to the claims that there is some different realisation that nevertheless represents an intra-individual intrinsic property or person-based kind. 
It may be plausible that ‘within-subjects variation is not required for there to be within-subjects causation’, as Naftali Weinberger argues (2015, p. 357) such that a different intrinsic within subject causal feature would be responsible for each particular performance. We confess to struggle even to interpret this as a form of causation. Brian Hood concedes that latent variables may be read as ‘confounding causal factors yet to be disentangled’ (2013, p. 753). But this concession seems difficult to couple with the success criteria of scientific kinds and their important role in both psychological and social science research and theorizing. Here they are simply treated as both predictively and causally valuable without any associated need to be disentangled. Moreover, as we have seen, it is in the process of being incorporated into theories and other studies, especially outside psychology, that latent variables typically receive their within-subject or person-based interpretation. And so, the worry is that at least some of the scientific success itself might be partly (and falsely) premised on an understanding of the meaning of the latent variables as person-based kinds.[footnoteRef:7] [7:  The extent to which the scientific success is premised on this interpretation is of course hard to determine much less quantify, but in explicitly social sciences like political science, the motivation for using the Big Five does for a large part seem to rest on including important person-based effects of say, personality (for a more sophisticated take on the personality measures for predicting political behaviour, see Bakker and Lelkes 2018).] 

What about interpreting latent variables in an analogous way to how social structures or causes? On such an interpretation it is some wholly extrinsic, social or environmental, structure or feature that is responsible for underwriting the causal and predictive success of between-individual latent variables. To return to Hood’s understanding of latent variables as possible confounders. The proposal here would be to causally disentangle the latent variable more in terms of a social or economic science just like between-individual studies in medicine, epidemiology and social science are deemed ‘necessary to examine structural, contextual, and sociological effects on human behaviour and disease development’ (Schwartz 1994, p. 823). 
We see some significant obstacles to making this type of move in psychology, however. First, it is not clear which social property, kind or structure is doing the causal work in the case of latent variable constructs in psychology. This makes it hard to stand by the idea advocated by Faller (2023) that we should ‘zoom out’ to the intrinsic property of the social cause in explanations, as we would not even know where or which property to zoom out to in the case of between-individual constructs, such as extroversion.
Second, one of the most attractive options for explaining how a structure or extrinsic cause produces its effects is by appealing to how it enables or restrains the individual’s agency (Haslanger 2016; Ross 2024), such that the agency and the social structure are both independent and then, also interactive features. Thus, the individual is restrained or enabled by e.g. material conditions, recession, racial segregation etc. But in order for this modelling to work also in the case of psychological constructs, one must understand how a latent variable psychological structure can be modelled as both independent of an individual and then interacting with them. This modelling effort in psychology simply has not been forthcoming so far.
Third, and relatedly, the existing discussions of structures are concerned with the role of social structures or causation in relation to individual agency. This strikes us as a rather different explanandum from psychological constructs. In our case, we are less concerned with how the structures affect agency and more concerned with how the structure might account for the stability and repeatability of a psychological kind.
To be clear, none of these points count decisively against adopting social structural or social causal framework for understanding psychological constructs based on between-individual studies. As our previous discussion of extrinsic features partly defining the psychological predicate indicated, we entirely accept that extrinsic, environmental and often social conditions influence and shape our psychology and may even partly define it. Even our intuitive understanding of person-based psychological kinds should also be able to accept this (in fact the approach in 5.1 might be better apt at modelling such mind-environment interactions, but this is an argument for another day). The trouble is that such frameworks of wholly external or relational grounding has been foreign to modelling attempts of psychological constructs so far.
[bookmark: _heading=h.3dy6vkm]Perhaps the best way forward for between-person psychology is to be ontologically completely agnostic. But even this agnosticism might not be a stance that is easy to take up because of the identity of psychology as a distinctive field of research with a distinctive contribution to science and to other fields in social science. Thus, even an ontological non-committal purely success-driven criteria of scientific kinds will struggle to be completely agnostic where the success of predictions and inductions stems from, since it will always be tempting to think is from shared intrinsic features of individual persons.

6. Conclusion
Quantitative psychology, and the psychological constructs derived from its latent variables, have been highly influential in giving us a sense of what psychological kinds are–especially when it comes to dividing up people and predicting behaviour in terms of personality, motivation, intelligence and so on. We have argued, however, that it matters how we interpret these existing psychological constructs and not just for how we might misunderstand them in our everyday life or more philosophically. It also matters for the identity of the discipline of psychology and its path forward. By drawing on a debate about what accounts for privileging of certain scientific taxonomies as kinds in a domain, we have argued that psychology faces a choice: On the epistemic view of kinds, we can stick to a seemingly successful epistemic and predictive enterprise, but then we cannot simultaneously explain its success in terms of the person-based intrinsic properties (or language?) that come so naturally to us. Alternatively, we can reorient the discipline back to the person in a way where it is unclear whether we will get some scientific kinds grounding generalizations that fit the bill.
We have explored both these options and neither has proved entirely satisfactory. But one might wonder if we need to choose. Perhaps the most constructive thing we can do is to explore different options in parallel before arriving at a decision. Indeed, either or both approaches may become increasingly convincing with greater methodological and theoretical maturity and with greater openness with respect to the ontological commitments. To be clear, approaching the two options in tandem would not be a matter of them being easily reconciled or supplementary as it is hard to see how the respective constructs would fit together under a coherent psychological construct. It is rather that the task of figuring out what psychology should be and, also, be about is still ahead of us and seems perhaps best addressed with some time and by philosophers and psychologists engaging with these difficult issues in tandem.
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