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1 Abstract

We have lots of good arguments for a variety of epistemic norms on how you
should plan to change your credences or beliefs upon coming to possess new
evidence. We don’t have many good arguments for how you should actually
change your credences or beliefs in response to receiving new evidence. Sure,
we do have some arguments for actual epistemic norms, but none of them are
the gold standard in the field, that is, none of them are accuracy-dominance ar-
guments. Here we fill this gap. Doing so requires some conceptual development
about good and bad ways to evaluate your epistemic performance. In short:
your evidence, while not directly placing constraints on your rational attitudes,
places a constraint on how you should evaluate your epistemic performance. If
you possess evidence E, it seems, from your point of view, bad to take non-E
worlds as relevant to the assessment of your epistemic performance. Using this
idea, we develop an accuracy-dominance argument for Actual Conditionaliza-
tion and a variety of other actual updating norms.

2 Introduction

Suppose that we consider an agent who has finitely-many credences. Perhaps
they’re 0.6 confident that it’s going to rain tomorrow, perhaps not. The point
is that we are going to represent our agent’s degrees of belief or confidences
using a credence function ct, which is formally a function from finitely-many
propositions to real-valued confidences that an agent has at time t. In this
paper, we will be primarily concerned with how such agents are rationally re-
quired to respond to receiving new evidence. Clearly, not just anything goes.
For example, if I know that I’m going to a magic show, and I see some trick-
ery, I’m probably not going to change my fundamental beliefs about how the
world works. Rabbits don’t tend to spontaneously materialize in hats. But,
if I were walking down the street on the day to day, and I saw such sponta-
neous rabbit materializations quite often, that might change the way I view the
world. Examples like this suggest that rationally responding to learning new
evidence by changing your credences depends upon your current credences. We
begin by stating some well-known and widely adopted norms on how you are
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required to plan to change your credences in response to receiving new evidence
E from some evidential partition ϵ. Formally, your plan P is a function from
ϵ to the set of credences, with the interpretation being that if you receive ex-
actly evidence E between times t and t+1, then you plan to adopt credences PE .

Def1: Plan Conditionalization: your prior and planning pair (c, P ) is such that
if c(E) > 0, then PE(.) = c(.|E).

Def: Plan Blackwell Condition: PE(E) = 1.

Now, while these norms have a lot going for them in terms of delivering plausible
verdicts in a wide variety of cases, it seems desirable to actually argue for them.
After all, why think them a requirement of epistemic rationality? In order to
answer this, we begin by reviewing how we are going to legitimately measure
the accuracy of our credences.

3 Measuring Credal Accuracy

The following legitimacy conditions on credal accuracy-measures are fairly stan-
dard and well-known (Oddie, 1997) (Joyce, 1998) (Schervish, Seidenfeld, &
Kadane, 2009) (Pettigrew, 2016). A is a function from credence-world pairs with
the interpretation that A(c, w) is the numerical accuracy of having credences
c at possible world w. Further motivation and discussion of these legitimacy
conditions can be found in (Pettigrew, 2016).

Def: Strict Propriety: accuracy-measure A is said to be strictly proper iff for
every probability function p, only p maximizes the p-expected-accuracy over all
credence functions, that is, p maximizes EA(.|p) =

∑
w p(w)A(., w).

In slogan form, strict propriety says that, for A to be legitimate, p must think
itself the best. It must expect itself to be the most accurate. While this intu-
itive slogan used to be the primary reason for accepting strict propriety, recent
results in (Levinstein & Campbell-Moore, 2021) and (Williams & Pettigrew,
2023) have provided better arguments.

Def2: Continuity: A(., w) is continuous for every w ∈ W .

Def: Additivity: A(c, w) =
∑

p a(c(p), w)

Additivity says that the accuracy of a credence function can be broken up
into the sum of the accuracy of each individual credence. While there has been
some recent and welcome advances in developing accuracy-dominance arguments

1We adopt the notation-saving convention that pairs of doxastic attitudes that are not
time-indexed are considered synchronic.

2See (Rudin, 1964) for the technical definition of this condition.
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without additivity, we are going to only consider additive accuracy-measures for
now3 (Pettigrew, 2022a) (Nielsen, 2022).

Now that we know how to legitimately measure the accuracy of your credences
at such-and-such possible world. But, how are we going to measure the accuracy
of your credal plannings?

Def: A(P,w) = A(P (Ew), w).

This condition just says that the accuracy of your credal plannings at world
w is the accuracy of your credences that you plan to adopt at world w upon
coming to possess evidence E. This definition works (at all worlds) because the
possible evidence that you plan to receive comes from an evidential partition,
so every world w is in exactly one E.

Finally, we need a way of legitimately measuring the accuracy of your credence/credal-
planning pairs (c, P ). (Briggs & Pettigrew, 2018) suggest the following way:

Def4: Temporal Separability: A[(c, P ), w] = A(c, w) +A(P,w).

Basically, the idea here is that to legitimately measure the total accuracy of
your credence/credal-planning pairs, just measure the accuracy of your cre-
dences and their plannings individually and then sum them up.

That’s it; that is all the legitimacy conditions that we need. Let’s put them
to work. The idea here is that accuracy seems to be epistemically valuable,
epistemic in the sense of considering our credences as representations, and only
as representations, of the world. Even further, accuracy seems to be the only
thing of intrinsic epistemic (representational) value. This position is called
Veritism (Goldman, 1986) (Pettigrew, 2016). We adopt this position through-
out the paper. Now, given Veritism, (Pettigrew, 2016) proposes the following
norm connecting accuracy with epistemic rationality.

Def: Strong (Weak) Accuracy-Dominance: c is strongly (weakly) accuracy-
dominated with respect to accuracy-measure A iff there exists a c′ such that
A(c′, w) > A(c, w) for all possible worlds w (A(c′, w) ≥ A(c, w) for all w and
A(c′, w) > A(c, w) for some w).

Def: Strong (Weak) Undominated Dominance: Doxastic state D is ir-
rational if there exists another doxastic state D′ such that D′ strongly (weakly)
accuracy-dominates D (with respect to legitimate accuracy-measure A) and,

3Later on, we will find that we don’t need it at all. Furthermore, I suspect that Additivity
can be dropped even where it is assumed, though I haven’t worked out the details.

4It is perhaps a bit misleading to call this condition Temporal Separability because both
the c and P are synchronic, so there is no adding of accuracies across different times, but
there is adding of accuracies across different kinds of attitudes.
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further, D′ is not itself strongly (weakly) accuracy-dominated.5

Now, with this norm in hand, we have the following technical results, the undom-
inated strong/weak accuracy-dominance theorems for Plan Conditionalization
(and the Plan Blackwell Condition) (Briggs & Pettigrew, 2018) (Nielsen, 2021).

Briggs-Pettigrew Theorem: credence/credal-planning pair (c, P ) satisfies
Probabilism+Plan Conditionalization iff (c, P ) avoids strong (undominated)
accuracy-dominance for every legitimate accuracy-measure.

Briggs-Pettigrew-Nielsen Theorem: credence/credal-planning pair (c, P )
satisfies Probabilism + Plan Conditionalization + the Plan Blackwell Condition
iff (c, P ) avoids weak (undominated) accuracy-dominance for every legitimate
accuracy-measure.

These are substantive results; they can be used to develop an accuracy-dominance
argument for Plan Conditionalization (and the Plan Blackwell Condition). Thus,
we cannot, upon receiving new evidence, plan to change our credences all willy
nilly: rational credal planning must follow Plan Conditionalization. But what
about actual rational credal change and not just plannings to change. That is,
are there any rational constraints on diachronic credal pairings (ct, ct+1) upon
coming to possess new evidence? Must your actual future credences be your
past credences conditional on your newly received evidence? More formally, are
the following constraints rationally required?

Def: Actual Conditionalization (for evidence E): if between times t and t+1 you
receive exactly evidence E, your credal-pair (ct, ct+1) is such that if ct(E) > 0,
then ct+1(.) = ct(.|E).

Def: Blackwell Condition: If, at time t, you possess evidence E, then ct(E) = 1.

The above questions are good questions because it is not immediately obvi-
ous how to argue for Actual Conditionalization. This was first pointed out by
(van Fraassen, 1989) in the context of developing a different kind of argument
(namely, a dutch strategy argument) for Plan Conditionalization. He carefully
observed that Plan Conditionalization is a purely synchronic norm, and thus
that it couldn’t be used just by itself to argue for a genuinely diachronic norm
like Actual Conditionalization. This subtlety matters because Actual Condi-
tionalization seems to be a very compelling norm; it is widely adopted and
appealed to throughout the sciences (such as in Bayesian Confirmation Theory
and Bayesian Statistics). Thus, we begin by surveying the best attempts at
arguing for it available in the literature with the ultimate goal of developing a
better argument, namely, an accuracy-dominance argument.

5I am here ignoring some subtleties about how we are supposed to understand/quantify
over A. See (Pettigrew, 2016) and (Rooyakkers, ms) for a discussion of these details.
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4 Some Arguments for Actual Conditionaliza-
tion

4.1 The Argument from Diachronic Continence

On pain of irrationality, you best follow your plans, or so says the principle
of Diachronic Continence (Paul, 2014) (Pettigrew, 2020). After all, why even
make plans if there is no normative reason to follow them? Thus, with this new
proposed requirement of rationality in hand, we can directly give an argument
for Actual Conditionalization from Plan Conditionalization. This is all well
and good, but why think that the normative reason for following your plans
amounts to rational requirement and not just rational permissibly? Further, it
is not clear that the notion of rationality appealed to in Diachronic Continence
is of the epistemic kind, as opposed to the pragmatic kind. What is the epis-
temic reason for being required to follow your plans? Maybe there are pragmatic
difficulties when you treat your plans finkishly; after all, it probably took a fair
amount of effort, time, and cognitive resources to develop your plans, but the
relevant question for us is whether or not there are also epistemic difficulties in
treating your plans finkishly. It’s not immediate that there such epistemic diffi-
culties. After all, Diachronic Continence makes no mention of our fundamental
concern with accuracy, so it is unclear how it is connected with the rational-
ity of our epistemic lives. Even further, there’s a strong case to be made that
sometimes we aren’t rationally required to follow our plans. Taking inspiration
from (Schultheis, forthcoming), if you believe that adopting such-and-such plan
Pt will cause you to actually adopt credences ct+1 (upon actually receiving evi-
dence E) and Pt,E ̸= ct+1, then, if you care about the actual accuracy of your
future credences, there are situations in which it is rationally required to adopt
plans that you wouldn’t want to follow.

4.2 The Argument from Interpretation

Sometimes, clever interpretive moves can work wonders, or so says the argument
from interpretation. The idea is that if we interpret our credal planning function
in just the right way, we can get an argument for Actual Conditionalization. In
order to do this, we interpret P as a disposition (or plan): upon receiving new
evidence E (our evidential stimulus), you will adopt PE at time t + 1 (or you
will follow your plan). This gets us an argument for Actual Conditionalization
because if you fail to actually conditionalize, then your plan fails to satisfy Plan
Conditionalization and that is irrational. Thus, using our new interpretation,
we can argue for Actual Conditionalization from Plan Conditionalization, just
like the argument from Diachronic Continence, but without appealing to any
new rational requirements. How elegant!

The problem: this argument only works for a very restricted kind of agent:
the kind of agent who has deterministic dispositions or plannings (Pettigrew,
2020). I don’t know about you, but my plans go awry all the time. There’s lots

5



of stuff that I intend to do, but end up failing to do, like my laundry tonight.
Nor do I think my credal dispositions so precise as to be fully determined by
my confidences and the possible evidential stimulus. The point is that while the
argument from interpretation can sometimes get us Actual Conditionalization,
it only does so in a spotty way. Much of the time it doesn’t work for agents like
us, and that’s pretty disappointing. The question is: can we do better?

4.3 The Evidentialist Expectation Argument

Evidentialism, as it is traditionally conceived, is the view that your evidence
directly and primitively constrains your rational doxastic attitudes, in our case,
your credences. Here is an example: if you possess evidence E, then you ratio-
nally must be certain, c(E) = 1, of E. So, here’s an idea: maybe we could give
an expected-accuracy argument for Actual Conditionalization that is restricted
to evidentially permissible future credences; in other words, it is rationally re-
quired that ct+1 maximize EA(.|ct) over the collection of credence functions
that are certain of E. But why the restriction of only maximizing over eviden-
tially certain credences? Well, according to Evidentialism, any credences that
are not certain of their evidence are irrational anyways, so it seems reasonable
to exclude them from consideration when maximizing expected-accuracy. So,
does this approach succeed in giving an argument for Actual Conditionaliza-
tion. Well, it turns out that sometimes it does and sometimes it doesn’t, that
is, it works for some legitimate accuracy-measures and it doesn’t work for other
legitimate accuracy-measures (Leitgeb & Pettigrew, 2010) (Pettigrew, 2016)6.
The exact upshot of this formal result depends on how you conceive of the rel-
evant “maximize (evidentially-constrained) expected-accuracy principle” along
lines similar to those discussed by (Pettigrew, 2020) and (Rooyakkers, ms) in
the context of accuracy-dominance principles. At best, like the previous argu-
ment, it only gets us Actual Conditionalization in a spotty way, and that is
fairly disappointing. The only upside of this argument is that it is not parasitic
on Plan Conditionalization. This is an advantage because Actual Condition-
alization says nothing about credal plannings, so it allegedly applies to agents
who don’t even have a credal plan at time t. Again, the question is: can we do
better?

4.4 The Expectation Argument from Value-Change

There are actually two expectated-ish accuracy arguments for Actual Condi-
tionalization. The first one is due to joint work by Hannes Leitgeb and Richard
Pettigrew in (Leitgeb & Pettigrew, 2010). The idea is that when you possess

6For example, (Leitgeb & Pettigrew, 2010) have explicitly shown that if we run the Evi-
dentialist Expectation Argument with the Brier-score, then we end up with an updating rule
that is not Actual Conditionalization. In fact, it can be shown that the only continuous,
strictly proper, and additive accuracy-measure that gets us Actual Conditionalization in the
Evidentialist Expectation Argument is a measure called the enhanced log-score (Pettigrew,
2020, July 3)
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evidence E, your future credences should maximize an evidentially-truncated
expectation with respect to your current credences. This is in contrast to max-
imizing your expected-accuracy simpliciter. The idea is that your future cre-
dences should maximize

∑
w∈E A(., w)ct(w) in contrast to

∑
w∈W A(., w)ct(w).

The reason for this is that we don’t want to take non-E worlds into account
because they are incompatible with your evidence. Now, with this proposed
rational norm in hand, (Leitgeb & Pettigrew, 2010) go on to prove the following
result:

Leitgeb-Pettigrew Evidentially-Truncated Expectation Theorem: if ct
is a probability function with ct(E) > 0 and you receive total evidence E be-
tween times t and t + 1, then ct+1 maximizes

∑
w∈E A(., w)ct(w) iff ct+1(.) =

ct(.|E).

Thus, we have the following argument for Actual Conditionalization:

(1): Veritism: accuracy is the only intrinsic epistemic value (for credences).
(2): Legitimate accuracy-measures are strictly proper and continuous.
(3): It is a requirement of rationality that (ct, ct+1) is such that ct+1 maximizes∑

w∈E A(., w)ct(w).
(4): Leitgeb-Pettigrew Evidentially-Truncated Expectation Theorem.
(5): Therefore, Actual Conditionalization.

In response to this argument, (Gallow, 2019) criticized premise (3). He points
out that the thing being maximized in (3) is not a genuine expectation, so it
seems to run against the usual advice of traditional decision theory to maximize
expected value. And, further, there is no plausible story given about why that
quantity should be maximized as opposed to a normal expectation, just leaving
out non-E-worlds because they are incompatible with your evidence doesn’t tell
us why we can epistemically ignore them. While a strong case has recently
been made in favor of premise (3) by (Pettigrew, 2023), it is still worth look-
ing at Gallow’s story behind why we should epistemically ignore non-E-worlds.
(Gallow, 2019, pg. 17-18, original italics) proposes the following answer:

In general, new experiences can rationalize shifts in value...the rea-
son for not valuing accuracy at the non-E possibilities, in spite of
the fact that you think the non-E possibilities are likely, is that
you have learned that those possibilities are not actual. And that
you’ve learned E is a sufficient reason to not value accuracy at
non-E possibilities, whatever your prior degrees of belief in E hap-
pened to be...This highlights an important feature of the present
proposal: though it claims that the rationality of your degrees of
belief is entirely a matter of whether you are rationally pursuing ac-
curacy—though it denies that there are any evidential norms directly
governing credence—it is consistent with there being substantive ev-
idential norms governing the rational evaluation of credences.
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What Gallow is getting at here is that (evaluative) “legitimacy” is not syn-
onymous with “adequacy conditions on measuring accuracy”. It’s one thing to
explicate the concept of accuracy. It’s another thing to specify permissible ways
of evaluating your epistemic performance, even if the only thing of intrinsic
epistemic value is accuracy. What Gallow is saying is that the latter should be
sensitive to the evidence that you possess. Possessing evidence should change
the ways in which you can legitimately evaluate your epistemic performance.
If you possess evidence E, it seems, from your point of view, bad to consider
non-E worlds relevant to the assessment of your epistemic performance. It is
bad to let your evaluation of your epistemic performance be influenced by non-
actual worlds when such an influence can be avoided, that is, when you possess
evidence that some world is non-actual. After all, wouldn’t it be nice if we could
remove the influence of all the non-actual worlds in evaluating ourselves. With
this in mind, and A being a credal accuracy-measure, Gallow vertistically sug-
gests the following way of legitimately evaluating your epistemic performance
when you possess total evidence E7. We say that this way of evaluating your
epistemic performance is E-respecting.

AE(c, w) =

{
A(c, w) if w ∈ E.

kw if w ̸∈ E.
(1)

So, if w is an E-world, we measure the accuracy of any credence function at
w in the usual way. But, if w is a non-E-world, then we assign some constant
epistemic value kw to every credence function. Thus, the epistemic value as-
signed at non-E-worlds does not vary with what credences you have. Now, given
this E-respecting way of measuring epistemic value, Gallow proves the following:

Gallow Change-of-Value Theorem: if ct is a probability function with
ct(E) > 0 and you receive total evidence E between times t and t + 1, then
ct+1 maximizes EAE(.|ct) iff ct+1(.) = ct(.|E).

Thus, with this result in hand, we can develop an E-respecting expected-
accuracy argument for Actual Conditionalization:

(1): Veritism: accuracy is the only intrinsic epistemic value (for credences).
(2): Legitimate accuracy measures are E-respecting, strictly proper, and con-
tinuous.
(3): It is a requirement of rationality that (ct, ct+1) is such that ct+1 maximizes
EAE(.|ct).
(4): Gallow Change-of-Value Theorem.

7We note that it is also possible to, instead of taking E to be your total evidence, take
E to be your total processed evidence in the sense of (Dallmann, 2017). Under this reading,
the following arguments show that even Dallmann’s resource-bounded agents must, on pain of
irrationality, actually update by conditionalization, albeit on their total processed evidence.
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(5): Therefore, Actual Conditionalization.

Both the Leitgeb-Pettigrew and Gallow arguments come with many advantages.
They don’t rely upon Plan Conditionalization at all because plans are nowhere
to be found in their arguments for Actual Conditionalization. So, any worries
about introducing some normative or deterministic connection between plan-
ning and actuality are moot. They also get Actual Conditionalization all the
time, and thus not in a spotty way.

This is all well and good, but it is important to keep in mind that both the
Leitgeb-Pettigrew and Gallow arguments are still expectation-style arguments,
so any complaints against expectation arguments in general also apply to these
arguments. In particular, (Pettigrew, 2016, pg. 200, 208), in the context of dis-
cussing the Greaves-Wallace Expected-Accuracy Argument for Plan Condition-
alization found in (Greaves & Wallace, 2006), develops such a general complaint
against any expectation-style argument:

Now, there is a tension here: I must adopt a new posterior credence
function because my current one–namely, c–doesn’t respect my ev-
idence. It assigns credence less than 1 to E. So I know that c is
defective. If it weren’t I wouldn’t need to adopt a replacement. Yet
we assess the rationality of my possible posterior credence functions
by appealing to that very credence function, the one we know to
be defective...Indeed, the foregoing considerations seem to suggest
that there can be no [expectation] epistemic argument for Diachronic
[Actual] Conditionalization at all. After all, [our argument for] Di-
achronic [Actual] Conditionalization requires us to set our posterior
credences on the basis of our prior credences–it requires us to base
our judgements at t′ on our judgements at t. But, as we saw above,
there is no epistemic reason that compels us to retain at t′ any faith
in the judgements we made at t.

The question is: can we do better?8 It turns out that we can. Accuracy-
dominance arguments do not suffer from any of the objections raised against
previous attempts to justify Actual Conditionalization. It gets us Actual Con-
ditionalization all the time, and thus not in a spotty way. It doesn’t introduce
new non-epistemic rational norms. It doesn’t require our agent to evaluate their
current plans with their current credences. In fact, it doesn’t even require our
agent to have had credal plannings, let alone credal plannings over an eviden-
tial partition. It doesn’t require our agent to use their past credences to assess
their current credences. With this motivation, we now develop our accuracy-
dominance argument for Actual Conditionalization.

8Even if you are not convinced by the previous objection to expectation-style arguments,
it is still better to have more arguments for a position than less.
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5 Our Accuracy-Dominance Argument for Ac-
tual Conditionalization

Before getting to our new accuracy-dominance argument for Actual Condition-
alization, we have to say how we are going to legitimately measure the epistemic
value of diachronic credal-pairs (ct, ct+1) where at time t + 1 you possess evi-
dence E:

Def: E-respecting Diachronic Additivity: A[(ct, ct+1), w] = A(ct, w)+AE(ct+1, w).

Given Veritism, this says is that the epistemic value of diachronic credal-pair
(ct, ct+1) is the sum of the epistemic value of ct and the E-respecting epistemic
value of ct+1. The idea here is that once you pick a continuous and strictly
proper accuracy-measure A, that is, some evaluative standard, just additively
use that standard at every time in an E-respecting way in order to evaluate
your overall diachronic epistemic performance. With this in hand, here is our
main technical result.

Actual Strong Accuracy-Dominance Theorem: credal-pair (ct, ct+1) sat-
isfies Actual Conditionalization for evidence E iff (ct, ct+1) avoids strong accuracy-
dominance for every legitimate accuracy-measure on (ct, ct+1).
Proof:
“⇒”: We prove the contrapositive. Let A be any legitimate accuracy-measure.
Suppose that (ct, ct+1) is strongly accuracy-dominated with respect to A. Now,
observe that (ct, ct+1) can be extended to a conditionalizing credence/planning
pair on an evidential partition including E iff (ct, ct+1) is a conditionalizing
pair on evidence E. Furthermore, if (ct, ct+1) can be extended to such a condi-
tionalizing credal-planning pair, then extending the dominating pair with those
same plans contradicts the Briggs-Pettigrew Theorem. Thus, given the ob-
servation made above, (ct, ct+1) is not a conditionalizing pair on evidence E.
(We call this method of proof the “extension-method”. Another proof can be
given by applying the method found in (Nielsen, 2021) and using the Gallow
Change-of-Value Theorem.)
“⇐”: We prove the contrapositive under the assumption that legitimate accuracy-
measures are additive. Suppose that credal-pair (ct, ct+1) does not satisfy Actual
Conditionalization for evidence E. Thus, (ct, ct+1) is strongly dutchbookable
(via unconditional and E-conditional bets respectively) by results in (Lewis,
1999). But being strongly dutchbookable in this way is provably equivalent
to being strongly accuracy-dominated for every additive legitimate accuracy-
measure by results in (Schervish, Seidenfeld, & Kadane, 2009).
⋄.9

Actual Weak Accuracy-Dominance Theorem: credal-pair (ct, ct+1) satis-

9We are going to ignore (Schoenfield, 2017)-type concerns here, and, throughout the rest
of the paper. That said, the relevant Schoenfield-corrections are readily apparent.
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fies Actual Conditionalization for evidence E and ct+1(E) = 1 (ct+1 is Black-
well) iff (ct, ct+1) avoids weak accuracy-dominance for every legitimate accuracy-
measure on (ct, ct+1).
Proof:
“⇒”: parody the above proof using the extension-method on the Briggs-
Pettigrew-Nielsen Theorem.
“⇐”: trivial proof can be given directly.
⋄.

With these results in-hand we can finally detail our accuracy-dominance ar-
gument for Actual Conditionalization.

(1): Veritism: accuracy is the only intrinsic epistemic value (for credences).
(2): Legitimate accuracy-measures are E-respecting Diachronically Additive,
strictly proper, and continuous.
(3): Undominated Strong (Weak) Dominance.
(4): Actual Strong (Weak) Accuracy-Dominance Theorem.
(5): Therefore, Actual Conditionalization (and the Blackwell condition).

6 Actual Reverse Conditionalization

Sometimes we forget things. Sometimes we lose our evidence. I don’t remember
what I had for dinner five years ago. I can’t recall what it looked like, smelled
like, tasted like, or whether its texture was smooth or jagged. But, what I can
recall, is the moral of (Titelbaum, 2014): forgetting, as a phenomena, is not
inherently irrational. Losing evidence does not, by itself, make me irrational.
It’s just something that happens, just like gaining evidence is just something
that happens. Yes, perhaps losing evidence is epistemically unfortunate, but
irrationality need not accompany misfortune. To be clear, I’m not saying that
it’s rationally permissible to forget willy-nilly; I’m saying that we should treat
the phenomena of forgetting just as we treat the phenomena of learning: as
something subject to rational evaluation. Enough talk, let’s get started.

In the spirit of treating forgetting like learning, we are interested in the fol-
lowing question: are there any rational norms on how your credences should
change in response to forgetting exactly evidence E between times t and t + 1
(where you gain no evidence between these times), and, can we actually argue
for such norms? (Titelbaum, 2014), based off the work of (Levi, 1980), proposes
the following candidate norm on purely forgetting scenarios10:

Def: Actual Reverse Conditionalization (for evidence E): if between times t

10Some situations are purely learning events; you only gain evidence. Some situations
are purely forgetting events: you only lose evidence. And some situations are mixed; you
both learn and forget. In such mixed situations, (Titelbaum, 2014) proposes a norm called
Generalized Conditionalization.
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and t + 1, you lose exactly evidence E (and don’t gain any evidence), then
(ct, ct+1) is such that if ct+1(E) > 0, then ct(.) = ct+1(.|E).

In words, your actual future credences, conditional on your forgotten evidence,
should just be your current credences. Put another way, if you were to relearn
E like a good Bayesian conditionalizer, your credences should be the same as
when you originally learned E. You should forget how you learn. This is all well
and good, but why think it a requirement of epistemic rationality? (Titelbaum,
2014) shows that this norm accords well with our intuitive judgements about
rationality in a variety of different cases. While there is definitely something
to be said in favor of this normative modelling argument for Actual Reverse
Conditionalization (Titelbaum, 2014) (Titelbaum, forthcoming), it seems desir-
able to see if we can give a more traditional argument in its favor. (As far as I
know, the only attempts at this have been developed by (Levi, 1987) who gives
a composition argument using Actual Conditionalization and (Bradley, 2024)
who suggests a dutchbook argument for Actual Reverse Conditionalization.)

6.1 Parodying some Arguments

A natural place to start is to see how far we can get by parodying the existing
arguments for Actual Conditionalization.

We run into immediate difficulties in trying to parody the arguments from
Diachronic Continence and Interpretation. While it makes sense to be dis-
posed/plan to change your credences upon losing evidence E, we don’t have a
clear analogue to Plan Conditionalization from which to argue. This is because
any such “forgetting function” will not be on a partition; you can only forget
pieces of your total evidence and these pieces clearly overlap. Furthermore,
even if this difficulty could be resolved, all the complaints against the original
arguments apply to these caricatures as well, just as they apply to any par-
ody to the Evidential Expectation Argument and the Expectation Argument
from Value-Change. Given these considerations, it seems desirable to develop
an accuracy-dominance argument for Actual Reverse Conditionalization. Let’s
get to it.

6.2 Our Accuracy-Dominance Argument for Actual Re-
verse Conditionalization

Without further ado, here is the main technical result that we will need:

Actual Reverse Strong Accuracy-Dominance Theorem: credal-pair (ct, ct+1)
satisfies Actual Reverse Conditionalization for evidence E iff (ct, ct+1) avoids
strong accuracy-dominance for every legitimate accuracy-measure on (ct, ct+1).
Proof:
Just permute the time indices and parody the proof in the Actual Conditional-
ization case.
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⋄.

Actual Reverse Weak Accuracy-Dominance Theorem: credal-pair (ct, ct+1)
satisfies Actual Reverse Conditionalization for evidence E and ct(E) = 1 (ct is
Blackwell) iff (ct, ct+1) avoids weak accuracy-dominance for every legitimate
accuracy-measure on (ct, ct+1).
Proof:
Just permute the time indices and parody the proof in the Actual Conditional-
ization case.
⋄.

With these results in-hand we can finally detail our accuracy-dominance argu-
ment for Actual Reverse Conditionalization. It is worth noting that this argu-
ment has the exact same non-mathematical premises as our accuracy-dominance
argument for Actual Conditionalization. Thus, if you endorse that argument,
then you must endorse this one, and vice versa.

(1): Veritism: accuracy is the only intrinsic epistemic value (for credences).
(2): Legitimate accuracy-measures are E-respecting Diachronically Additive,
strictly proper, and continuous.
(3): Undominated Strong (Weak) Dominance.
(4): Actual Reverse Strong (Weak) Accuracy-Dominance Theorem.
(5): Therefore, Actual Reverse Conditionalization (and the Blackwell condi-
tion).

7 Actual Joint Almost Lockean Completeness

In this section, we switch gears a bit. Instead of considering an agent who has
numerical degrees of belief, we will be interested in an agent who has all-or-
nothing beliefs. They either believe or disbelieve p. They either believe that it’s
going to rain today or they disbelieve it. Such qualitative doxastic attitudes are
more like a light switch; they’re “on” or “off”. Of course, if we have an agent
with both credences and all-or-nothing beliefs, then we might be interested in in-
vestigating their metaphysical and normative relationship. See (Weisberg, 2020)
for the former and (Foley, 1992) (Lin & Kelly, 2012) (Easwaran, 2015) (Dorst,
2017) (Leitgeb, 2017) (Rothschild, 2021) (Kelly & Lin, 2021) (Mierzewski, 2022)
(Rooyakkers, ms) for the latter. But, in this section, we will be solely concerned
with all-or-nothing beliefs and their plannings. In particular, we will be inter-
ested in whether or not there are rational norms on how you are required to
actually change your all-or-nothing beliefs in response to receiving new evidence
as opposed to just how you ought to plan to change your beliefs (Rooyakkers,
ms). We begin this inquiry by reviewing how we are going to legitimately mea-
sure the accuracy of one’s all-or-nothing beliefs B and their plannings β (which
is a function from some evidential partition to the collection of belief-sets).
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7.1 Measuring Qualitative Accuracy

The following legitimacy conditions on measuring the accuracy of one’s all-or-
nothing beliefs are fairly standard and well-known (Easwaran, 2015) (Dorst,
2017) (Leitgeb, 2017) (Rothschild, 2021) (Rooyakkers, ms). So, a legitimate
qualitative accuracy-measure A must satisfy:

Def: Extensionality:

A(p ∈ B,w) =

{
T if p is true at w.

F if p is false at w.
(2)

and

A(p ̸∈ B,w) =

{
F if p is true at w.

T if p is false at w.
(3)

Here, real number T represents the value of believing truths and disbelieving
falsehoods while F represents the disvalue of believing falsehoods and disbeliev-
ing truths.

Def: Qualitative Additivity: A(B,w) =
∑

p∈B A(p ∈ B,w) +
∑

p ̸∈B A(p ̸∈
B,w).

This condition just says that the total accuracy of one’s belief-set is the sum of
the accuracy of your individual belief or disbelief in each proposition.

Def: Variable Conservativeness: T > 0 > F and |F | > T .

This condition says that believing truths is strictly good (of positive epistemic
value) and believing falsehoods is strictly bad (of negative epistemic value). Fur-
thermore, it also says that the disvalue of believing falsehoods is greater than
the value of believing truths.

Def: Belief-plan accuracy: A(β,w) = A(βEw
, w).

This condition just says that the accuracy of your belief plan at world w is
the accuracy of your planned beliefs at world w.

Def: Qualitative (Plan) Additivity: A[(B, β), w] = A(B,w) +A(β,w).

This condition says that the total accuracy of a belief/belief-planning pair is
the sum of the accuracy of your belief-set and the accuracy of your belief-plan.
Great, now consider the following norms.

Def: B is said to be Almost Lockean Complete at threshold t iff there ex-
ists a probabilistic credence function c st. for every proposition p [if p ∈ B, then

14



c(p) ≥ t and if p ̸∈ B, then c(p) ≤ t].

Def: belief-plan β is said to be Almost Lockean Complete at threshold t iff
there exists a probabilistic credence function c st. for every proposition p and
for every piece of evidence E if c(E) > 0, then [if p ∈ βE , then c(p|E) ≥ t and
if p /∈ βE , then c(p|E) ≤ t].

Def: the pair (B, β) is said to be jointly Almost Lockean Complete at threshold
t iff B is Almost Lockean Complete at threshold t with respect to c and β is
Almost Lockean Complete at threshold t with respect to the same c.

Once again, why think joint Almost Lockean Completeness a requirement of
rationality? (Rooyakkers, ms) proves the following:

Qualitative SSK-BP Theorem: (B, β) is jointly Almost Lockean Complete
at threshold t iff there is no legitimate qualitative accuracy-measure with thresh-
old t such that (B, β) is strongly accuracy-dominated.

Now, given this technical result, (Rooyakkers, ms) proceeds to develop an
accuracy-dominance argument for joint Almost Lockean Completeness via Eval-
uationist Non-Vacuous Dominance (which is a different dominance prin-
ciple than the usual Undominated Dominance). The idea is that the “le-
gitimacy” of an accuracy-measure is to be understood as “being permissible to
evaluate yourself with”. So, Evaluationist Non-Vacuous Dominance just
says that it is irrational to be able to permissibly evaluate your doxastic perfor-
mance as bad, that is, as accuracy-dominated, when you can avoid such a bad
evaluation by having different doxastic attitudes. Formally,

Evaluationist Non-Vacuous Dominance: doxastic attitude D is irrational
if
(1): There exists a legitimate accuracy-measure A and there exists a D′ which
strongly accuracy-dominates D according to A. And,
(2): There exists a D′ such that D′ is not strongly accuracy-dominated accord-
ing to any legitimate accuracy-measure A.

At this point, we are going to adopt this standard of dominance reasoning
for the rest of the paper. It is also important to note that we can use Evalua-
tionist Non-Vacuous Dominance in place of Undominated Dominance
to develop our accuracy-dominance arguments for Actual Conditionalization
and Actual Reverse Conditionalization, so, by adopting Evaluationist Non-
Vacuous Dominance, we don’t lose any of our results. (In fact, if we do this,
we can get the further advantage of dropping Additivity from our list of legiti-
macy conditions on credal accuracy-measures.)

Now that we have an accuracy-dominance argument for joint Almost Lock-
ean Completeness on all-or-nothing belief/belief-planning pairs, we could, just
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as in the credal case, argue for its diachronic counterpart in the usual “from-
planning-to-actuality” ways: via Diachronic Incontinence or Interpretation. We
could also develop qualitative versions of the Leitgeb-Pettigrew and Gallow ar-
guments (Rooyakkers, ms). But, once again, the same complaints against these
arguments arise. Time for another E-respecting accuracy-dominance argument!
In particular, we will be arguing for:

Def: (Bt, Bt+1) is said to be actually jointly Almost Lockean Complete with
threshold t on evidence E iff there exists a a probabilistic c st. Bt is Almost
Lockean Complete with respect to c at threshold t and if c(E) > 0, then Bt+1

is E-conditionally Almost Lockean Complete with respect to c at threshold t.

7.2 An Accuracy-Dominance Argument for Actual Joint
Almost Lockean Completeness

Firstly, in order to develop our accuracy-dominance argument for Actual Joint
Lockean Completeness, we have to say how we are going to legitimately mea-
sure the accuracy of diachronic belief-pairs. So, let A be a legitimate qualitative
accuracy-measure and E the evidence that you possess at t + 1. We can then
define an E-respecting qualitative accuracy-measure in analogy to the credal
case.

AE(B,w) =

{
A(B,w) if w ∈ E.

kw if w ̸∈ E.
(4)

Thus, we can also get the qualitative analogue to E-respecting Diachronic Ad-
ditivity.

Def: E-respecting Qualitative Diachronic Additivity: A[(Bt, Bt+1, w)] = A(Bt, w)+
AE(Bt+1, w).

The motivation for accepting these conditions, that is, as taking them to be
a legitimacy condition, is the same as in the credal case: it seems bad to take
non-E worlds as relevant to the evaluation of your qualitative epistemic perfor-
mance when their influence can be avoided, that is, when you possess evidence
E. Now, with these conditions in-hand, here is our main technical result.

Qualitative Actual (Strong) Accuracy-Dominance Theorem: belief-pair
(Bt, Bt+1) is actually jointly Almost Lockean Complete with threshold t on ev-
idence E iff there is no legitimate accuracy-measure with threshold t such that
(Bt, Bt+1) is strongly accuracy-dominated.
Proof:
“⇒”: We prove the contrapositive. Suppose that (Bt, Bt+1) is strongly accuracy-
dominated with respect to some legitimate accuracy-measure. Now, assume for
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contradiction that belief-pair (Bt, Bt+1) is actually jointly Almost Lockean Com-
plete on evidence E. Such a pair can be extended to a belief/belief-planning pair
that is jointly Almost Lockean Complete on some evidential partition. So, let’s
extend it to a jointly Almost Lockean Complete belief/belief-planning pairing
while similarly extending the dominating belief-pair. Thus, the extended dom-
inating pair strongly accuracy-dominates the extended (Bt, Bt+1). But, this
contradicts the SSK-BP Theorem. Thus, (Bt, Bt+1) is not actually jointly Al-
most Lockean Complete.
“⇐”: We prove the contrapositive. Suppose that belief-pair (Bt, Bt+1) is not ac-
tually jointly Almost Lockean Complete with threshold t on evidence E. Then,
we can apply the Farkas-Rothschild Lemma to get that (Bt, Bt+1) is jointly
strongly dutchbookable at threshold t (in the sense described in (Rooyakkers,
ms)). Finally, just apply an E-wise version of the Qualitative SSK Theo-
rem (as found in (Rooyakkers, ms)) to get a legitimate qualitative accuracy-
measure such that (Bt, Bt+1) is strongly accuracy-dominated with respect to
that accuracy-measure.
⋄.

Thus, we get the following accuracy-dominance argument for Actual Joint Al-
most Lockean Completeness with threshold t:
(1): Veritism: accuracy is the only intrinsic epistemic value (for beliefs).
(2): Legitimate qualitative accuracy-measures with threshold t are E-respecting
Diachronically Fully Additive, Extensional, and Variable Conservative.
(3): Evaluationist Non-Vacuous Dominance.
(4): Qualitative Actual (Strong) Accuracy-Dominance Theorem.
(5): Therefore, Actual Joint Almost Lockean Completeness with threshold t.

For the sake of brevity, we note, but don’t spell out in detail, that similar
results can be shown for avoiding actual weak accuracy-dominance via results
in (Rooyakkers, ms). And, further still, that the case of evidence loss for all-
or-nothing beliefs can be handled in the same way as the credal case, but just
using the relevant qualitative theorems and results in this paper.

8 Actual Jeffery Conditionalization

Great, now back to the credal side. In The Logic of Decision, (Jeffery, 1965)
pointedly observed that Actual Conditionalization requires certainty in the ev-
idence that you come to possess. This seems to be a pretty strong constraint.
What about situations in which you become more confident in something but
without going all the way to certainty in that thing. (See Jeffery’s famous
example of looking at the color of a sweater in a dimly lit room.) With this mo-
tivation in mind, Jeffery considered situations in which your credences change
over some “evidential” partition ϵ, with the scare quotes over ‘evidential’ be-
cause this shift in credences need not be understand as a response to receiving
uncertain evidence about elements in ϵ.
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Def: A Jeffery shift over an “evidential” partition ϵ is a collection of non-
negative real numbers αϵ={αE}E∈ϵ st.

∑
E∈ϵ αE = 1.

The idea here is that your new confidence in, say, proposition E is αE , that
is, ct+1(E) = αE . For technical reasons, we will restrict our focus to only pos-
itive Jeffery shifts, that is, when αE > 0 for every E ∈ ϵ. Now, (Jeffery, 1965)
proposed that our prior and posterior should, rationally, be related in the fol-
lowing way in the context of Jeffery shift αϵ.

Def11: Jeffery-Pair: if ct(E) > 0 for all E ∈ ϵ, then (ct, ct+1) is a Jeffery-
pair on Jeffery shift αϵ iff ct+1(.) =

∑
E∈ϵ αEct(.|E).

Now that we have formulated our candidate norm, why should we think it
a requirement of epistemic rationality? In order to answer this, we begin by
reviewing the unpublished work of Jeffery Dunn (Dunn, 2017).

8.1 Jeffery-Accuracy and Dunn’s Theorem

Let A be a continuous and strictly proper credal accuracy-measure. (Dunn,
2017) proposed that, within a Jeffery context, we should evaluate our credences
at t + 1 using Jeffery-accuracy in place of just using A. He defined Jeffery-
accuracy with respect to some Jeffery shift αϵ and credence function ct such
that ct(E) > 0 for every E ∈ ϵ as:

Def: Jeffery-accuracy: AJ(., w) =
αEw

ct(Ew)A(., w).

The idea here is that the Jeffery shift leads to a reweighing of the importance
of accuracy at different elements in the evidential partition that depends upon
your current ct. (Dunn, 2017) then went on to develop an expectation argument
for Actual Jeffery Conditionalization using his newly defined Jeffery-accuracy-
measure.

Dunn Expectation Theorem: if ct(E) > 0 for every E ∈ ϵ and ct is a prob-
ability function, then ct+1 maximizes EAJ(.|ct) with respect to Jeffery shift αϵ

and any legitimate A iff (ct, ct+1) is a Jeffery-pair on αϵ.

Now, Dunn’s expectation argument is particularly interesting because it is un-
clear if it is subject to Pettigrew-style concerns. Recall that Pettigrew was
concerned that you might not be rationally required to use your past credences
to assess (in expectation) your posterior credences because your past credences
are known to be defective, defective because you have received evidence that
says as such. It’s unclear if this is a concern in Jeffery contexts because such

11In a Jeffery-pair (ct, ct+1), ct+1 is often called the Jeffery conditionalization of ct. It is
well-known that ct+1 is a Jeffery conditionalization of ct with Jeffery shift αϵ iff both ct+1

and ct are probability functions, ct+1(E) = αE , and ct+1(.|E) = ct(.|E).
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contexts don’t involve receiving new evidence, so it’s not clear that your prior is
epistemically defective in such situations. Perhaps we could interpret a Jeffery
shift as receiving some kind of “uncertain evidence”. This would raise Pettigrew-
style concerns about Dunn’s expectation argument. But, I admit, that I don’t
really understand what that means. Nevertheless, however this matter turns
out, it seems desirable to develop an accuracy-dominance argument for Actual
Jeffery Conditionalization.

8.2 An Accuracy-Dominance Argument for Actual Jeffery
Conditionalization

Now, before getting to our accuracy-dominance argument, we have to say how
we are going to legitimately measure the accuracy of the diachronic credal-pairs
within our Jeffery context.

Def: Diachronic Jeffery Additivity: for (ct, ct+1) with ct(E) > 0 for every E ∈ ϵ,
A[(ct, ct+1), w] = A(ct, w) +AJ(ct+1, w).

The idea here is that in order to calculate your total accuracy in a Jeffery con-
text (with respect to some αϵ) just calculate your accuracy and Jeffery-accuracy
individually and sum them up. It is very important to understand here that
what accuracy-measures are legitimate varies with what ct we are consider-
ing. So, it is only bad when some credal-pair (ct, ct+1) is accuracy-dominated
with respect to an accuracy-measure that is legitimate with respect to that ct.
Thus, unlike the case of actual conditionalization, where the legitimacy of an
accuracy-measure only depends upon the evidence that you possess, the legiti-
macy of an accuracy-measure in a Jeffery context depends upon the relevant ct.
At this point, it might seem that this observation undercuts the motivation for
even developing an accuracy-dominance argument because, assuming that they
are relevant, it raises Pettigrew-style concerns, concerns that we raised against
Dunn’s expected-Jeffery-accuracy argument. That is, why is it even permissi-
ble to use your “defective” prior credences to assess your posterior credences,
as demanded by Jeffery-accuracy? This is where the importance of the Jeffery
shift comes in for evaluating our posterior credences; perhaps it gives a kind
of reweighing of the importance of your credences in such a way that you can
permissibly use your prior credences over the evidential partition to assess your
epistemic standing in the way demanded by a Jeffery-accuracy-measure. At the
very least, our accuracy-dominance argument is less vulnerable to Pettigrew’s
concerns than Dunn’s expectation argument because the latter relies on the
entire prior credence function while our accuracy-dominance argument relies
only on your prior credences over the relevant evidential partition. With this in
mind, here is our key technical result:

Actual (Strong) Jeffery-Accuracy-Dominance Theorem: If ct(E) > 0
for all E ∈ ϵ, then [(ct, ct+1) is a probabilistic Jeffery-pair on Jeffery shift αϵ

iff there does not exist a legitimate accuracy-measure A such that (ct, ct+1) is
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strongly accuracy-dominated].
Proof:
“⇒”: Suppose that (ct, ct+1) is such that ct(E) > 0 for all E ∈ ϵ and is
a probabilistic Jeffery-pair on Jeffery shift αϵ. Now, suppose, for contradic-
tion, that there exists a legitimate accuracy-measure A such that (ct, ct+1)
is strongly accuracy-dominated by some (c′t, c

′
t+1). That is, A[(c′t, c

′
t+1), w] >

A[(ct, ct+1), w] for all worlds. Thus, multiplying each inequality by ct(w) and
summing over worlds gets us that EA[(c′t, c

′
t+1)|ct] > EA[(ct, ct+1)|ct]. But this

contradicts the legitimacy of A and the Dunn Expectation Theorem.
“⇐”: We prove the contrapositive12. Assume that (ct, ct+1) is a probabilistic
(which can be trivially argued for here) non-Jeffery pair such that ct(E) > 0
for all E ∈ ϵ. Such a pair is not Bayes for any legitimate accuracy-measure
via the Dunn Expectation Theorem. Now, the Complete Class I Theo-
rem implies that (ct, ct+1) is weakly accuracy-dominated by a randomization
over credal-pairs with respect to any legitimate accuracy-measure. Now, just
pick our legitimate accuracy-measure to be strictly convex. The Strict Con-
vexity Lemma of (Lehmann, 1983, book page 48) then implies that (ct, ct+1)
is strongly accuracy-dominated by a (non-randomized) credal-pair for such an
accuracy-measure.
⋄.

Thus, we get the following accuracy-dominance argument for Actual Jeffery
Conditionalization:
(1): Veritism: accuracy is the only intrinsic epistemic value (for credences).
(2): Legitimate accuracy-measures in a Jeffery scenario with Jeffery shift αϵ are
Diachronically Jeffery Additive, strictly proper, and continuous.
(3): Evaluationist Non-Vacuous Dominance.
(4): Actual (Strong) Jeffery-Accuracy-Dominance Theorem.
(5): Therefore, Actual Jeffery Conditionalization.

Future work in this area might try to generalize our results to the case of avoid-
ing weak-accuracy dominance in Jeffery contexts.

9 Actual Gallow Conditionalization

Sometimes our credal plans go awry by misfiring. Sometimes we think we re-
ceived evidence E but we actually received evidence F , and thus we mistakenly
change our confidences as if we received E. After all, it seems that we can be
rationally uncertain about which evidence we actually possess. This position
is called Externalism, in contrast to Internalism (that you rationally must be
certain of what evidence you possess). It is an interesting question, then, how
externalists should rationally plan to change their confidences in response to

12This direction of the proof uses definitions and theorems that we state, but don’t prove,
in the appendix. The approach we take uses the fancy machinery of complete class theorems.
See (Lehmann, 1983) for an overview of this approach.
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new evidence. (Gallow, 2021) proposes the following answer. Let TE say that
“evidence E is a part of my total evidence” and UF say that “I’ve updated my
beliefs on evidence F”.

Def: (Externalist) Plan Gallow Conditionalization: if c(TE), c(UE) > 0 for
every E ∈ ϵ, then (c, P ) satisfies Plan Gallow Conditionalization iff PF (p) =∑

E∈ε c(TE|UF )c(p|TE). We call such pairs Gallow-pairs.

But why think it a requirement of epistemic rationality? We begin by intro-
ducing (Gallow, 2021)’s proposed accuracy-measure for externalist contexts and
review his expectation argument for Plan Gallow Conditionalization.

9.1 Gallow-Accuracy and the Externalist Expectation The-
orem

Let A be a strictly proper, additive, and continuous accuracy-measure. (Gallow,
2021) proposed the following way of measuring the accuracy of your plans (with
respect to your credences c such that c(TE) > 0 for every E ∈ ϵ) when you are
possibly uncertain of what evidence you have received, and thus which part of
your plan you should follow.

Def: (Plan) Gallow-accuracy: AG(P,w) =
∑

F∈ϵ c(UF |TEw)A(PF , w).

The idea here is that the overall accuracy of your plan at a world is the expected
accuracy of having that plan under the possibility that you might mistake your
actual evidence for some other possible evidence. Now that we have a way to le-
gitimately measure the accuracy of our plans within a Gallow context, (Gallow,
2021) proceeded to prove the following expectation theorem in favor of Plan
Gallow Conditionalization.

Externalist Expectation Theorem: If c(TE), c(UE) > 0 for every E ∈ ϵ
and c is a probability function, then [(c, P ) satisfies Plan Gallow Condition-
alization iff for every legitimate accuracy-measure, P maximizes the expected
Gallow-accuracy with respect to c.]

This result could be used to develop an expectation argument for Plan Gal-
low Conditionalization in the usual way. While this is great, it would be better
to argue for, rather than just assume, that your credences are rationally required
to be probabilistic (just as in the Plan Conditionalization case in the (Greaves
& Wallace, 2006) paper). Thus we are motivated, once again, to develop an
accuracy-dominance argument for Plan Gallow Conditionalization.
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9.2 An Accuracy-Dominance Argument for Plan Gallow
Conditionalization

Before getting to our accuracy-dominance argument, we have to say how we are
going to legitimately measure the accuracy of credence/credal-planning pairs
(c, P ) in a Gallow context.

Def: (Plan) Gallow Additivity: A[(c, P ), w] = A(c, w) +AG(P,w).

Without further ado, here is our main technical result.

Plan (Strong) Gallow-Accuracy-Dominance Theorem: If c(TE), c(UE) >
0 for every E ∈ ϵ (and further that c(TE&UF ) > 0), then [(c, P ) is a proba-
bilistic Gallow-pair iff there is no legitimate accuracy-measure such that (c, P )
is strongly accuracy-dominated].
Proof:
“⇒”: Suppose that c(TE), c(UE) > 0 for every E ∈ ϵ. Further, suppose that
(c, P ) is a Gallow-pair. Now, suppose, for contradiction, that there exists a
legitimate accuracy-measure A such that (c, P ) is strongly accuracy-dominated
by some (c′, P ′). That is, A[(c′, P ′), w] > A[(c, P ), w] for all worlds. Thus,
multiplying each inequality by c(w) and summing over worlds gets us that
EA[(c′, P ′)|c] > EA[(c, P )|c]. But this contradicts the legitimacy of A and
the Externalist Expectation Theorem.
“⇐”: Suppose that (c, P ) is not a Gallow-pair (but that (c, P ) is probabilistic).
Such a pair is not Bayes. Thus, via the Complete Class I Theorem, (c, P )
is weakly accuracy-dominated by some randomization over credence/credal-
planning pairs for any legitimate accuracy-measure. In fact, such a pair is
strongly accuracy-dominated by a (non-randomized) credence/credal-planning
pair via the Strict Convexity Lemma if we choose our accuracy-measure to be
strictly convex.
⋄.

Thus, we get the following accuracy-dominance argument for Plan Gallow Con-
ditionalization:
(1): Veritism: accuracy is the only intrinsic epistemic value (for credences).
(2): Legitimate accuracy-measures are (Plan) Gallow Additive, additive, strictly
proper, and continuous.
(3): Evaluationist Non-Vacuous Dominance.
(4): Plan Gallow-Accuracy-Dominance Theorem.
(5): Therefore, Plan Gallow Conditionalization.

Future work in this area might try to generalize our results to the case of avoid-
ing weak-accuracy dominance in Gallow contexts. This is all well and good,
but how are we rationally required to actually change our confidences in Gallow
contexts? We suggest the following.
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Def: Actual Gallow Conditionalization: if ct(TE), ct(UE) > 0 for every E ∈ ϵ
and you actually update on “evidence” F , then [(ct, ct+1) satisfies Actual Gal-
low Conditionalization iff ct+1(p) =

∑
E∈ε ct(TE|UF )ct(p|TE)]. We call such

pairs actual Gallow-pairs.

We now develop our an actual accuracy-dominance argument for Actual Gallow
Conditionalization.

9.3 An Accuracy-Dominance Argument for Actual Gallow
Conditionalization

Before getting to our actual accuracy-dominance argument, we have to say how
we are going to legitimately measure the accuracy of one’s actual posterior cre-
dences and their diachronic credal-pairs in a Gallow context. So, given credence
function ct such that ct(TE) > 0 for every E ∈ ϵ, we define:

Def: (Actual) Gallow-Accuracy: AG(ct+1, w) = ct(UF |TEw)A(ct+1, w).

Def: Diachronic Gallow Additivity: A[(ct, ct+1), w] = A(ct, w) +AG(ct+1, w).

The latter condition just says that we are going to measure the total accu-
racy of your credal-pairs as the sum of the accuracy/Gallow-accuracy of your
respective credences. Once again, just as in the Jeffery case, we see that the
legitimacy of a Gallow-accuracy-measure depends upon the relevant prior cre-
dences (and the “evidence” F that you actually update on). Without further
ado, here is our key technical result.

Actual Gallow-Accuracy-Dominance Theorem: If ct(TE), ct(UE) > 0
for every E ∈ ϵ (and further that c(UF&TE) > 0 for every F,E ∈ ϵ), then
[(ct, ct+1) is a probabilistic actual Gallow-pair updating on F iff there is no le-
gitimate accuracy-measure such that (ct, ct+1) is strongly accuracy-dominated].
Proof:
“⇒”: Use extension method with the above theorem.
“⇐”: Suppose that (ct, ct+1) is not an actual Gallow-pair (but that (ct, ct+1) is
probabilistic). Such a pair is not Bayes. (This follows from results in (Gal-
low, 2021).) Thus, via the Complete Class I Theorem, (ct, ct+1) is weakly
accuracy-dominated by some randomization over credal-pairs for any legitimate
accuracy-measure. In fact, such a pair is strongly accuracy-dominated by a
(non-randomized) credal-pair via the Strict Convexity Lemma if we choose our
accuracy-measure to be strictly convex.
⋄.

Thus, we get the following accuracy-dominance argument for Actual Gallow
Conditionalization:
(1): Veritism: accuracy is the only intrinsic epistemic value (for credences).
(2): Legitimate accuracy-measures are Diachronically Gallow Additive, addi-
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tive, strictly proper, and continuous.
(3): Evaluationist Non-Vacuous Dominance.
(4): Actual Gallow-Accuracy-Dominance Theorem.
(5): Therefore, Actual Gallow Conditionalization.

Future work in this area might try to develop the case of avoiding weak-accuracy
dominance and investigate if we can drop the additivity condition on legitimate
accuracy-measures. We also note here that our results have applications to
Gallow-style forgetting scenarios in which you actually lose some evidence E
but you nevertheless change your credences as if you lost evidence F .

10 Conclusion

This paper was all about actual accuracy-dominance. We developed accuracy-
dominance arguments for: Actual Conditionalization, Actual Reverse Condi-
tionalization, Actual Joint Almost Lockean Completeness, Actual Jeffery Con-
ditionalization, and Actual Gallow Conditionalization. Future work in this area
might continue to pursue this line of inquiry for other possible actual norms
(such as, for example, Adams Conditionalization (Dziurosz-Serafinowicz, 2023)).
I expect them to find actual accuracy-dominance all around, as we did. Fur-
thermore, it might be desirable to see to what extent we could drop the various
Diachronic Additivity conditions (or argue for them) and still end up with the
relevant accuracy-dominance theorems.

11 Appendix

11.1 Some Useful Theorems

Let A be an accuracy-measure.

Def: Bayes: credences c are said to be Bayes iff there exists a probabilistic
p such that c maximizes EA(.|p).

Complete Class I Theorem: if c is not weakly-dominated (even by possi-
ble randomizations over credal space) and there are only finitely-many relevant
possible worlds, then c is Bayes. (Hoff, 2013).

Strict Convexity Lemma: if A is strictly convex and r(c) is a randomiza-
tion over credences, then r(c) is strictly accuracy-dominated by some (non-
randomized) c′. (Lehmann, 1983).
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11.2 A Remark on Actual Dutchbooks

In this little section, we assume some familiarity with dutchbooks and the usual
credal betting norms.13 Now, (van Fraassen, 1989) observed that the dutch
strategy argument of (Lewis, 1999) only gets us an argument for Plan Condi-
tionalization and not Actual Conditionalization. In fact, if we apply the usual
credal betting norms, we end up with the result that it’s irrational to actually
change any of your credences, even in response to receiving new evidence. Surely,
something has gone wrong with this kind of diachronic dutchbook argument. I
propose that what is wrong is the credal betting norm. What I’m suggesting
here is an evidence-sensitive credal betting norm. Basically, you should only take
permissible E-conditional bets when you actually possess evidence E. Thus, not
only are your confidences relevant to which bets are acceptable, your evidence
is also relevant. It can be shown that this new evidence-sensitive betting norm
can get us a dutchbook argument for Actual Conditionalization. (Just use the
extension-method on (Lewis, 1999)’s Dutch Strategy Theorem and a result in
(Pettigrew, 2020).)

11.3 A Remark on Actual Awareness Growth

In this little section, we assume some familiarity with the phenomena of aware-
ness growth. Now, (Pettigrew, 2022) systematically went through how a bunch
of the standard accuracy-dominance/dutchbook arguments apply to the case of
awareness growth, and, a common difficulty that he ran into was that there isn’t
something analogous to a plan defined on an evidential partition. Furthermore,
he is also concerned about the soundness of the relevant expectation arguments
because he thinks that awareness growth might disrupt the normative require-
ment of using your prior to assess (in expectation) your posterior credences in
the same way that receiving new evidence disrupts this requirement in Gallow’s
expectation argument for Actual Conditionalization. Luckily, our accuracy-
dominance approach for arguing for Actual Conditionalization doesn’t run up
against either of these concerns, so it is worth seeing what a similar accuracy-
dominance approach says in the case of awareness growth. Answer: In cases of
just actual awareness growth, credal-pair (ct, ct+1) is probabilistic and ct+1 is
an extension of ct. (Note: the accuracy of ct at an extended-world is taken to
be the accuracy of ct at the non-extended part of that world.) That’s it.

Now, it might be complained that something has gone wrong here. This norm is
just too rigid. But, I’m not so sure. Most, if not almost all, cases of awareness
growth also come with receiving new evidence. For example, if I see a tornado
for the first time, I learn that tornadoes are a thing. I learn that tornadoes
exist, say. Cases like this, in which I learn something that I didn’t even have an
attitude about before and which aren’t entailed by any propositions that I had
an attitude towards before, allow me to change my credences any-which-way.
More technically, if we consider only additive accuracy-measures, no credal-pair

13If unfamiliar, check out (Pettigrew, 2020) for a pedagogical overview.
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(ct, ct+1) that is probabilistic and Blackwell is even weakly accuracy-dominated.
(This follows, via a proof by contradiction, by extending ct to a probability func-
tion on the bigger opinion set and setting the extended confidence in E to 0
and using the additivity of A combined with the Actual Weak Accuracy-
Dominance Theorem.) So, moral of the story, in cases such as these, avoid-
ing accuracy-dominance places no additional or special rational constraints on
actual awareness growth with learning.

11.4 A Remark on Actual Guidance-Value

Guidance-value arguments improve on the usual dutchbook arguments by show-
ing how failing to satisfy the relevant norm results in your credences guiding
your actions comparatively poorly (Schervish, 1989) (Levinstein, 2017) (Pet-
tigrew, 2020) (Konek, 2022). We remark here that we can develop an actual
guidance-value argument for Actual Conditionalization using the same proof
strategy in our Actual Strong Accuracy-Dominance Theorem and results
in (Pettigrew, 2020).
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