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Abstract. We defend a new, neurocognitive version of the view that knowing that is a form of knowing how and its manifestation. Specifically, we argue that knowing that P is knowing how to represent the fact that P, ground such a representation in the fact that P, use such a representation to guide action with respect to P when needed, store traces of such representations, and exercising the relevant know-how. More precisely, agents acquire knowledge via their neurocognitive systems and neurocognitive systems control organisms by building internal models of their environments and using such models to guide action. Such internal models implicitly represent how things are. When agents’ implicit internal models are grounded in the fact that P and are usable for guiding action with respect to P, agents have implicit knowledge that P. When agents acquire the additional capacity to manipulate language, they also acquire the capacity to explicitly represent and express that the world is thus-and-so. When agents’ explicit internal models are appropriately grounded in the fact that P and are usable for guiding action with respect to P, agents have explicit knowledge that P. Thus, both implicit and explicit knowing that P are forms of knowing how to represent that P, ground such a representation in P, use such a representation to guide action with respect to P when needed, store traces of such representations, and exercising the relevant know-how.
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1. Introduction
We will defend a new version of radical anti-intellectualism, or practicalism, to the effect that knowing that is a form of knowing how and its manifestation.[footnoteRef:3] What we add to previous pictures in that general spirit is a neurocognitive account.[footnoteRef:4] Specifically, we enrich practicalism by fitting it with some seriously substantive empirical work. Our paper delves into possible physical underpinnings – in particular, neurocognitive bases – for a (radically anti-intellectualist) knowledge-practicalism. This is an additional argument for that approach. [3:  The term “practicalism” is Hetherington’s (2011a); it bespeaks a specific form of pragmatism. Knowing how (one of our topics) is often called “practical knowledge”, in the sense of being knowledge how to do something. Hetherington’s practicalism, which is also ours, is a “radical anti-intellectualism”, in the sense identified by Pavese (2022: sec. 8.3), or, equally, “an extreme anti-intellectualist position”, as Bengson and Moffett (2011: 18n25) call it. We do not see those terms, “radical” and “extreme”, as worryingly evaluative. We read them as conceptually locational, relative to what Pavese (ibid: sec. 8.1) calls “orthodox intellectualism”, on which “knowledge-how is a species of propositional knowledge” (namely, knowledge-that). When we talk simply of “intellectualism”, we mean such “orthodox intellectualism”. This paper’s main concern is to defend directly our practicalism, thus located, not to engage with an array of potential refinements and discussions of the general idea of intellectualism. For some sense of those, see Glick (2011), Cath (2015), Carter and Pritchard (2015), Hornsby (2016), and Audi (2018).]  [4:  There are a few previous such pictures. For sketchier ones, see Hartland-Swann (1956; 1957) and Stalnaker (2012). For fuller ones, see Hyman (2010; 2015) and Hetherington (2011a: ch. 2; 2011b; 2013; 2015; 2017; 2020a; 2020b; 2021). For critical discussion of Hyman’s approach, see Hetherington (2021: sec. 13.7). For more general discussions of knowing how, see Bengson and Moffett (2011) and Carter and Poston (2018). Note that we will use the terms “knowing how” and “knowledge how” as merely verbal variants, as is appropriate.] 


We argue that knowing that P is knowing how to represent the fact that P, how to ground such a representation in the fact that P, how to use such a representation to guide action with respect to P when needed, how to store traces of such representations, and exercising the relevant know-how. More precisely, agents acquire knowledge via their neurocognitive systems and neurocognitive systems control organisms by building internal models of their environments and using such models to guide action. Such internal models implicitly represent how things are. When agents’ implicit internal models are grounded in the fact that P and are usable for guiding action with respect to P, agents have implicit knowledge that P. When agents acquire the additional capacity to manipulate language, they also acquire the capacity to explicitly represent and express that things are thus-and-so. When agents’ explicit internal models are appropriately grounded in the fact that P and are usable for guiding action with respect to P, agents have explicit knowledge that P. Thus, both implicit and explicit knowing that P are forms of knowing how to represent that P, how to ground such a representation in P, how to use such a representation to guide action with respect to P when needed, how to store traces of such representations, and exercising the relevant know-how.[footnoteRef:5] [5:  Although we will draw upon contemporary science, our account has some venerable resonances. Here, for example, is Stephen Phillips (2012: 15) on mainstream Nyāya epistemology, a key component of classical Indian philosophy.
Nyāya’s project is limited to understanding the knowledge that we trust which is cognition that has been produced in the right way. There is a correlation between knowledge and success in action. The reason we turn to epistemology is to be able to resolve doubt or dispute. Doubt or dispute prevents ‘unhesitating action’ …. And the same defaults granted everyday instances of perception, inference, and testimony are granted to any investigation we might self-consciously undertake spurred by doubt or controversy. That is to say, if we self-consciously engage in an inference whose conclusion is p, then we are reflectively warranted in believing that p without certifying the certificational capacity of inference. And this is shown in our action, which becomes unhesitating, confident – and rightly so, since, as our philosophers remind us, knowledge helps us get what we want and avoid what we want to avoid.] 


As we will point out, our radical anti-intellectualism fits well with, or at least accommodates, the view that propositional knowledge is factually grounded belief, where belief is indicative representation that can guide action (Piccinini 2022b). Although we adopt that terminology in our exposition, radical anti-intellectualism is compatible with any reasonable account of knowledge, including knowledge-first accounts (Williamson 2000). Our project is not to defend a novel account of propositional knowledge, or explain how representations can be grounded in (i.e. justified by) the facts, or how representations can guide action. Our project is limited to defending the view that knowing how and its manifestation is the genus, with knowing that being a species of that genus, by looking at how knowledge works. We will address cases of basic empirical knowledge of the sort that is routinely available to most animals. Other cases of propositional knowledge or lack thereof, such as scientific theories and models, a priori knowledge, conspiracy theories, and self-deception, will require specialized treatment for which we have no space here. We leave that for future work.

Before proceeding, we should clarify our use of the terms “implicit” and “explicit”.

First, talking of knowledge both implicit and explicit might remind one of the epistemologically evocative distinction between animal and reflective knowledge. But they are different distinctions. The latter one is usually associated with Ernest Sosa. Initially, he distinguished animal from human knowledge (e.g. 1991: 95). More recently (e.g. 2011: 11), human knowledge is avowedly reflective, in Sosa’s hands, in effect being coherently and comprehensively reflective about its animal ‘epistemic element’. On our story, all human knowledge could be animal, in Sosa’s sense. Even explicit human knowledge need not be epistemically reflective in content.

Second, “explicit” is often used as synonymous with “declarative” or “semantic,” while “implicit” is used as synonymous with either “nondeclarative” or “procedural” (e.g. Gazzaniga et al. 2019: 385; Kandel et al. 2021: 403, 1296). The declarative-versus-procedural distinction is often mapped onto the distinction between knowing that and knowing how (more on this below). In contrast, we define “explicit” and “implicit” independently of “declarative” and “procedural”. We use “explicit” for a type of representation that the agent can express through language at relatively low computational cost, and “implicit” for a type of representation that the agent either cannot express through language or can only express through language at relatively large computational cost—after being transformed into an explicit representation (cf. Kirsh 2006, Drayson 2023).

Let us now begin taking steps towards our account. In section 2, we will introduce the notion of neural representation and its relevance to an account of knowing. In section 3, we will argue that the relevant account ought to look for neurocognitive mechanisms involved in knowing. In section 4, we will argue that a standard route to an account of knowing—the distinction between declarative and procedural memory—is less helpful than many have thought, but reflecting on its shortcomings tells us how to make progress by focusing on neurocognitive mechanisms. In section 5, we will argue that neural computation is a kind of knowing how and its manifestation. In section 6, we will account for implicitly knowing that in terms of knowing how to simulate the body and environment and guide behavior on that basis. In section 7, we will account for explicitly knowing that P in terms of knowing how to go back and forth between an ordinary simulation that includes the information that P and a linguistic representation that P, and guide behavior on that basis. We conclude that knowing that is a kind of knowing how.

2. Neural Representations
In recent years, intellectualism has received much attention from epistemological attempts to understand the conceptual relationship between knowing that and knowing how. That quest is generally traced back to Gilbert Ryle’s (1949; 1971) influential argument for the fundamental distinctness of knowing how from knowing that. Why might they ever have been expected to be linked in an underlying conceptual way? Actions are the key. Focus on what Ryle called intelligent actions, those that seem to be expressing or manifesting knowledge how: you make the right move in a specific situation, thereby manifesting a relevant skill; isn’t this non-random in an epistemic way? For don’t you seem, viewed by someone else, to be acting as though you knew what to do? In which case, was this because you knew some relevant truth, possessing and applying a pertinent instance of what epistemologists have traditionally called “knowledge that”? No, argued Ryle. We will not replicate his reasoning here. But we will engage with the intellectualist response to this challenge.

Intellectualism is a quintessentially representationalist view. Far from maintaining the conceptual separation advocated by Ryle between knowing how and knowing that, it seeks to account for knowing how in terms of knowing that. For intellectualism, an intelligent action is epistemic at all only because its genesis includes the agent’s having and applying some appropriate knowledge that—the paradigmatic form of knowledge. And this claim of dependence involves, on the face of it, the attribution of at least a representational capacity even to the knower-how, since presumably knowing-that reflects such a capacity.

Accordingly, any commitment to anti-representationalism might be seen as a strong reason for setting aside intellectualism.[footnoteRef:6] And indeed many anti-intellectualists are anti-representationalists, or at least they are suspicious of positing mental representations as  [6:  Fortunately, it is far from the only possible reason. For arguments against intellectualism’s adequacy in this sort of conceptual setting, see Hetherington in particular (citations in note 3). ] 

explanations of cognitive capacities (e.g. Merleau-Ponty 1945; Ryle 1949). Unsurprisingly,
that view of cognitive capacities will then be extended to knowledge how, which strikes some as leaving us with no understanding of the epistemic nature of knowing how. For instance, we might be enjoined to analyze knowing how as a skill, where skills are understood (setting aside descriptions of environmental factors) in non-representational terms (e.g. Gallagher 2017)—whereupon we might proclaim that we are now bereft of a principled way to understand how an intelligent action is intelligent, how it is epistemic at all (cf. Fridland 2020). 

But we can avoid that quandary, since anti-intellectualism need not be tied so closely to anti-representationalism, as we will explain. This is fortunate, too, because insisting on that reliance runs against overwhelming empirical evidence collected by neuroscientists over the past century or so. To make a long story short, neurocognitive systems are the primary organ of cognition, so agents acquire and possess knowledge primarily via their neurocognitive systems.[footnoteRef:7] In many animal species along the phylogenetic continuum that have been studied, neurocognitive systems acquire cognitive capacities by constructing internal representations of the body and external environment and then using such representations to guide action. And this, as we will show, can readily be conceived of in epistemic terms.[footnoteRef:8] [7:  A traditionalist might object that attributing knowledge, a personal state, to neurocognitive systems, which are subpersonal (proper parts of persons), is fallacious. On the contrary, the mistake would be to try to account for knowledge without considering how a system works. We side with mainstream philosophers of mind, such as Fodor (1968), according to which knowledge can be attributed to, and ought to be explained by, the workings of the person’s parts (cf. Drayson 2023).]  [8:  From now on, for simplicity we use “environment” and “world” to refer to both the organism’s body and its external environment.] 


There is a growing consensus that neural representations are real and that we now possess at least the contours of a viable account of their semantic content. We cannot review the considerable literature on this subject; we take the following sketch to be a plausible and relatively uncontroversial summary at the appropriate level of abstraction.[footnoteRef:9] [9:  The following account of neural representation and its content was influenced most directly by Piccinini (2020a: ch. 12) and Lee (2021). Other important recent sources include Gładziejewski (2015), Ramsey (2016), Miłkowski (2017), Neander (2017), Lee (2018), Shea (2018), Bielecka and Miłkowski (2020), Gładziejewski and Miłkowski (2017), Millikan (2021), Baker et al. (2022), and Buckner (2022). ] 


The relevant notion is that of structural representation (e.g. Gallistel 1990; Ramsey 2007). As we use this term, structural representation is a system of states that has the function of possessing the following five features. (i) There is a homomorphism between a system of internal states and their targets. (ii) Such internal states carry natural semantic information about their targets, where a state carries natural semantic information that P if and only if it raises the probability that P. (iii) Such internal states can be activated by signals coming from their targets. (iv) Some of the internal states can be decoupled from their target at least under certain circumstances. And (v) the internal states can guide action with respect to their targets in virtue of (i)–(iv).

Structural representations have semantic content, which can be either derivative or original (cf. Haugeland 1998). More precisely, a state S within a structural representational system R represents that P if and only if S carries information that P when R is capable of activating S to track the fact that P and S can guide the system’s actions with respect to the fact that P. Derivative content is assigned by users, whereas original content is acquired by the system on its own. For our purposes, the relevant notion is that of original content. Original content is the natural semantic information carried by an internal state that is part of a structural representational system that the system develops and can use to guide action. Neurocognitive systems develop representations via a combination of innate and environmental influences. Insofar as neural representations are innate, their original semantic content was acquired through evolution. Insofar as representational capacities are acquired, neurocognitive systems learn by observing and interacting dynamically with their environment in the presence of constant feedback from themselves and their environment; via such interaction, they learn to activate internal states to track their environment while at the same time learning to use such internal states to guide actions; the result is neural representations that have original semantic content (Piccinini 2022a).

Although we shall continue to say that neural states represent that P, we hasten to add that that-clauses are, even at best, imperfect vehicles for expressing the semantic content of neural representations. Typical neural representations raise the probability that something is the case at the current time at a certain location, so a natural way to express their content is “that such and such is the case there now”. Still, typical neural representations do not enter the kind of logical inferences that that-clauses can enter—such as being negated, conjoined or disjoined with others, and so forth. Furthermore, typical neural representations evolve dynamically to simulate the expected evolution of their target in a way that that-clauses do not. Therefore, it might be more accurate to express the content of a neural representation by writing something like “such and such there now and will likely evolve in such and such a way” instead of “that such and such is the case there now”. For simplicity, though, we will continue to express the content of neural representations by using that-clauses. Yet, significantly, this is an idealization that points at one way in which both intellectualism and even moderate anti-intellectualism mischaracterize neural representation.

Examples of structural representations are ubiquitous in the neurocognitive system (cf. Piccinini 2020a: ch. 12). For instance, neurons in many areas of the visual cortex are topographically arranged in cortical columns such that adjacent cortical columns fire in response to stimuli in adjacent areas of the visual field; furthermore, different neurons in each cortical column respond to different aspects of the portion of the visual field to which they selectively respond. Some neurons might respond preferentially to edges oriented horizontally, others to edges oriented vertically, and yet others to edges oriented in other directions. Neurons in other cortical areas respond preferentially to different shapes, colors, directions of motion, and so forth, targeting different properties of objects in the different portions of the visual field in a systematic way. This establishes conditions (i), a homomorphism between a system of internal states and their targets, (ii), such internal states carry information about their targets, and (iii), such internal states can be activated by signals coming from their targets.

That neural states can be decoupled from their targets can already be demonstrated in the early stages of visual processing. Most strikingly, the blind spot is a portion of the visual field where the visual system receives no input because that’s where the optic nerve goes through the retina, and so the retina has no receptors there. Some philosophers have speculated that the blind spot is not so much represented as ignored (e.g. Dennett 1991). Instead, it’s been experimentally demonstrated that the visual system actively represents what might be present in the blind spot by extrapolating from the surrounding regions of visual space (e.g. Azzi et al. 2015). This is but one example of how neural states can be decoupled from their target. Among the most important examples is memory, whereby the neurocognitive system can carry information about aspects of the environment long past the time when those aspects were impinging on the system. This establishes (iv), that some internal states can be decoupled from their targets.

That neural states can guide action is not always easy to establish. But it’s essential to practicalism, with its emphasis on action as conceptually essential to knowing how (and thereby knowing that). Action guidance has been demonstrated in many cases either by showing that removing the internal states—due to lesions or via transcranial magnetic stimulation—generates behavioral deficits with respect to the targets of those internal states (Hallett 2000; Kandel et al. 2021), by inducing the internal states via stimulation and showing that they affect behavior with respect to their targets (Yizhar et al. 2011; Kandel et al. 2021), or by both types of method. In light of this, (v), that many neural states can guide action with respect to their targets, is empirically well-established. 

Finally, most of the empirical observations and manipulations that demonstrate the existence of neural representations occur when learning can occur in the neurocognitive system, which allows neuroscientists to uncover the semantic content of neural representations empirically. Exceptions include neural responses corresponding to the blind spot and other cases where misrepresentation might occur, which are defined by the information carried by neural states under normal sensory conditions, when learning can occur. This completes the argument that neural systems contain structural representations with original semantic content. Since the content is acquired by the system itself to guide the organism’s action, this kind of semantic content is itself a kind of causal power to which the system is sensitive.[footnoteRef:10] [10:  This contradicts the long-standing and popular view that semantic content is causally inert and that (all) computational processes are insensitive to semantic content (e.g. Fodor 1980). For an early argument that computational processes with original content can be sensitive to semantic content, see Rescorla (2012; 2014).] 


Contrary to a widespread assumption, neural representations are not just detectors that merely respond to the presence or absence of their targets. Instead, many neural representations constitute dynamical simulations of their targets: that is, they are models that predict how their targets are going to evolve from their current state and recent evolution. Some especially powerful neural representations constitute forward models, which predict the specific sensory consequences of the organism’s actions on their target. A classic example is the superior colliculus, a brainstem nucleus that is involved in controlling saccades and is sensitive to motion. When the eyes saccade, a copy of the motor command is sent to the neurons sensitive to motion, whose response gets suppressed. That’s why the world appears stable to us when we saccade, whereas gently jiggling our eye bulbs with a finger makes it look like the world is jiggling.[footnoteRef:11]  [11:  It is customary to distinguish between “model-based “and “model-free” learning and motor control. This can mean at least two things: (i) that reinforcement learning is based on evaluating actions before performing them (model-based) or not (model-free) (Sutton and Barto 2020), or (ii) that motor learning is based on a forward model (model-based) or not (model-free) (Haith and Krakauer 2013). Regardless, perception itself relies on neural representations that simulate the external environment, and perception guides action; therefore, the sort of action guidance that interests us here is all model-based in the sense of relying, at the very least, on perceptual simulations of the environment. For some recent evidence that even artificial, deep learning neural networks trained solely on linguistic inputs construct internal models that simulate the entities they represent, see, e.g., Li, Nye, and Andreas (2021); Li et al. (2023).] 


Neural simulations are acquired over time by learning the ways that targets behave in different circumstances, including in response to actions by the organism. At any given time, then, a neural simulation of its target involves some degree of prediction based on its knowledge of its target and some degree of updating based on sensory information coming from the target. The exact proportion between prediction and sensory updating varies; it depends on the specific type of simulation as well as the availability of sensory information.

This ability of neural states to dynamically simulate their targets is another way in which neural representations are importantly different from linguistic statements, whose content is naturally expressed by that-clauses. That-clauses do not simulate or predict the future state of their target; neural representations do. This is also another basic way in which neural representations are essentially practical, and in which intellectualism and moderate anti-intellectualism, which characterize at least some neural states as simply representing that P, are an inadequate account of neural representations. 

Philosophers have long and energetically debated the nature and roles of mental representations, yet without paying enough attention to how they are realized in the brain and how neural representations actually function.[footnoteRef:12] This raises the question of how neural representations are related to mental representations. We cannot do justice to this large and complex topic here. The following brief treatment will suffice for present purposes. [12:  For a recent example, see Green and Quilty-Dunn (2021).] 


Mental representations, as they are usually conceived, can stand in certain logical relations with one another, can represent things that are false or unreal, are expressible via linguistic utterances, can be referentially opaque to the subject,[footnoteRef:13] etc. Insofar as mental representations are real, they are neurocognitive states. This is not to say that mental representations reduce to or are eliminated in favor of low-level brain states (as in, e.g., Churchland 1981; Bickle 2003). Instead, we endorse a multilevel mechanistic framework (Craver 2007, Glennan 2017) according to which psychological explanations are sketches of mechanisms (Piccinini and Craver 2011; Piccinini 2020a, Ch. 7).  [13:  Referential opacity in mental representation occurs when, for example, an agent believes “Mark Twain wrote several novels” while disbelieving “Samuel Clemens wrote novels”, no matter that the names “Mark Twain” and “Samuel Clemens” have a shared reference, to a single man.] 


When mental representations are integrated within such a mechanistic framework, they turn out to be higher-level neurocognitive states—i.e., neural representations (Bechtel 2008; Piccinini 2020a, Ch. 12). The simplest neural representations are those that we have introduced so far, and they are the primary building blocks in an account of mental representation. Some neurocognitive systems can acquire neural representations with the sorts of properties that mental representations have. We will discuss some of these later; for now, the important point is that, on our account, mental representations share the format and function of neural representations, which supports the conclusion that they are a type of neural representations (for some relevant details and independent support, see Burnston 2021; Coelho Mollo and Vernazzani 2023; Grush 2004; Morgan and Piccinini 2018; O’Brien and Opie 2002; Piccinini 2020b; 2022a; 2022c).

In light of the reality of neural representations, then, antirepresentationalism is a nonstarter. Nevertheless, intellectualism does not follow from representationalism either. In what follows, we will investigate whether neural representations are better characterized as knowing that, knowing how, both, or neither.

3. Explaining Knowledge
Epistemic idioms are intentional idioms, and intentional idioms are flexible enough that they can be used to interpret and characterize virtually any behavior (cf. Dennett 1978, 1987). They are flexible enough that both knowing how and knowing that can be characterized in terms of each other, at least by some pertinent standards. We have mentioned intellectualism’s basic idea. Its correlative linguistic recommendation might say, following Stanley and Williamson (2001), that knowing how to X can be parsed as knowing, for some way W of X-ing, that W is a way to X. This is only a simple gesturing at an intellectualist way of speaking, of course, but let’s assume for argument’s sake that either it, or some successor intellectualist characterization (e.g. Stanley 2011), is linguistically available. The problem is that we can, with equal aplomb, take our linguistic proclivities in the converse direction—while also aligning them satisfyingly with some important empirical material. Even if we meet a semantic theory of expressions of the form “A knows how to X”, one that talks in terms only of expressions with the form “A knows that P”, and even if we say that this theory amounts to an account of knowing how in terms of knowing that, this can’t be the end of the story—because, as we will argue, in principle it is equally possible to account for knowing that in terms of knowing how. Thus, in the rest of this essay, we shall defend the following account.

Neurocognitive practicalism: knowing that P is 
(a) knowing how to 
(i) represent that P, 
(ii) ground such a representation in P, 
(iii) use such a representation to guide action with respect to P when needed, 
(iv) store traces of such representations, and 
(b) exercising one’s knowledge of how to (i)-(iv).

Here are some immediate clarifications. First, memory traces of a representation that P may or may not be an explicit representation that P; they may also be something like a configuration of connection weights within a neural network that, under suitable conditions, activate a representation that P. We will argue that the latter notion of memory trace is more plausible. Second, memory traces of a representation that P count as an aspect of knowing that P only insofar as the representation(s) they track was (or were) grounded in the fact that P. Third, someone might possess abilities (i)-(iv) even when it is not the case that P.[footnoteRef:14] But, by definition, if we exercise the ability to ground a representation that P in the fact that P, then P is the case. Thus, to know that P, it is not enough to possess the relevant abilities; they must be exercised. Fourth, strictly speaking, exercising (iv) is not required to have knowledge-that; it’s only required to have knowledge-that when the relevant representation is not active. Fifth, knowing that P might, or might not, involve currently representing that P. Similarly, knowing how to represent that P, ground such a representation in P, and store traces of such representations, and exercising such know-how might, or might not, involve currently representing that P. Sixth, knowing that P might, or might not, involve actually using knowledge to guide action. Similarly, knowing how to represent that P, ground such a representation in P, and use such a representation to guide action with respect to P when needed, and exercising the relevant abilities might, or might not, involve actually using one’s knowledge to guide action. Seventh, the actions in question may be ordinary behavior or purely internal actions. Thus, for example, even some people who meet the diagnosis of vegetative state, whose condition prevents them from expressing their knowledge through ordinary behavior, have been shown to be able to communicate by acting internally (Owen et al. 2006). Eighth, insofar as knowledge-that is a state and not an action, it is the state of possessing the relevant abilities and traces of their manifestation and, when knowledge is currently represented, it is the manifestation of such abilities. Nineth, should there be a further condition, an anti-luck one? That is, must the account include a way of ensuring that (b), with its embedded complexity, is not being satisfied in an epistemically lucky way? This is a question that may be raised about any account of knowing with any embedded complexity, and so we see no particular threat being raised for our account. So, should such a condition be added simply on that general ground? We do not believe so, although explaining this preference goes beyond the scope of this paper.[footnoteRef:15] [14:  Thanks to an anonymous referee for rightly emphasizing this point, and hence for pushing us to be clearer on this important aspect of our picture.]  [15:  It should be borne in mind that the question of whether knowing somehow precludes epistemic luck is still a live one. For current debate on it, see Hetherington (2024a; 2024b) versus Pritchard (2024).] 


An anonymous reviewer has objected that our proposal conflates abilities, their manifestation, and their manifestation’s product. As we understand their objection, they believe that knowing-that amounts to, at best, the manifestation of (a) or, perhaps even better, such manifestation’s product. In other words, knowing-that equals (b) or, perhaps even better, its product. Therefore, we should drop (a) from our account and retain (b) alone. If we did that, the reviewer seems to believe that the resulting picture would no longer be radically anti-intellectualist.

Our response is four-fold. First, even if knowing-that amounted to (b) alone, or its product, the result would still be a novel way to account for knowing-that in terms of knowing-how and its manifestation (or its product)—a proposal worthy of serious consideration. Second, even such a modified account would still posit knowing-how and its manifestation (or its product) as the genus and knowing-that as a species. This is different from intellectualism, which posits knowing-that as the genus and knowing-how as a species, and moderate anti-intellectualism, which posits two kinds of knowledge neither of which can be accounted for in terms of the other. Therefore, the amended account would still deserve to be called a form of practicalism, or radical anti-intellectualism. Third, exercising an ability requires possessing that ability, so clause (b) requires clause (a) at least as a statement of the relevant abilities. Fourth, we allow that the link between knowing-how and knowing-that is metaphysically intrinsic—metaphysically constitutive, not merely causally (and hence extrinsically) so. Yes, some knowing—some knowing-that—can on an occasion include exercising or manifesting, and in that sense being produced by, the knowing-how. But it does this while still being knowledge at all only because of the metaphysically immanent role being played (‘behind the scenes’ yet implicitly ‘part of the action’) on that occasion by the knowing-how. This is the package we propose.[footnoteRef:16] Therefore, our account includes clause (a) to make explicit the connection between the genus (knowing-how and its manifestation) and the species (knowing-that). Whether anyone prefers to focus more on how an instance of knowing-that is a manifestation of  know-how, or instead on how the knowing-that is thereby a product of such manifestation, can be left to individual tastes. Either way, knowing-that requires both knowing-how and its manifestation. What matters to us is that knowing-that is accounted for in terms of knowing-how and its manifestation along with the resulting picture of how knowledge works. We will elaborate on such a picture below. [16:  Of course, we should bear in mind, it is a programmatic package, as sketched here. For some further aspects of how this metaphysical theme, of immanence and intrinsicality, may be thought to arise and take shape within various reaches of the package, see, for example, Hetherington (2011a: sec. 2.4; 2021: sec. 13.3; 2023). ] 


We have been talking of exercising knowledge, conceived of as knowledge-how, by way of pertinent representations. This may, if one wishes, be described as manifesting or expressing the knowledge, no matter that epistemologists have not typically thought of knowledge in that way. The manifesting, the expressing, the exercising would be an action of representing. This is a moment, more or less extended, of (actively) knowing. To repeat, the knowledge as such is knowledge-how; which might, yet need not, be manifested, expressed, or exercised in actions even while it is present at a particular time. This might, again if one wishes, be termed actions of knowing. But in any event (as we have explained) they are in part actions of representing. As ever, this sort of action need not involve a conscious agent thinking of herself in these terms; we allow a wide range of pertinent actions. The main point is structural, alerting us to some of the metaphysical structuring that can underlie an instance of knowledge and how it is exercised. 

And that general point may usefully be extended. For the several clarifications offered a few paragraphs ago clustered around a simple question: how does our account guarantee that knowledge is factive? If knowledge is just knowledge-how, and if some knowledge-how can be present at a time without being exercised, would it be possible to know that P even when P is not true? That sounds like a worrying question. We do not want our account to allow, for example, that even if your dog is not in front of you, you retain the ability, say, to represent his being there—with this sufficing for your knowing at that moment of his being there. So, would you have that knowledge, according to our account? 

Our answer is that you would almost have it: you would have the ability to gain it, awaiting only apt circumstances to take shape around you. It would be an ability to respond aptly if the dog was actually there. But our account does not accord you that knowledge in the dog’s absence. Recall the account’s requiring you to be grounding the representation in the fact of his being there: if you exercise that ability, per clause (b), the dog is there. And we may further explicate that requirement, made explicit in our account, with the implicitly applicable knowledge/knowing distinction. The result of that blending is simple: if the dog is not there, you cannot be (actively) knowing that the dog is present—and thus you cannot have the knowledge that he is there. What do you have instead? You have the ability to gain that knowledge: you know how to know that he is there; but this is all that you have. Your lacking anything further is because you cannot be (actively) knowing that he is there. And this in turn is because you lack any representations grounded in the pertinent fact, or traces thereof. That needed fact—of the dog’s presence—is absent. So too, therefore, is any suitably grounded representation of his being there.

Note also clause (iii) in our account: the potential for guiding action is vital. Again we draw upon Hetherington (2023: 259–60), this time on how practicalism accommodates the needed link between knowledge and truth. We should not forget that practicalism is a species of pragmatism. And, for any pragmatist, “[t]ruth is as truth does” (ibid.: 259). As is knowledge: it is as it does. And what does knowledge do? In itself, it does nothing. But it can do much indirectly or derivatively. Inherently, it has this potential, if it is knowledge-how. For then, inherently, it admits of being exercised (manifested, expressed) in actions—that is, actions of knowing. And truth—something’s (actively) being true—can be part of such actions of knowing.[footnoteRef:17] [17:  The actions would thus be what Hetherington (2011b: 87), adverting to Sellars (1979: 180), classifies as instances of effective agency. Hetherington also (2017: sec. 11) suggests a way in which, derivatively, we could assign truth to knowledge as such—even while it is knowledge-how. Armed with Campbell’s (2011) idea of truth in action (potentially as being more general than propositional truth), we might regard actions that exercise knowledge (in other words, instances of knowing) as themselves able to be directly true, with this being part of how the knowledge itself can, indirectly, be supervaluationally true. The knowledge would be true if enough actions of knowing, one that manifest, express, or exercise it, are or would be true. A particular such action is true insofar as it is accurately representing the appropriate fact.] 


This can occur in two ways—representing and making-true (ibid.: 260). The former has been most prominent within our discussion. But the latter also matters. It bears helpfully, as we intimated, upon clause (iii) in our account from a few pages ago. Think here of Anscombe (1963) on how one might know what one will do, by knowing what one intends to do. How does truth enter such knowing? Elegantly, on a practicalist picture (ibid.): you can know how to bring it about that you will buy an apple. And this knowing by you includes knowing how to make it true that you will do so. Will a representation then be involved in that way of knowing, too, as a way of exercising the knowledge? We presume so, maintaining the centrality to our account of the idea of a representation.[footnoteRef:18] [18:  Hetherington is thus proposing two ways in which knowledge, even as knowledge-how, can be truth-linked to facts. One of those ways (the one around which this paper’s account is built) is “representing, the reflecting-back (like a mirror)” (2023: 260). But at times, we see (courtesy of Anscombe), one’s knowing is one’s “bringing about what is being known: it can be making true” (ibid.). This suggests that we may add to our account a recognition that the P being known need not yet obtain. Since the account is already complex on its face, we will not burden it needlessly with this further detail of temporal flexibility. That detail is already implicit in the account’s generality.] 


A further word is apposite on the approach, favored by some, of relying on linguistic data in this setting. Of course, linguistic data can be relevant. But any proposed account—such as the intellectualist’s, or, for that matter, our practicalist one—needs to be, if possible, more than a semantic exercise. Correlatively, we should be clear on what needs to be explained about knowledge and on what shape such an explanation should take. This might well move us beyond the semantic.

In that spirit, then, let’s see what happens when we iterate semantic analyses. Begin with an abbreviated intellectualist analysis to the effect that

(I) A knows how to X iff A knows that W is a way to X. 

Now apply an abbreviated practicalist analysis to (I), to the effect that

(Pr) A knows that P iff A knows how to accurately represent that P. 

Then iterate substitutions and see what happens:

(1) A knows how to X
(2) A knows that W is a way to X [from (1), by (I)]
(3) A knows how to accurately represent that W is a way to X [from (2), by (Pr)]
(4) A knows that W’ is a way to accurately represent that W is a way to X
(5) A knows how to accurately represent that W’ is a way to accurately represent that W is a way to X
…

Breaking this infinite regress requires an account of how knowledge works, how it actually functions. What are the mechanisms of knowledge, the mechanisms in play within any instance of knowing? What mechanisms are responsible for (what are normally characterized as) knowing that and knowing how, respectively? And how are these mechanisms inter-related, as we also seek to understand how knowing that and knowing how are themselves inter-related? 

We aim to make some distinctive progress on answering these questions by reflecting on neurocognitive mechanisms. Specifically, we aim to reflect profitably on the neurocognitive mechanisms that are responsible for our knowledge. Can we ascertain whether these are better characterized as knowing how, or as knowing that? We accept that, given the flexibility of intentional idioms, anything that has knowledge can be described as knowing that P, for some P, or as knowing how to X, for some X, and its manifestation. But under what circumstances are these respective forms of attribution more substantively illuminating? To explain knowledge as a worldly phenomenon ‘out there’, moving beyond a mere ‘conceptual investigation’, for example, we need some sense of bodily mechanisms, not simply semantic glosses.[footnoteRef:19] [19:  Here we are following the methodological lead of, for instance, Kornblith (2006), with his compelling advice that epistemologists should be striving to understand the nature of the phenomenon of knowing, not simply the contours of a concept of knowing. See also Schwartz and Drayson 2019.] 


4. The Standard Model of Memory: Declarative versus Procedural
A first step towards an account of the mechanisms involved in knowing—and thereby the nature of the knowing—can be taken by reflecting on the Standard Model of Memory (SMM), which is a mainstream component of cognitive neuroscience. SMM is often characterized as dividing (long-term) memory into two kinds—the declarative and the procedural (Squire 2009; De Brigard and Robins 2022). The received view of the relationship between knowledge and neurocognitive systems is that “while declarative memory maps onto the category of knowledge that, procedural memory maps onto the category of knowledge how” (Michaelian and Sutton 2017).[footnoteRef:20] If this received view is correct, then our task is to determine whether either declarative memory or procedural memory reduces to the other, which, under the received view, determines whether intellectualism or instead anti-intellectualism holds. [20:  This is an oversimplification. SMM includes other types of memory, such as priming and reflexes, that are neither declarative nor procedural. Presumably, these other types should be mapped onto either knowing that or knowing how. For argument’s sake, we will adopt the simplistic declarative-versus-procedural dichotomy, since philosophers have tended to debate the matter in those terms. By the end of the next section, we shall move past both the declarative-versus-procedural distinction and the SMM. Recall from our Introduction, too, that cognitive neuroscientists often equate “declarative” with “explicit”, and “procedural” with “implicit”. As we mentioned, we use “explicit” and “implicit” independently of “declarative” and “procedural”.] 


A popular way to define declarative memory is as “memory for events and for facts, both personal and general, to which we have conscious access, and which we can verbally report” (Gazzaniga et al. 2019: 389). Meanwhile, procedural memory is usually defined as a memory of skills and habits that is nonetheless difficult or impossible to consciously access or verbally report. There is thus an epistemic gulf between those two forms of memory, with one and only one of them allowing conscious accessibility and verbal reportability. If declarative and procedural memory align with knowing that and knowing how, respectively, as the received view that we just mentioned holds, then we may swiftly infer that these two forms of knowing are themselves mutually exclusive: neither is reducible to the other.

That is not where the debate ends. Conscious accessibility and verbal reportability are grossly inadequate standards, for the simple reason that cognitive neuroscientists (including Gazzaniga et al. 2019) routinely attribute declarative knowledge to, and study it in, preverbal children and nonverbal animals, where verbal reportability is out of the question and conscious accessibility is too difficult to assess to be helpful. That same sort of concern has likewise swayed many epistemologists away from requiring verbal reportability or conscious accessibility as elements in knowledge-that, thereby eschewing an epistemic internalism.[footnoteRef:21] So, let’s define declarative memory more simply as memory for events and facts, both personal and general, and procedural memory as memory for habits and skills. [21:  See Fodor (1968) for an early defense of this general point. On the epistemological distinction between epistemic internalism and epistemic externalism, see, e.g., Alston (1989: chs. 8, 9). For further arguments against epistemic internalism’s coherence, let alone adequacy more generally, see Hetherington (1990; 1991; 2020b) and Bergmann (2006).] 


Now let’s ask whether declarative and procedural memory, thus defined, can occur independently of each other, by reflecting on whether they are subserved by the same or different neural systems. According to the SMM, these two types of memory are doubly dissociable—either can occur without the other—and they are subserved by different neural systems (Squire 2009; Gazzaniga et al. 2019). This gives rise to a correlative, compact argument against intellectualism: given double dissociability and different neural bases, procedural memory and declarative memory are independent of one another, both functionally and neurally; therefore (again, given the received view), neither knowing that nor knowing how is reducible to the other (cf. Wallis 2008; Devitt 2011).

But the cases for double dissociability and independent neural bases are not as strong as they are often made out to be. We won’t go into the details here. Suffice it to say that there is considerable evidence that neural systems traditionally thought to be the basis for declarative memory are also involved in procedural memory, and vice versa, and that the functional dissociability is nowhere near as sharp as the argument against intellectualism requires (Henke 2010; De Brigard 2019; Krakauer 2019). The counterevidence is enough to undermine not only traditional versions of the SMM but also the argument, given a moment ago, from double dissociability and different neural bases.

Consider, too, how declarative memory’s repository of factual knowledge would include what cognitive neuroscientists call “semantic” or “conceptual” knowledge. Most philosophers would deem “semantic” or “conceptual” knowledge to be only a subset of factual knowledge. Still, the potential relevance of a more inclusive usage should not be ignored. Semantic knowledge includes the kind of knowledge that allows agents to categorize objects when perceiving them, at least partly so as to select appropriate responses to the objects, including relevantly skilled behaviors; and thus semantic knowledge is embedded within what might otherwise have been presumed to be factual-sans-semantic. Then add to that the empirical facts that semantic knowledge is spread out through much of the cortex, including the perceptual systems tasked with categorizing and guiding behavior in response to stimuli, and that such knowledge can be acquired either via the fast encoding of associations that depends on the hippocampus (declarative memory) or via slow encoding of associations that depends on the basal ganglia (procedural memory) (Henke 2010). A second consideration is that procedural knowledge, especially of the skilled variety, is usually acquired by linguistically competent humans, at least partly, by learning instructions—by acquiring paradigmatically declarative knowledge (Krakauer 2019). These considerations suggest that declarative and procedural memory (as cognitive neuroscientists define these) are too enmeshed with one another for anything like the SMM and the received view to hold in a way that supports (moderate) anti-intellectualism.

A separate and decisive consideration is that, even if procedural memory were functionally and neurally independent of declarative memory, procedural memory itself might have an intellectualist explanation. Suppose that motor control works similarly enough to program execution within ordinary digital computers. Computer processors are capable of a predetermined set of hardwired operations. For each hardwired operation, there is an elementary instruction that can be written in the computer’s machine language, stored in memory registers that are separate from the processors, fed to the processor, and executed by the processor. All activities by the computer are reducible to sequences of hardwired operations performed by executing elementary instructions. Insofar as the processor’s hardwired operations are a kind of knowledge, it seems fair to say that the ability to perform hardwired operations is a kind of knowing how, irreducible to knowing that. In contrast, knowing how to perform all other computational activities, capacities, and skills of the computer—those exhibited by executing programs—is reducible to a kind of knowing that—knowing that the operations to be performed are those specified by the program (Fodor 1968). The standard set by Fodor (ibid.) is that knowing-how reduces to and is explained by knowing-that to the extent that an agent’s behavior (whether internal or external) is caused by “propositional” representations akin to computer instructions, where executing computer instructions counts as being caused by the right sort of propositional representations. This is compatible with the instructions being consciously inaccessible to, and verbally inarticulable by, the agent. Yet this is as intellectualist an account of procedural knowledge as one can have.

So, a clear investigative mandate emerges from this section. We have endorsed Fodor’s (1968) standard to the effect that a system that computes by executing instructions knows that those are the operations to perform; adding that a system that computes without executing instructions (e.g., because its operations are hardwired or, as is common in neurocognitive systems, because it has wired itself to perform those operations) simply knows how to perform those operations. Following Hanke (2010), we have defined “declarative memory” as the fast encoding of associations that depends on the hippocampus and “procedural memory” as the slow encoding of associations that depends on the basal ganglia. We have found that, contrary to the received view, declarative and procedural memory do not map onto knowing that and knowing how in any straightforward way. We have also seen how, even if they did, this would not establish either intellectualism or any particular form of anti-intellectualism. To investigate knowledge mechanisms, we must dig deeper.

5. Neural Computation as Knowing How
Fodor’s intellectualist account of procedural memory does show us how to make progress. Since he proposed his account, our understanding of neurocognitive systems has improved considerably. Although there remains much that we don’t know, we are in a far better position than Fodor was to assess whether intellectualism is an accurate account of either procedural knowledge or any other kind of knowledge. Unsurprisingly, the answer to that question is complicated, but, as we will explain, it boils down to an unequivocal “No”. Although at least moderate anti-intellectualism has been defended on the basis of evidence from neuroscience before (e.g. Churchland 1989; Bechtel and Abrahamsen 2002; Burnston 2021; Fridland 2021), and this is an important step in the right direction, intellectualists and even moderate anti-intellectualists continue to defend their views without paying sufficient attention to what we know about neural computation and representation.

For instance, in one of the most carefully developed intellectualist accounts, Pavese (2019; 2021) attempts to recruit procedural knowledge to the intellectualist cause via what she calls practical representations. These are motor programs that could provide part of the contents of propositional representations to which, she argues, knowing how reduces. We cannot do justice to Pavese’s account here. We merely point out that nowhere in her account is there an explanation of how neurocognitive systems come to possess the relevant sorts of propositional representations with the relevant sorts of contents, how practical representations come to be embedded within such propositional representations, or how such putative propositional representations, with or without practical representations embedded within them, guide behavior. Without such an account, the only worked-out proposal remains the analogy between propositional neural representations and digital computer data and instructions, which is still defended by a shrinking yet committed group of cognitive scientists (e.g. Gallistel and King 2009; Gallistel 2017; cf. Akhlaghpour 2022; Grice et al. 2023).

We now possess refined neurocomputational models grounded in advanced methods for recording from thousands of neurons at once, stimulating neurons, blocking neural activity, and imaging neural activity through multiple techniques at different degrees of temporal and spatial resolution.[footnoteRef:22] Neuroscientists have been probing neurocognitive systems with increased degrees of sophistication for over a century. Even so, they have found no evidence of anything resembling conventional digital computer processors—processors performing hardwired operations in response to elementary instructions written in a machine language and stored in memory registers separate from the processor. Worse still, neuroscientists have not even found the kind of digital computer code that supports the writing of computer data and instructions—a code consisting of strings of digits with well-defined beginnings, ends, and concatenation relations among the digits, stored in well-defined memory registers whose contents can be accessed whenever needed for sending data and instructions to the processors.[footnoteRef:23]  [22:  The following considerations summarize arguments articulated in more detail by Piccinini (2020a, especially chs. 12, 13; 2022a). For background on some of the distinctions used, see Piccinini (2015). For general background on neural computation, see Dayan and Abbott (2001), Izhikevich (2007), Ermentrout and Terman (2010), Eliasmith (2013), and Macpherson et al. (2021).]  [23:  Here we cannot discuss this “classical” computational account in detail except to point out that the neuroscientific evidence is overwhelmingly against it (Morgan 2020; Colombo and Piccinini 2023; Piccinini 2024). Classical computationalism should not be confused with the much weaker hypothesis that aspects of long-term memory traces are encoded in molecular structures within cells (e.g. Gold and Glanzman 2021). This molecular model of memory, which remains highly speculative, is compatible with mainstream neuroscience (e.g. Gershman 2023; Colaço and Najenson 2023).] 


What neuroscientists have found in the brain is a sui generis kind of computing system, which bears some similarities and dissimilarities to both digital computers and traditional analog computers. The main neural signals are neuronal spike trains from single neurons or neuronal assemblies. The main functional aspects of spikes are their frequency and, in some cases, their timing. The closest thing that neuroscientists have found to elementary operations are what Carandini and Heeger (2012) call canonical computations—operations that are performed by neural circuits in many different brain regions in the service of different tasks. Proposed canonical computations include exponentiation, linear filtering, and normalization. The latter, for instance, computes a ratio between the response of an individual neuron and the summed activity of a pool of neurons. 

We lack the space here to describe more fully the details of neural computation. We should note, however, that they differ from the hardwired operations of a digital computer processor in crucial respects. For a start, neural circuits subserving canonical computations are not general-purpose processors that select which operation to perform by executing specific instructions; instead, neural circuits are special-purpose devices that perform just one operation, or perhaps variations of one operation that depend on modulating factors, not explicit instructions. As a consequence, complex neural computations—neural computations that solve cognitive problems—are not controlled by large sequences of instructions, like the complex computations performed by digital computers. On the contrary, neural networks are highly plastic devices that train and re-train themselves to solve specific problems in response to feedback from other systems and, ultimately, from the environment. Therefore, the complex computations performed by neural systems are neither hardwired like the elementary operations of computer processors nor driven by sequences of instructions stored in separate memory registers like the complex computations performed by computer processors. In summary, neural systems acquire new computational capacities, not by acquiring and storing sequences of instructions, but by training and modifying the circuits themselves—the very same circuits that perform the computations. By the standard set by Fodor (1968), this is best described as knowing how.

We are not saying that each neural circuit always performs one and only one computational operation. It might well be that neural circuits, networks, and systems assemble and reassemble themselves to perform different operations that perform different cognitive functions depending on their broader mechanistic context (cf. Burnston 2016a; 2016b; Pessoa 2022). What we are saying is that neural systems influence each other and what they do by exciting, inhibiting, and modulating one another without sending, receiving, and executing instructions in any way analogous to those executed by digital computer processors. Thus, again, Fodor’s (1968) standard deliver the result that neural networks are best described as knowing how to select appropriate computational operations, rather than knowing that such-and-such computational operations are to be performed.

There is another disanalogy between neural circuits and digital computer circuits that speaks to the distinction between knowing that and knowing how. The operations of neural networks depend on the semantic content of their data in a way that the operations of digital computers do not. Although digital computers are designed and hardwired to perform various logical and arithmetical operations (over finite strings, usually of 32 bits) and computer programs are built as sequences of logical and arithmetical operations, there is an important sense in which computer processors don’t know anything about logic and arithmetic, let alone the more complex computations built on top of their logical and arithmetical competencies. This is because the data processed by computer circuits have derivative semantic content—that is, content assigned to them by their designers and users, rather than content that they acquire on their own. This is especially obvious when we consider that computers can process their data in response to their instructions in exactly the same way, regardless of what the data mean, or even of whether they mean anything at all.[footnoteRef:24] [24:  Computers can modify their programs and data in response to feedback from the environment, possibly achieving some degree of original semantic content. But the processors’ operations are still defined independently of that content.] 


In contrast, when neural networks self-train, they select both the operations to perform and the semantic content of their internal states at the same time. One function of the networks’ operations is to construct informative representations, based on informative taxonomies, of the incoming data, in the service of categorizing their environment, predicting how their environment is going to evolve, and choosing what to do about it. These are the internal models that we introduced in section 1. By building their own models of their environment via self-training, neural systems acquire original semantic content that affect their processing. This is embodiment and embeddedness at work via neural simulations of the environment. It warrants attributing to neural systems a kind of genuine knowing how—knowing how to construct their own representation of the world while selecting appropriate computational operations at the same time—that digital computer processors lack.

6. Implicit Knowledge That
Many of the difficulties of knowledge-that-P epistemology, including but not limited to intellectualism, seem due to its obliviousness to the ways in which propositional knowledge is just one special, perhaps distinctive, aspect of the more general kind of knowledge that we possess. That is how the relevant landscape looks to us, at any rate. And we suggest that reflection on the properties of neurocognitive mechanisms can help to overcome that conceptual myopia, leading to a richer and more adequate account of knowledge.

As we have pointed out, biological cognition consists in the construction and manipulation of internal models of the environment, along with using them to guide action.[footnoteRef:25] These models must be updated in response to environmental changes, including changes due to the organism’s actions. Keeping these models accurate involves a combination of detection, categorization, prediction, and correction. Detection involves responding preferentially to specific features of the environment. This, in turn, requires finding useful ways of sorting environmental variables into a similarity space, whereby different neuronal ensembles represent different categories. The system learns how environmental variables evolve and builds an internal model, which it then uses to predict how the variables evolve. The model’s predictions are then compared with incoming data, and the model is corrected if necessary. [25:  Cognition is intertwined with motivation and emotion, of course. For more on the role of affective states in cognition, see Dukes et al. (2021), Pessoa (2022), and Scarantino (2024).] 


The most basic form of knowledge for any organism, it seems reasonable to propose, is at least manifested in knowing how to detect environmental variables, how to fill in missing information (e.g., how to categorize three-dimensional stimuli on the basis of information about their partially-occluded side that is facing us), how to infer hidden variables from more directly observable variables, how to infer future dynamics from past dynamics plus what is known about the current state of the environment, how to update and correct internal models on the basis of both sensory and internal feedback, how to act on the basis of such internal models, and how to store memory traces of such models. These are the basic (unconscious) epistemic capacities that keep our neural representations relatively accurate. These are the basic capacities that ground our neural representations in the facts.

Of course, these capacities are imperfect. There can be defeating conditions in place, such as insufficient information emanating from the environment, insufficient inferential capacity, insufficient experience with a kind of stimulus, unpredictable variations in the environment, faulty memory, etc. The resulting models are accurate to a degree that varies with circumstances. This is very important: the accuracy of our models comes in degrees. Thus, epistemic evaluation of our internal models comes in degrees. In short, our know-how in building internal models (and using them to guide action) produces somewhat accurate models and somewhat successful actions.

Our internal models carry information about environmental variables, and they use such information to guide action. In other words, they represent that things are a particular way right now in our environment. Since such models guide action based on the information they carry, and since such information is grounded in the facts, knowing how to represent things in this way and manifesting it via internal models or their memory traces includes an implicit form of knowing that things are a particular way.

This is a fair (even if brief) characterization insofar as knowing that P amounts to having a factually grounded belief that P that can guide action with respect to P. Piccinini (2022b) defends precisely, and more fully, this account of knowledge. It coheres also with the observation that we mentioned earlier, often invoked by epistemic externalism, that we normally attribute knowledge to nonverbal animals and preverbal infants that possess no ability to reflect on or verbalize their knowledge. What they do possess is the capacity for neural representations that we have outlined—the capacity to build internal models of the environment, to update and correct these by using sensory feedback, to store traces of such models, and to use such models in guiding action. Under any reasonably inclusive account of knowledge, what these creatures have includes implicit knowledge that things are a particular way.

For instance, consider the traditional analysis, according to which knowledge—specifically, knowledge that—is at least a justified true belief.[footnoteRef:26] Is that analysis far removed from what we have been describing? Not at all. What we’ve been describing counts as (implicit) knowledge-that, insofar as the following conditions are in place: (i) belief is taken to be an aspect of a neural representation that can guide action or its memory traces, (ii) the relative accuracy of internal models is high enough, and (iii) internal neurocognitive processes that ground internal representations in the facts constitute the relevant kind of justification. As to the third of those conditions, we should remember that even the traditional analysis admits of marked breadth: there need not be any commitment, simply in virtue of regarding knowing as at least a justified true belief, to the justification in question being wholly within the knower’s conscious purview and control. Truth-conditional reliability, for example, is justificatory, too. [26:  We will not tarry here with those post-1963 post-Gettier debates, beyond our adding ‘at least’. Gettier (1963) both highlighted and challenged the idea of defining knowledge along these lines: ‘An epistemic agent A knows that P (for some indicative ‘P’) =df A has a true belief that P, while also having at least good epistemic justification in support of that belief.’ Gettier’s challenge has become the stuff of legend, at least within epistemology. For critical overviews of that legend, see Shope (1983), Lycan (2006), Turri (2011/2019), and Hetherington (2016). The history of post-Gettier epistemology has focused mainly on whatever is supposedly needed, in addition to truth and belief, if knowledge-that is to be present. So, the view of knowledge—knowledge that—as at least a justified true belief remains the relevant orthodoxy, even if there have been many proposals for how we should describe or analyze ‘justified’ more fully and precisely. It is unsurprising that some discussions of knowledge-how have been tied to this orthodoxy about knowledge-that: see, for example, Poston (2009), Cath (2015), and Carter and Poston (2018: ch. 3). In this paper, for a few reasons, including limited space, we bypass that debate.] 


A fortiori, it’s important to emphasize that we share with other species this type of implicit knowledge that things are a particular way and that the internal models in question contain no explicit propositional representation. The information is carried and used in a holistic way that involves many environmental variables represented by many neuronal ensembles spread over many cortical and subcortical regions, bound together dynamically, and lacking any sharp boundaries between the representation of the state of one environmental variable and the representation of the state of another variable. The information that P might well be present within such a representational system but, generally, the system does not extract, manipulate, or express it in any explicit (propositional) form.[footnoteRef:27]  [27:  In this same holistic and systemic spirit on this same topic, see Churchland (2006).] 


7. Explicit Knowledge That
Now consider what happens when a neurocognitive system capable of building models of its environment acquires the kinds of cognitive capacities that enable it to process a human language. There is every reason to believe that the ability to acquire and process language builds on the kind of learning and memory systems that predate language evolutionarily. Ordinary neural representations are in the business of filtering and abstracting features of their stimuli to extract invariants, categorize stimuli, and select responses (cf. Buckner 2023). While the correct account of how these abilities allow neurocognitive systems to acquire and process a language is contested, the right kind of filtering and abstracting, by the right kind of neurocognitive architecture, plausibly yields language acquisition and processing. 

The main point is that neurocognitive systems can acquire and process language, and language is a representational vehicle that can express propositional knowledge (knowledge that), so neurocognitive systems can process at least some representational vehicles of propositional knowledge.[footnoteRef:28] The two main systems involved may be characterized as declarative memory, by which we now mean the fast learning of flexible associations that depends on the hippocampus and related structures, and procedural memory, by which we now mean the slow learning of rigid associations that depends on the basal ganglia and related structures (Henke 2010). Ullman (2020) argues persuasively that both learning and memory systems are involved in acquiring language. [28:  This is a version of the view that language acts as an embodied scaffolding or neuroenhancement that enables propositional thought (Borghi 2023; Clark 1998, 2008; Dove 2018, 2020, 2022; Lupyan and Lewis 2017; Vygotsky 2012). For further supporting considerations, see also Piccinini (2024).] 


Language does provide the capacity to express propositional knowledge. Accordingly, processing language requires a specialized kind of modelling capacity on the part of the neurocognitive system, which capacity is associated with various aspects of existing models of the environment. Names (or, more precisely, neurocognitive models of names) are associated with (neurocognitive models of) objects; (models of) verbs with (models of) actions; (models of) adjectives with (models of) states; (models of) whole sentences with aspects of a model of what the sentences are about. For example, a model of “the cat is on the mat” is associated with our capacity to neurally represent the state of affairs that is the cat’s being on the mat.

We cannot do justice here to the neural bases of our linguistic capacities. For present purposes, the following somewhat speculative but plausible sketch will suffice.[footnoteRef:29] Neurolinguistic capacities are the linguistically expressible subset of a vast amount of preexisting nonlinguistic representational capacities. They have two aspects—understanding and production. [29:  The account we are about to present is broadly supported by empirical evidence about how neurocognitive systems process language (e.g. Plebe and De La Cruz 2016; Tomasello et al. 2017; Calzavarini 2019; Pulvermüller 2023).] 


Language understanding adds the ability to activate neurocognitive world models on the basis of linguistic input. In our example, understanding a linguistic statement that the cat is on the mat activates a neurocognitive model of that statement, which in turn activates a neurocognitive model representing a cat on the mat. The neurolinguistic model can enter inferences analogous to those that the linguistic statement can enter, whereas the (prelinguistic) neurocognitive model of the cat on the mat does not. But the neurocognitive model of a cat on the mat can include a lot more information than the statement and its neurolinguistic model do: it might include a specific shape, color, size, orientation, positioning, etc. of the cat, the mat, and their relation. It might even include other objects surrounding the cat and the mat, and their relations to the cat and the mat. More importantly, it has the ability to predict how the cat, the mat, and possibly lots of other things surrounding them will behave under various circumstances. In this sense, there is both more and less to an ordinary neurocognitive model than to a linguistic assertion and its direct neurolinguistic representation. 

Language production adds the ability to express, in propositional form, aspects of existing neurocognitive models. In our example, suppose that you can see that the cat is on the mat while someone asks you, “Where is the cat?” Your neurocognitive model includes lots of detailed information about your environment, including but not limited to the cat, the mat, and their relative locations, and including the ability to simulate and predict how the cat, the mat, and lots of other things surrounding them will behave under various circumstances. Yet the simple question, “Where is the cat?”, once you understand it via an appropriate neurolinguistic model, causes your system to filter out of your general neurocognitive model the categorical information that the cat is on the mat, to build a neurolinguistic model that the cat is on the mat, and to utter “The cat is on the mat.” (Your statement need not be caused by an explicit question about where the cat is. It might be caused by any motivation to state where the cat is, what is on the mat, or what relation there is between the cat and the mat.)

By filtering discrete categorical information into and out of neurocognitive world models, language requires an element of discreteness in at least some epistemic evaluation. This is due to the abstraction involved in language, since language selects some of the information contained in a neurocognitive model at the exclusion of other information. Sure, statements can be vague. But the most basic form of epistemic evaluation of a statement asks whether it is true or false. This requires switching from a graded form of epistemic evaluation, which is the appropriate one for the general model-building capacities that all knowledge consists in, to what might be expected to be a discrete (categorical) form of epistemic evaluation.

Consider, again, a cat on a mat. An ordinary (i.e. nonlinguistic) neurocognitive model of a cat on a mat will be accurate to some degree, depending on how many details of the two objects and their relation (the cat, the mat, and their relative position) are captured and on how accurate those details are.[footnoteRef:30] (Notice that a non-linguistic model does not contain discrete language-like labels such as “cat” and “mat”, let alone “the”, “is”, and “on”.) In contrast, all that is relevant to whether “The cat is on the mat” is true is whether the first object is a cat, the second object is a mat, and the first object is located physically on the second object. [30:  And is that already a worry about its suitability as an account of knowing? Must all talk of truth be absolutist, brooking no degrees, no shades, of truth? Not at all, and here we welcome Elgin’s recent (2017) picture of the interplay between adequate models and truth-short-of-full-truth. Insofar as knowing is modelling, in particular, its truth component need not be presumed to satisfy an absolutist’s strictures. On our account, propositional knowledge is just a special case of neurocognitive modelling, which is always approximate. So too, therefore, is knowing.] 


In this new context of linguistic cognition, the whole complex relationship between our ability to detect environmental variables and our ability to fill in missing details and extrapolate future dynamics from past dynamics is reduced to our ability to figure out whether something is the case—such as whether the cat is on the mat. This can prompt us to become enmeshed in the potentially separable project of determining whether we are justified in believing that the cat is on the mat (or that we have hands, or that an animal in a zoo enclosure labeled “zebra” is a zebra rather than a painted mule, etc.). If we are not already committed, perhaps on independent theoretical grounds, to saying that knowing is inherently and inseparably, in part, a matter of being justified, then we might well feel free to set aside those justificatory projects as inessential to assessing the presence of knowledge.

Some will hear that as a problem, of course. When we approach questions about the presence of justification or knowledge from the top down, we might ask “How do we know that P?” It is difficult to see how we can ever be fully justified, and what are adequate conditions of justification. And that, we might already be committed to saying, undermines any attributions of knowing. But if, instead, we approach the problem from the bottom up, we may ask “How can our factually grounded, action-guiding world modelling capacities be linguistically labeled to filter out some aspects of what we are representing?” Some traditional problems then seem to melt away, at least from the perspective of the kind of theory being gestured at here, along the following lines.

First, we have a ready way to bid farewell, with no deep sense of loss, to epistemic internalism—specifically, those epistemologically persisting claims that internalism must be part of any adequate theory of knowledge’s nature. It is not that those claims have no epistemic substance. They do. But perhaps their motivations and constraints, even if more apt for a theory of justification, need not be reflected in a conception of knowing. It is not as though knowing and justification must travel hand-in-hand in all epistemic settings.[footnoteRef:31] On our account, justification in believing that P (in the externalist sense) is just a function of whether P is an aspect of the content of a sufficiently accurate model that is produced, updated, and modified in well-functioning modelling capacities. If the system is working properly and no serious defeating conditions occur, most basic neurocognitive representations are grounded in the facts to the extent possible and can guide action. Therefore, any categorical information that P, filtered out of such models to be expressed linguistically, is grounded in the facts. When that is the case, a neurolinguistic model that can guide the assertion that P amounts to explicit knowledge that P.[footnoteRef:32] [31:  For example, see Booth (2014; 2018) on what he calls the divorce thesis, signalling a separation—indeed, more than that—between the respective demands and supplies of knowledge and justification. On the inherent strength, or lack of it, of epistemic internalism, again see Hetherington (1990; 1991; 2020b). ]  [32:  Here, again, we might find further support in some classical Indian epistemology, specifically the possible Nyāya response described by Matilal (1986: 137–40), after presenting criticisms by the Advaita skeptic Śrīharṣa (c. CE 1140) against the Nyāya-Vaiśeṣika Udayana (c. CE 1050). This is a larger topic, of course, than admits of being adequately discussed here. But the main conceptual option being discussed is as follows. Suppose that, as in standard Nyāya thinking, knowing is a matter of a cognitive episode resulting from a knowledge-method (pramāṇa), and thereby being ‘truth-hitting’. How do demands for (what we call) epistemic justification then enter this story? On Matilal’s proposal, they do so as we ask whether the knower also knows that she knows. Contemporary epistemologists are familiar with this issue, without having reached any consensus on how best to understand it within their usual framework for ‘analyzing’ knowledge’s nature. It is possible that a return to the classical Indian framework would be fruitful; it at least coheres well with what we are outlining.] 


Second, we have a way to feel responsibly untroubled by at least some putative skeptical challenges. On our approach, knowing that P is just a specialized aspect of knowing how to build accurate models containing, among much other information, the information that P.[footnoteRef:33] And such a model, we say, is the result of a neurocognitive system that has progressively acquired since the time of its origin the ability to extract information from its environment, categorize its environment efficiently, build internal models of its environment, simulate its environment by means of its models, use its models to guide action, use feedback from its actions to further update and train its models, and store traces of such models. None of this would be possible without a tight coupling of and constant mutual feedback between the neurocognitive system and its environment. Mistakes are possible but they are the exception rather than the rule.[footnoteRef:34] [33:  Epistemological use of the idea of information has, of course, a distinguished history: see, notably, Dretske (1981). Here, we are adding both empirically and conceptually to that line of thought, the latter addition being our directed unification of the concepts of knowledge that and knowledge how.]  [34:  In this same spirit, Hetherington (2006) distinguishes between two meta-epistemological models that might be used when fashioning a finer-grained theory of knowledge. The distinction is between a Not-Yet model and a Working Knowledge model. The former is the usual one, with epistemologists being loath to accord knowledge, for instance, until skeptical concerns have been fully vanquished. In contrast, the Working Knowledge model, advocated by Hetherington, allows us to conceive of knowledge as able to be ‘in place’, being used, being tested, before those skeptical possibilities (and their ilk) are brought into the evaluative story. Mistakes, both actual and possible, can be accepted in a genuinely fallibilist spirit, as a price to be paid for using knowledge that should always have been accepted, from the outset, prospectively fallible. We need not be scared of that possible outcome. We need not deny that knowledge is present merely because not all tests have yet been conducted on it. We can ‘hire’ something as knowledge, even before having checked on every possible way in which it might subsequently fall short of what is needed in knowing. In short, we can adopt a picture of knowledge as something that is put to work as soon as it is good enough, even if it might later fall short in a way that will then lead to its losing the job.] 


Mistakes are one among several ways that agents can exercise their know-how. Let’s review some of the main possibilities to round out our account. If an agent doesn’t even know how to represent that P, they can’t believe that P, let alone know it. If an agent knows how to represent that P, use that representation to guide action with respect to P when needed, and store traces of such a representation, and exercises the latter ability (meaning, they do store traces of such a representation), they have a dispositional belief that P. If they represent that P and know how to use that representation to guide action with respect to P when needed, they have an occurrent belief that P. If an agent knows how to represent that P but knows how to ground its opposite (a representation that not P) in the facts, guide action accordingly, and store traces of such a representation, and exercises those abilities, they disbelieve that P. If an agent knows how to represent that P, use that representation to guide action with respect to P when needed, and store traces of such a representation, and exercises those capacities but doesn’t know how to ground their representation in P, then they believe that P without justification. If it is not the case that P, they have a false belief. If it is the case that P, they believe truly but without justification—either for the wrong reasons or for no reason at all, depending on whether and how other representations are involved. Belief, whether dispositional or occurrent, turns into knowledge if and only if the agent also knows how to ground belief in the facts and does so. This list shows that our account sheds light on the epistemic distinctions that we need. A full treatment of all the options will have to await another occasion.

8. A Programmatic Conclusion
To understand and explain how knowledge works in our brains, we have combined epistemology and cognitive neuroscience in the following way. The basic epistemic mechanism in our brain, which we share with most other organisms with neurocognitive systems, is the building and updating of internal simulations of our body and environment to guide our behavior. The simulations’ accuracy comes in degrees. In general, the processes that build and update such simulations are implicit, nonlinguistic, and unconscious. Building and updating these simulations to guide our behavior is best described as a form of know-how plus its manifestation. One aspect of manifesting such knowing-how is carrying the information that things are thus-and-so; an implicit form of knowing-that. Explicitly knowing-that is a specialized form of this model-building activity that comes into being once certain additional capacities are acquired—most relevantly, the kinds of capacities that enable systems to process human language. Therefore, knowing-that is a kind of knowing-how and its manifestation. Roughly, knowing that P is knowing how to represent that P, how to ground such a representation in P, how to use such a representation to guide action with respect to P when needed, how to store traces of such representations, and exercising the relevant know-how.

Here is another way to put our conclusion. According to what remains the most explicit and precise version of intellectualism (Fodor 1968, 1975), knowing-how is a kind of knowing-that, and knowing-that looks like either language-like digital data structures or language-like digital computer instructions. Either way, knowing-that consists of “mentalese sentences”, where mentalese is a digital computer language. In contrast, we have argued that there is no mentalese in Fodor’s sense and all knowing-that boils down to the know-how of neurocognitive systems that either are hardwired or self-organize to perform their operations, plus the manifestation of such know-how. Knowing-that, qua manifestation of know-how, is something like structure latent in the weight configurations of a neural network (dispositional knowing that), aspects of the activation of a grounded neurocomputational world model (implicit, occurrent knowing that), or the activation of a neurolinguistic model that interprets a grounded world model (explicit, occurrent knowing that). In our picture, the basic form of knowledge is knowing how to build, ground, and use world models, and store their traces for future use. Knowing-that is an aspect of knowing-how and its manifestation.
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