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Classifying Genetic Essentialist Biases using Large Language Models
 
Abstract: The rapid rise of generative AI, including LLMs, has prompted a great deal of concern, both within and beyond academia. One of these concerns is that generative models embed, reproduce, and therein potentially perpetuate all manner of bias. The present study offers an alternative perspective: exploring the potential of LLMs to detect bias in human generated text. Our target is genetic essentialism in obesity discourse in Australian print media. We develop and deploy an LLM-based classification model to evaluate a large sample of relevant articles (n=26,163). We show that our model detects genetic essentialist biases as reliably as human experts; and find that, while genes figure less prominently in popular discussions of obesity than previous work might suggest, when genetic information is invoked, it is often presented in a biased way. Implications for future work are discussed. 

1. Introduction
There is concern across disciplines that genetic information is communicated and interpreted erroneously. Though most human traits have a genetic basis (Turkheimer, 2000), genetic effects are typically modest and highly contingent on environmental factors (Tabery, 2014). Gene-trait relations also tend to be pleiotropic and probabilistic, with complex interactions between many genes (marginally) increasing or decreasing the likelihood of various outcomes (Lynch, 2021). There are exceptions to this. So called ‘Mendelian traits’, or traits with a strong genetic explanation (Turkheimer, 1998), are those where mutations in just one or a few genes significantly affect the expression of a single trait (Lynch, 2021). Errors occur when strong genetic explanations are attributed to traits with a modest, or weak, genetic basis. These errors include exaggerated claims about genetic effects (Holtzman, 1997), unwarrantedly deterministic thinking about gene action (Nelkin & Lindee, 1995), an overemphasis of power attributed to DNA (Holtzman, 1999), and the idea that genes are part of a special human “essence” (Conrad, 1997). 
Explanations as to why genes are conceived and portrayed in these ways typically appeal to the theory of psychological essentialism: A ubiquitous cognitive bias whereby people believe that certain entities (such as people, social groups, or species) have an underlying, unobservable essence or set of inherent characteristics that determine their properties and define group membership (Griffiths, 2002; Dar-Nimrod & Heine, 2011; Linquist et al., 2011). 
The belief that genes provide this essence is termed genetic essentialism, and there is ample experimental evidence that genetic explanations indeed elicit essentialist thinking (Gould & Heine, 2012; Castéra & Clément, 2014; Carver et al., 2017; Machery et al., 2019; Yaylaci et al., 2021). These results, which derive from standardised questionnaires and implicit association tests, have been interpreted by Dar-Nimrod and Heine (2011) as suggesting a cognitive framework of genetic essentialist (GE) biases.
This framework posits that four distinct biases are elicited when genetic information is presented: Gene action is interpreted as deterministic–where the effects of a gene are thought to be inevitable or immutable[footnoteRef:1]; to have a specific aetiology–where traits are thought to arise from the action of single genes, exemplified in claims about “the gay gene” or “the thin gene”; naturalism–where traits with a genetic basis are thought to be natural, and the naturalistic fallacy is invoked to moralise about such traits; and that genetic traits imply homogenous and discrete group membership (henceforth homogeneity)–where people with the same genes are thought to be of the same homogenous and discrete group, in virtue of their shared genetic essence.  [1:  A strict or strong sense of genetic determinism amounts to genetic fatalism: the idea that a phenotypic outcome will develop no matter the environment of the individual. i.e., there is, in principle, no environmental or background condition that can be modified to prevent a genetic outcome (say a disease caused by a gene mutation) from occurring. A weaker sense of genetic determinism is the idea that a gene produces its effect across most and/or a wide range of normal environmental backgrounds. This amounts to having a flat or ‘rigid’ reaction norm (Kronfeldner, 2009-06). We refer to genetic determinism in the latter sense, see §2 of Appendix for full details of how we operationalized this bias.] 

In distinguishing between these four sub-components of genetic essentialism, Dar-Nimrod and Heine’s (2011) framework introduces a more nuanced understanding of the various ways in which beliefs about genetic effects misfire. That this framework also yields the best available understanding of how genetic essentialism manifests as a psychological phenomenon is evidenced both directly by a validated psychometric scale (see Dar-Nimrod et al., unpublished manuscript) and indirectly by its explanatory success in closely related fields (e.g. Aspinwall et al. 2012; Lebowtiz & Ahn 2014; Haslam & Kvaale 2015; Turnwald et al. 2019; Herd et al.,. 2019; Yaylaci et al. 2019; Harden 2021; Dar-Nimrod et al. 2021). Our work extends these applications in two ways. Our primary objective is to develop a semi-automated classification tool capable of detecting essentialist biases across large volumes of text. Dar-Nimrod and Heine’s (2011) framework is particularly well-suited to this task because it gives us four clearly-defined categories, or classes, for such a model to aim at (see §2 for task, class, and data specification). Our second objective is to use this model to investigate the role of the media in facilitating and entrenching essentialist beliefs, specifically in the context of obesity discourse.  
While some have argued that the media reflects, rather than shapes public attitudes towards genetics (Condit, 2011), others have argued that biased media reporting is responsible for these attitudes (Nelkin & Lindee, 1995). This claim rests on the assumption that the media inaccurately reports on genetics research, exaggerating scientific interpretations of genetic results in a process of ‘genohype’ (Holtzman, 1999). This assumption, in turn, has been the object of both quantitative and qualitative investigations. As with qualitative analyses of media bias in other domains (e.g., Lukin, 2005), qualitative approaches typically enlist quasi-formal discourse-analytical methods and frameworks to critically evaluate a small number of articles; deconstructing focal passages that encode exaggerated, deterministic, and essentialist claims about genes (e.g., Nelkin & Lindee, 1995; McCombs, 2014). Central to this level of analysis are lexical, stylistic, and more broadly editorial features of the target text(s), including the overarching frame, tone, and stance with which findings from genetics research are communicated (e.g., Conrad, 1997; Conrad & Markens, 2001). A consistent conclusion that emerges from this literature is that reports on genetics research are becoming both more prevalent and increasingly essentialist and deterministic in character.
In contrast, quantitative approaches tend to find that media reporting on genetics is largely accurate. Bubela and Caulfield (2004), for instance, estimate that only 11% of articles on genetics research exaggerate the science. In an earlier study, Condit et al. (1998) found that while discussions of genetics in the media have indeed increased over time, attributions of genetic determinism and genetic causation have become less prevalent (between 1915-1995). These and related studies, which arrive at similar conclusions (Loo, et al., 2001), enlisted human coders to assess small samples of articles (up to 972) for features relating to determinism, causation, exaggeration, and accuracy. To date, a large-scale analysis of the language used in print media, in reference to the best current psychological framework for understanding the interpretation of genetic information (i.e., the framework developed by Dar-Nimrod & Heine, 2011), has been missing from the literature.
The present study offers such an analysis by leveraging recent advances in artificial intelligence (AI), large language models (LLMs), and natural language processing (NLP) to develop a semi-automated classifier that enables us to evaluate a significantly larger sample of news articles (n = ~26,000). We focus specifically on articles dealing with obesity; a pressing health concern in many parts of the world (Roth et al., 2004; Swinburn et al., 2011; Meldrum et al., 2017), and one that is potentially exacerbated by essentialist media discourse. Dar-Nimrod et al. (2014), for instance, have found that essentialist explanations of obesity negatively affect obesity-related health behaviours. Looking specifically at dietary choices, the authors show that exposure to genetic information that portrays gene-action deterministically prompts less healthy nutritional decisions (see also Ahn & Lebowitz, 2018). Important to note is that deterministic explanations of obesity find little support in the scientific literature (cf., Conrad & Markens, 2001; Christensen et al., 2010; Tabery, 2014). Like most other traits, obesity has a weak genetic basis, with many genes exerting modest effects. Lifestyle factors such as diet and exercise are, moreover, in all but exceptional cases,[footnoteRef:2] primary determinants of how obesity-related genes are expressed (Loos & Yeo, 2022). Discussions that emphasize genetic effects over environmental influences, then, not only misrepresent the science, but risk inhibiting the very behaviours by which obesity can be kept at bay. Getting clear on the extent to which popular discussions of obesity embed essentialist beliefs is therefore an object of pressing concern.  [2:  By exceptional cases we are referring principally to syndromic obesity. Conditions such as Prader-Willi syndrome (PWS), for instance, have a strong genetic basis, and the expression of this and similar conditions is (typically) not contingent on environmental factors. It would, nevertheless, be a mistake to characterize even conditions such as PWS as deterministically implicated in the development of obesity, as even here lifestyle factors such as diet and exercise are effective remedial strategies. Worth noting as well is that PWS–the most common form of syndromic obesity–has an incident rate of approximately one in 15,000-25,000 live births (Chung, 2012). ] 

Our work also contributes to the state of the art in automated bias detection and further expands the use of NLP–including LLMs–as emerging methods for answering philosophical questions. That NLP methods offer novel insights into philosophical issues is evidenced by the wide range of domains in which these tools have been fruitfully applied, including work on vaccine hesitancy (Quintana et al., 2022), online social movements (Klein et al., 2022), and self-regulation (Abedin et al., 2023). Common to each of these contexts is the assumption that latent patterns in natural language are a useful proxy for underlying psychological states; or, at the level of groups, culturally entrenched attitudes.
Our discussion thus far suggests that genetic essentialism straddles this distinction–existing simultaneously as a psychological bias to essentialise genes (Dar-Nimrod & Heine, 2011), and as a biased mode of discourse that elicits and potentially exacerbates this tendency (Nelkin & Lindee, 1995). Taking the interactions between these two faces of genetic essentialism seriously suggests that a thorough understanding of this phenomenon calls for an ecological theory of bias writ large. That is, a theory on which biases emerge at the interface between individual agents and their socio-material niche, including their informational environment (e.g., de Carvalho & Krueger, 2023). A theory along these lines foregrounds the recursive relationships between cognitive processes and cultural artefacts and resources, focusing specifically on how these artefacts and resources both reflect and reinforce our cognitive and behavioural routines, and how these reciprocal loops lead to the gradual entrenchment of bias at both a cognitive and cultural level. Seen in this way, the cognitive tendency to essentialize genes is both a cause and a consequence of an essentialist discourse, i.e., a cultural resource, that both reflects and further engrains essentialist thinking. 
Since neither our methodological nor empirical contributions hang on accepting this view, we do not motivate it further here, save to say that by acknowledging the mutuality between what are often and to our mind mistakenly seen as mutually exclusive explanations, an ecological theory of bias resolves disagreements of the kind typified in debates over whether the media shapes (e.g., Nelkin & Lindee, 1995) or reflects (e.g., Condit, 2011) public attitudes towards genetics.[footnoteRef:3] [3:  Worth noting as well is that, in combination with an understanding of biases as embodied perceptual habits (e.g., Leboeuf, 2020), an ecological theory of bias along the lines outlined here sidesteps a number of criticisms recently levelled at more traditional conceptualizations of bias (Machery, 2022), particularly those that treat bias as a subset of implicit attitudes (e.g., Greenwald et al., 2002). ] 

More germane to our present aims is that advances in computational methods have fostered considerable interest in the use of NLP for developing classification tools capable of detecting biases automatically and at scale (for review, see Hamborg, Donnay, & Gipp, 2019). A general typology of work in this area distinguishes between domain-specific classifiers—typically keyed to topical lexica consisting of, for instance, racial or sexist slurs (e.g., Badjatiya et al., 2017; Anzovino et al., 2018; Ahmed et al., 2022)—and general purpose models that detect bias by extracting broader linguistic and textual features, including emotive phrasing, hyperbole, hedging, a variety of rhetorical devices, and higher-order document elements such as tf-idf[footnoteRef:4] (e.g., Recasens et al., 2013; Lim et al., 2018; Spinde et al., 2021). [4: tf-idf stands for 'term frequency-inverse document frequency', and provides a statistical measure of the relevance of a token in a document relative to a collection of documents.  ] 

While the ‘black-box’ nature of LLMs precludes us from commenting with certainty on which (if any) of these elements our model incorporates, the multilayered attentional architecture that is typical of generative language models suggests that they operate across a range of hierarchies: identifying latent patterns in both lower-level relations (e.g., between discrete tokens) and among more abstract, higher-level representations (Starace et al., 2023). We have, in addition, implemented several strategies expressly aimed at making our classifier sensitive both to specific lexica associated with genetic essentialism, and broader linguistic features characteristic of biased reasoning more generally.
We provide a more detailed discussion of these strategies, as well as our models and workflow, in the following section (§2). In doing so, we hope that our work will be of use for future research aimed at leveraging advances in AI to aid in automated bias detection. Though the present study isn’t the first to move from well-documented concerns about biases within LLM generated text to the potential of LLMs for detecting bias in human generated language, it does push previous efforts in this field forward by moving from biases with relatively explicit and extensively studied linguistic footprints–such as hate-speech (e.g., Zhao et al., 2021) and harmful stereotypes (e.g., Liu, 2024)–to a set of constructs whose linguistic signature is yet to be discerned, let alone shown to be machine readable. Our analysis of genetic essentialism in the context of Australian obesity discourse is therefore in the first place a proof-of-concept: demonstrating how recent developments in NLP—and LLMs specifically—can be deployed to automatically identify and therein potentially stymie the spread of erroneous beliefs about genes more generally.  
As a proof-of-concept, then, our overarching aim is to explore the efficacy of LLMs in detecting, differentiating between, and correctly classifying the four biases introduced above. Assuming satisfactory results, we then deploy the best performing model to answer the following four research questions:

1. How pervasive are genetic essentialist biases in discussions of obesity among Australian news outlets?
2. Are some biases more prevalent than others?
3. Do they occur together? And if so, are there meaningful patterns of co-occurrence?
4. Are the four biases distributed evenly across outlets? Or does frequency differ by venue?

2. Methods 
In the interest of open science, our data, code, and supplementary materials are available via the Open Science Framework.[footnoteRef:5]  In the interest of guiding future research, Figure 1 illustrates a general outline of our workflow. Preliminary tests showed that performance for all models improved substantially by transforming our task from a multi- to binary class problem. We therefore ran each model four times as a binary classifier, classifying sentences as either biased or neutral for each of our four focal biases. The following sections provide a detailed discussion of each step. [5:  https://osf.io/r2cg6/?view_only = 5749e65fa4a246fdabba0754a5e3e52f] 

[image: ]
Figure 1 General Workflow 

2.1 Corpus and Human annotation 
We retrieved our corpus from CQPweb: a web-based corpus analysis system that hosts a collection of curated corpora as well as a number of open-source corpus analysis tools.[footnoteRef:6] We focused exclusively on the ‘Australian Obesity Corpus’, consisting of 26,163 articles from twelve major Australian news outlets, spanning 2008 to 2019 (Bednarek et al., 2023). As noted in the corpus manual (Vanichkina & Bednarek, 2022), the outlets include one national newspaper, plus one or two newspapers from each state and territory. These outlets are also broadly representative of the mainstream media landscape in Australia, reflecting the concentration of media ownership there, with seven of the twelve outlets owned by News Corp. One implication of this concentration of ownership is that the same articles are occasionally published by different venues, and that our corpus therefore contains a number of duplicates. For the purpose of model development, all duplicates were removed. We did, however, reincorporate them in the subsequent analysis, as an article's originality has no bearing on its contribution to the overall composition of the Australian media landscape, which is the ultimate target of our investigation.   [6:  https://cqpw-prod.vip.sydney.edu.au/CQPweb/] 

With this corpus in hand, we developed a gene lexeme consisting of 23 (stemmed) gene-related terms to extract gene-related sentences. Of these 4303 sentences, two of the authors (redacted for review) independently annotated a sample of 800, coding each for the presence or absence of our four focal biases. Note that a single sentence could be coded for multiple biases, and that only those sentences where coders were in complete agreement (685) were kept for model training, validation, and testing. Both coders have extensive knowledge of genetic essentialism and the genetics of obesity more generally. Both also have a background in philosophy, specifically social epistemology (redacted for review) and the philosophy of science (redacted for review). 
As is standard practice in the field (e.g., McAllister et al., 2021), we proceeded in a piecemeal, iterative fashion: breaking our sample into smaller chunks and coming together at regular intervals–every 200 sentences–to discuss disagreements. This allowed us to gradually refine our coding rules and arrive at increasingly clear characterizations of each bias. The determinism and specific aetiology biases were relatively easy to identify from the outset, as both are frequently instantiated via a relatively small set of relatively fixed lexical structures. The phrase ‘in the genes’, for instance, was both commonplace and reliably indicated that the target sentence portrayed genes deterministically, as did specific terms used to describe genetic effects (e.g., genes ‘program’, ‘code’, or ‘control’ for behaviour). Naturalness and homogeneity were more difficult to pin down, in part because there are no simple syntactic structures common to these cases, and in part because the phenomena that these biases speak to are inherently harder to evaluate: moving from epistemological claims about genetic effects, which are relatively easy to assess, to normative claims about genetically ‘caused’ behaviours (naturalness) and the implications of genes for identity (homogeneity). Both our lexeme and coding scheme are publicly available (for further details, see also §1 and §2 of the Appendix).

2.2 Models and Training 
We trialled five classification models: Two traditional machine learning algorithms–Naive Bayes and Random Forest–and three transformer-based LLMs–Google’s BERT and two implementations of OpenAI’s GPT. Common to all these models is that they work by encoding tokens, which are basic units of text such as words or characters, into a sequence that represents the meaning and context of each token. The models are then trained on these sequences to identify patterns corresponding to semantic, syntactic, and other linguistic features. This is achieved by transforming raw text into numerical representations, which enable the models to detect statistical regularities. In identifying these regularities, each model develops a probabilistic understanding of text, capturing relevant linguistic relationships that can be used to categorize or predict new instances. 
While LLMs are widely regarded as a major breakthrough in natural language processing, recent reviews of the relevant literature suggest that their primacy over more traditional machine learning methods, specifically with respect to classification tasks similar to the one presented here, may be less pronounced than is commonly assumed (e.g., Xu et al., 2024). Naive Bayes and Random Forest were included as benchmarks against which to test these positions. Naive Bayes, briefly, assumes conditional independence between all features (i.e., tokens) and, during training, assigns probabilities to each feature describing the likelihood of that feature belonging to a particular class (in our case, a particular bias). When asked to classify a new instance (in our case, a new sentence), it calculates the probability of each class given the observed features and selects the class with the highest probability. Random Forest contrasts this strictly probabilistic approach by implementing an aggregative, or ensemble, architecture. During the training phase, the model builds multiple decision trees by randomly sampling different subsets of features, such that each tree associates different features with each class. During the test phase, each instance is passed through each tree, and each tree makes a prediction. The final classification reflects the majority decision. By aggregating over different trees, Random Forest has a better handle on interactions among features, enabling it to identify higher-dimensional relations between them. 
For the present task, both Random Forest and Naive Bayes were used with bag-of-words as the input feature, chosen for its simplicity and short training time. We trained and validated both models on 60 and 20 percent of our annotated sentences respectively, and used the remaining 20% of our annotated data to test performance. Because bag-of-words treats each token as an independent feature, it disregards nuances such as word-order, semantic relationships, and other contextual elements.
The promise of LMMs, particularly with respect to natural language tasks, resides in their ability to represent linguistic regularities at various, progressively higher, and hierarchically organized levels of abstraction: moving from, for instance, local syntactic structures and word-level dependencies to semantic and contextual relationships that span entire documents. These more sophisticated representations rest on at least two key innovations that distinguish transformer-based models from more traditional machine learning algorithms. The first is that transformer-based models generate ‘context-aware’ token embeddings, i.e., abstract semantic numerical vector representations in which the value of each token is influenced by the values of other tokens within the same text (Peters et al., 2018). These token embeddings provide the initial representations that are then operated on by the model’s attention layers, which are designed to dynamically adjust and contextualise individual token vectors by applying a set of weights learnt during the pre-training stage (Vaswani et al., 2017).[footnoteRef:7] [7:  This description is, needless to say, highly truncated. Another important ingredient that sets (most) transformer-based models apart from (most) traditional machine learning methods is that transformers process input sequences in parallel rather than sequentially, which enables them to model dependencies across entire texts simultaneously. For a comprehensive introduction, see Vaswani et al. (2017). For a more recent review, we suggest Roger et al. (2020).] 

Of note for the present purpose is that whereas Google’s BERT is pre-trained using the masked language modelling objective, OpenAI’s GPT models are pre-trained with a causal objective. The critical difference between these approaches lies in what parts of the surrounding context inform the models’ predictions: while GPT models attend only to preceding tokens and are in that sense ‘backward-looking’, BERT effectively ‘looks both ways’, enabling it to capture richer, more complex relationships (Devlin et al., 2019).[footnoteRef:8] Although this should, intuitively, make BERT especially well-suited to the present task, a potential advantage of GPT models relative to BERT is their compatibility with a number of ‘prompting strategies’ that have been found to significantly improve performance across a range of tasks (e.g., Wei et al., 2022; Wang et al., 2022). To test the efficacy of these strategies, we ran both a ‘basic’ and ‘augmented’ version of GPT-3.5-TURBO, or what are commonly referred to as ‘zero-shot’ and ‘few-shot’ implementations. We discuss both in greater detail below. A more detailed discussion of how we implemented BERT can be found in the appendix (§3). [8:  There are, of course, many other differences between these two models. For a detailed discussion of BERT, we refer the reader to Devlin et al. (2019). For a detailed discussion of GPT, see Radford et al. (2019)] 


GPT-3.5-TURBO—zero-shot
In this implementation we provided minimal context, only briefly defining each bias based on the definitions developed in our coding schema (see Appendix §4 for details). We then prompted the model to classify the sentences in our test data into one of two classes for each of the 4 biases: biased or non-biased. Temperature and top_p, which modify variability in output, were set to 0 and 1 respectively.[footnoteRef:9] By setting the temperature to 0, we effectively removed all randomness. This was done in the interest of reproducibility. [9:  Top_p takes values between 0 and 1. Reducing top_p reduces the number of tokens within the probability threshold, i.e., the number of tokens that are taken into consideration as candidates for the next output. Temperature takes values between 0 and 2. Increasing temperature increases the entropy or ‘randomness’ of the probability distribution across candidate tokens toward a uniform distribution, making diverse outputs more likely.] 

GPT-3.5-TURBO—few-shot
In this implementation, we added extensive contextual information alongside a basic definition for each class. We also implemented two specific prompting strategies. The first is commonly referred to as ‘Chain of Thought’ (Wei et al., 2022), and involves supplementing what are considered standard prompts (e.g. definitions of terms) with examples illustrating intermediate steps in reasoning: ‘explaining why’ a particular input leads to a corresponding classification.
We leveraged our coding scheme and general expertise to engineer chains of thought that unambiguously emphasised the kinds of textual features that would ground the classification of a sentence as biased. These features included both specific lexica associated with each class, and broader syntactic structures indicative of essentialist biases across the board. To avoid biasing the model, we included an equal number of chains of thought for non-biased sentences. Table 1 gives a number of examples. Full details can be found in the appendix (§4). 

	Specific Lexica
	General Syntactic Structures

	Sentence:
	Sentence:

	“Your genes act as a blueprint for all the proteins in your body, which control your physiology and biology.”
	“Researchers say that obesity is caused by a hungry gene.”

	Chain of Thought:
	Chain of Thought:

	“The sentence mentions the phrases ‘blueprint’ and ‘control’ and asserts that genes act as a ‘blueprint’ that ‘controls’ various aspects of our physiology and biology. These phrases are indicative of the ‘determinism’ bias. Therefore, this statement is classified as ‘determinism’.”
	“The sentence names a particular gene - the ‘hungry gene’. This implies that it is the gene ‘for’ being hungry. It is also an instance of the general format ‘the [name of trait] gene’. Therefore, this sentence is classified as ‘specific aetiology’.”



Table 1 Examples of GPT Prompts

Worth adding for researchers with an interest in deploying these methods for similar tasks is that we refined our prompts iteratively by repeatedly running the model on random samples of the training data. By prompting the model to justify its outputs, we gained insight into when and where our chains of thought were misfiring, enabling us to refine them further. This process also revealed interesting inconsistencies in the model’s responses. In particular, we encountered a substantial number of cases in which the reasoning did not correspond to the classification, i.e., where the model reasoned to one conclusion, yet classified the sentence as if the opposite were true. These cases accounted for a significant number of misclassifications. We eventually confirmed that this issue could be addressed by reversing the default setting, prompting the model to generate its ‘reason’ first, and then predict the class.
The second technique, known as ‘Self Consistency’ (Wang et al., 2022), builds on the first by getting the model to generate several chains of thought in response to the same query and, via a voting mechanism, return an output that reflects the majority decision. For the present task, we asked the model to generate three chains of thought for each query. For three of our four biases–determinism, naturalness, and specific aetiology–we implemented the standard version of this protocol: classifying a sentence according to a simple majority. For the homogeneity bias, we adjusted the classification threshold: predicating a positive classification on a unanimous prediction. Note finally that temperature and top_p were set to 1 and 0.8 respectively, introducing some degree of randomness into the model. Without this randomness there is no benefit to implementing the self consistency strategy, as responses would be (near) identical.

2.3 Evaluation Metrics 
As is standard in the literature (for review, see Hamborg et al., 2019), precision, recall, and F1 were taken as the preferred evaluation metrics (see table Table 2 for details). While there are no hard and fast rules for which of these values researchers should aim to optimise, the notion of ‘inductive risk’–i.e., the risk of error in accepting or rejecting a hypothesis, data, or model (Douglas, 2000; Winsberg, 2012)–offers some guidance for balancing false negatives and false positives, the minimization of which involves optimising for recall and precision respectively (Karaca, 2021). For reasons that we return to in the discussion, the present context is one in which optimising for precision strikes us as prudent, though not at any cost.
The challenge of striking the right balance between these criteria and establishing an appropriate benchmark for each is compounded by the absence of a direct corollary to our analysis. There are, however, two literatures that offer guidance. First, a review of previous work on automated bias detection shows that precision, recall, and F1 vary widely from one model and task to the next, and suggests that task complexity partially defines what constitutes good performance. At one end, domain-specific classifiers trained on binary tasks–such as categorising an article as containing racist slurs or not–regularly achieve scores in the range of 0.7-0.9 across key performance metrics (for review, see Fortuna & Nunes, 2019). At the other end, general purpose, multi-class models (e.g., Recasens et al., 2013) rarely achieve F1 scores greater than 0.4, with considerable trade-offs between precision and recall (for review, see Spinde et al., 2021). Relevant to our work as well are previous studies that have used LLMs for other kinds of classification tasks, including sentiment analysis (Adoma et al., 2020), toxic language (Zhou, 2021), and more complex psychological constructs (Stavropoulos et al., 2023). Taken together, these two literatures suggest that scores in the range of 0.7-0.8 for each metric constitutes good performance, relative to our task and aims.
	Metric
	Description
	Formula

	Precision
	Ratio of correctly predicted positive instances from total predicted instances in a positive class.
	

	Recall
	Ratio of positive instances that are correctly classified.
	

	   F1	Harmonic mean between recall and precision values.	




Table 2 Evaluation Metrics. TP = True Positives, FP = False Positives, FN = False Negatives 


3. Results 
In this section we present our results. We begin with inter-rater reliability, then evaluate model performance, and conclude by running the best performing model on our corpus. Recall that our analysis of the Australian Obesity Corpus serves primarily as a proof-of-concept. Accordingly, and although our results potentially speak to a broader set of issues, we limit our attention to the four research questions introduced in §1:
1. How pervasive are genetic essentialist biases in discussions of obesity among Australian news outlets?
2. Are some biases more prevalent than others?
3. Do they occur together? And if so, are there meaningful patterns of co-occurrence?
4. Are the four biases distributed evenly across outlets? Or does frequency differ by venue?

3.1 Human Annotation 
As stated, we split the 800 sentences selected for human annotation into four batches of 200. Cohen’s kappa for inter-rater reliability increased from 0.72 for the first round of coding to 0.83 for the final round. Of this sample, 685 sentences were in complete agreement and were used for training, validation, and testing (see Appendix §5).
[image: ]

Figure 2 Changes in interrater reliability over successive rounds of coding.


3.2 Model Performance
Figure 3 illustrates that performance varied considerably across models and classes. Naive Bayes and Random Forest struggled to identify and correctly classify sentences containing the naturalness and determinism bias. BERT also struggled with both these classes, and more so with specific aetiology than any of the other models. The zero-shot implementation of GPT-3.5-TURBO demonstrates considerable trade-offs between precision and recall, with scores for all metrics decreasing across classes as we move from determinism to homogeneity. Finally, GPT-3.5-TURBO few-shot showed the most consistent and, on average, best performance across all metrics and biases. With this model in hand, we turn to our corpus.
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Figure 3 Precision, Recall and F1 scores for all models 


3.3 Corpus analysis 
Our response to RQ1 is informed by the summary statistics given in Table 3. We found considerable variation in the prevalence of each bias (see Figure 4), addressing RQ2. Specific aetiology is the most prevalent at the sentence level, accounting for 43.4% of biases in our corpus and occurring in ~12% of gene sentences. Homogeneity and determinism contribute 16 and 33 percent of total biases, and occur in ~4.4% and ~9% of all gene sentences, respectively. Naturalness makes up the remaining 7.6% and is found in ~2% of gene sentences. Things look slightly different at the article level, where the determinism bias is the most prevalent. We expand on this result in §4.2.2. 
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Table 3 Total number of biases detected by GPT3.5-TURBO few-shot, summarised at the article and sentence level.
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Figure 4 Prevalence of each bias at the (a) article and (b) sentence level.


To answer RQ3, Figure 5 shows all instances of co-occurrence at both the sentence and the article level. At both levels, specific aetiology and homogeneity appear together most frequently, followed by specific aetiology and determinism, and determinism and homogeneity. Specific aetiology, determinism, and homogeneity also frequently appear together, both within single sentences and within the same articles. Naturalness co-occurs most often with determinism at both the sentence and the article level.
Finally, The Sydney Morning Herald, The Herald Sun, The Courier and The Australian account for more than half of all biases (Figure 6a), addressing RQ4. This initially suggests a skewed distribution, with one third of vendors contributing more than the remaining two thirds combined. Figure 6d, on the other hand, indicates that most venues communicate bias at roughly similar rates, suggesting that the asymmetries in Figure 6a are an artefact of the composition of our corpus, with some outlets contributing significantly more articles than others. Figures 6b and 6c tell a similar story at the sentence level: though some outlets mention genes more frequently than others (Figure 6b), the average number of biases per gene sentence is largely similar for each venue (Figure 6c).
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Figure 5 Co-occurence of biases at the article (a) and sentence (b) level. Non-overlapping sections indicate no co-location, overlapping sections indicate two or more biases present in the same article/sentence. Pink ellipse and its intersections = determinism, purple = homogeneity, blue = specific aetiology, yellow = naturalness.
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(d) Percentage of articles containing gene terms (yellow), containing bias (dark red), an articles containing gene terms that also contain bias (orange) by outlet.

Figure 6 Results by publication venue.
4. Discussion 
The subtle and often implicit nature of media bias presents a formidable challenge, both to lay audiences, and to researchers interested in pre-empting the downstream consequences of a misinformed public. The present study explored the potential of LLMs in addressing this challenge, focusing on genetic essentialist biases in discussions of obesity among Australian print media. Here, we briefly comment on the implications of our findings for understanding genetic essentialism in media discourse. Given that this is a preliminary analysis of news articles from just one nation discussing just one trait, we provide only a limited interpretation of what our results say about the pervasiveness of genetic essentialist biases in the media more generally.
This isn’t to say that our results have no bearing on these broader questions. On the contrary: the model developed here provides a proof-of-concept for the methods by which we can arrive at these more general conclusions. We therefore begin by discussing the performance of our models, then offer a brief and preliminary interpretation of the results found thereby, and conclude by suggesting directions for future work.

4.1 Model Performance 
Overall, performance varied widely across classes, both within and between models. Naive Bayes and Random Forest achieved reasonable to high scores on all metrics for both the specific aetiology and the homogeneity bias. Naive Bayes also demonstrated reasonable performance for the determinism class, but struggled to identify true instances of naturalness. Random Forest, conversely, performed better for naturalness than it did for determinism, though even for this bias it achieved impressive precision. In fact, Random Forest consistently outperformed all other models on this metric, generating the least false positives for three of the four classes. Precision, however, came at the cost of recall, particularly for the determinism bias, where Random Forest retrieved the fewest number of true positives.
Both BERT and the zero-shot implementation of GPT-3.5-TURBO exhibited the opposite trend: achieving high recall across most classes, but at the cost of precision, and hence returning a substantial number of false positives. The only model to avoid this trade-off was the few-shot implementation of GPT-3.5-TURBO, which identified all four of focal biases roughly as reliably as human experts, indicated by the convergence between its scores (see §3.2) and Cohen’s kappa for inter-rater reliability (see §3.1). Notable as well is the improvement of the few-shot protocol relative to its zero-shot implementation: increasing precision and F1 scores across all classes by an average of 45 and 28.5 points respectively. 
These results corroborate previous work on ‘prompt engineering’  (e.g., Wei et al., 2022; Wang et al., 2022), confirming that relatively simple strategies such as chain of thought and self consistency can significantly increase the rate at which GPT-models generate accurate outputs. Of interest to researchers intending to implement these methods for similar classification tasks is that we augmented these two strategies with two additional prompting procedures, both of which further improved performance.
Recall that upon analysing the model’s justifications for its classifications, we encountered a substantial number of cases in which the model misclassified the sentence, in opposition to the reasoning given. This issue was addressed by prompting the model to generate its ‘reason’ first, and then predict the class. Ad-hoc analysis showed that this simple tweak increased F1 scores by an average of 11.5 points across all biases (see Appendix 6.1). While the opacity of LLMs precludes us from commenting with certainty on why this adjustment achieved the desired effect, it is reasonable to suppose that in the process of predicting each next token, the model's attentional architecture places more weight on more recent tokens. If this is the case, then getting the model to generate its reason first stands to increase the consistency of the classification because the preceding tokens, providing the reason, correlate strongly with the corresponding class. This, in turn, improves performance simply by virtue of the fact that the reasoning typically gets it right, such that generating the reason first increases the rate, or likelihood, of a corresponding and therefore correct classification.
Recall as well that we asked the model to return three classifications per query, utilizing the self consistency strategy. As noted in §2.1, determinism, naturalness, and specific aetiology were classified according to the standard implementation of this protocol, i.e., a majority decision. For the homogeneity bias, we adjusted the confidence threshold for a positive classification by predicating a positive response on a unanimous verdict. Thus, for this bias, only those queries for which all three responses came back positive were classified as biased.[footnoteRef:10] This adjustment was motivated by the comparatively higher number of false positives that our model returned for the homogeneity class, and the intuition that increasing the number of votes required for a positive classification would counteract this issue. Additional analysis confirmed our intuition, with precision and F1 increasing by 29 and 13 points respectively following this adjustment (see Appendix §6.2). This increase in precision did come at the expense of reduced recall, owing to a greater number of false negatives. Though this trade-off is unsurprising, we are, to the best of our knowledge, the first to show that LLMs allow researchers to manually manipulate which of these two types of errors will be more prevalent by adjusting the number of votes required for a positive classification. [10: This adjustment required adding an additional post-processing step. This step is included in our notebook, which is publicly available (see Appendix).] 

While the generalizability of these two strategies—call them sequencing and thresholding—calls for further empirical investigation, their marked effects in the present context underscore both the intricacies and the potential payoffs of prompt engineering, a feature that is unique to LLMs. Nor is there a principled reason for thinking that the performance of our model could not be improved further by further prompt refinements, suggesting that additional research into the use-case of LLMs as automated bias detection tools may yield even better results. We hope that some of the strategies discussed here will be of general use to researchers with an interest in identifying complex psychological constructs in large volumes of natural language.

4.2 Genetic Essentialist Biases in Australian Print Media 
4.2.1 Pervasiveness in discussion of obesity among Australian news outlets 
Discussions of obesity in our news corpus placed relatively little emphasis on genes, with less than 10% of articles mentioning gene-related concepts (Table 3). This result supports those who are sceptical of the “genoyhype” phenomenon, confirming that a focus on genetics is not as pervasive as once thought (Bubela & Caulfield, 2004). However, among articles that do mention genes, almost one third (31.26%) contained at least one of our focal biases; suggesting that although Australian print media don’t appear to fixate on genetic causes of obesity, when genetic explanations are invoked, they often encode essentialist beliefs. This supports recent empirical work on genetic essentialism as a cognitive phenomenon (Dar-Nimrod & Heine, 2011; Dar-Nimrod et al., 2014; Ahn & Lebowitz, 2018). However, whereas previous studies in this area illustrate how essentialist biases are elicited when individuals are presented with genetic information (e.g. in the form of vignettes), our results indicate that how genetic information is communicated in the media is also reflective of essentialist thinking about genes. 
This finding has serious implications for science communication and its effects on the public, as there is ample evidence that individual tendencies to essentialise genes can result in prejudicial attitudes, negative self-beliefs, a perceived lack of control over one’s own destiny, and unhealthy behavioural choices (Bastian & Haslam, 2006; Dar-Nimrod & Heine, 2011; Dar-Nimrod et al., 2014; Ahn & Lebowitz, 2018). Hence, if media communication of genetics serves to emphasise and further entrench these biases, it could further contribute not only to an inaccurate picture of gene-action, but to negative social and health outcomes.  We explore these issues in greater detail below.
4.2.2 Prevalence of each Bias 
Figure 4 indicates that there is considerable variation in the prevalence of each bias at both the article and the sentence level. Comparing prevalence at these levels of analysis reveals an interesting trend: whereas specific aetiology is the most prevalent in terms of overall instances–or sentences–at the article level, the determinism bias appears more frequently. This tells us that although any given article about genes is more likely to contain the determinism bias, if that article is about a specific gene, the specific aetiology bias is likely to predominate. In the interest of space, we focus our discussion on the sentence level, where specific aetiology is followed closely by determinism, and then homogeneity and naturalness, which appear notably less frequently than the other two. 
Specific aetiology classifications were largely comprised of “gene for” (e.g., “the gene for obesity”) and “X gene” (e.g., “the fat gene”) claims, which indicate that a single gene is portrayed as responsible for the trait of interest. Although there are a handful of specific genes implicated in syndromic obesity (Kaur et al., 2017), media discussions almost exclusively concern non-syndromic obesity. In these cases, obesity is associated with many mutations in many genes that are each thought to make a modest contribution, in combination with the effects of the environment (Loos & Yeo, 2022). Media reporting of “genes for” obesity therefore fundamentally misrepresents gene-action in these contexts.
Like specific aetiology, determinism is an oft emphasised element of genetic essentialism in media reporting (Nelkin & Lindee, 1995; Conrad, 1997). As noted, this bias involves the belief that genetically caused traits will inevitably come about no matter the circumstance; exemplified in discourses about one’s genes determining their fate. Such discourse finds little support in the scientific literature: all genes associated with non-syndromic obesity are highly sensitive to environmental factors such as diet and exercise (Loos & Yeo, 2022), and even patients with syndromic conditions can implement behavioural strategies to keep obesity at bay (Chung, 2012). That deterministic beliefs have been shown to negatively affect the implementation of these strategies (Dar-Nimrod et al., 2014; Ahn & Lebowitz, 2018) makes the prevalence of this bias particularly worrying. It also suggests that discussions of obesity that portray gene-action deterministically can result in a self-fulfilling prophecy, such that media reporting to this effect may itself be contributing towards a more obese society.
 Another element of genetic essentialist thinking is that groups of people thought to share the same genes are perceived to be homogeneous and discrete, due to their shared genetic essences. These shared essences are thought to constitute category membership, eliciting stereotype endorsement (Bastian & Haslam, 2006). People who believe in a genetic basis of race, for instance, tend to amplify similarities between individuals classified as the same race, and differences between those of different races (No et al., 2008; Yaylaci et al., 2021). Our results indicate that a nontrivial proportion of gene sentences (~4.4%) imply the homogeneity bias, suggesting that media reporting about the genetics of obesity (occasionally) casts obese individuals as a homogeneous and discrete group. Consider, for instance, the following statement from our corpus, which describes Sumo wrestlers as being “of a genotype that allows them to lay down a lot of relatively healthy subcutaneous fat”, and then goes on to say that this is “why they don’t experience the same complications that other obese people do” (emphasis ours, published in The Sydney Morning Herald). While this particular example may seem relatively benign, it clearly illustrates our broader concern that claims about the genetics of particular groups can serve as a basis for stereotype endorsement. Of particular concern is that such stigmatization can lead obese individuals to internalize and enact negative self-concepts, such as being inherently lazy or weak-willed (Puhl & Heuer, 2010; Pearl et al., 2015). And our corpus indeed contained several statements that are likely to prompt such beliefs, describing obese people, to give just one example, as part of a “tribe….without the restraint gene” (emphasis ours, published in The Age). As and when these sorts of beliefs take hold, the homogeneity bias, much like the determinism bias, potentially sets up a self-fulfilling obesity prophecy (Puhl & Brownell, 2003; Madon et al., 2018). 
Consider next the naturalness bias, which was the least prevalent in our corpus. Recall that this bias is closely related to the naturalistic fallacy–where people believe that something is morally good or normatively acceptable in virtue of its natural existence. As and when this fallacy is prompted by exposure to genetic information, the naturalness bias is thought to moderate the negative effects of other essentialist beliefs by lending an air of moral permissibility to genetically caused traits. To give an example, people who believe in a genetic basis of sexual orientation are more accepting and hold less prejudicial attitudes towards non-heterosexuals (Jayaratne et al., 2006). Similarly, gay men who accept a genetic explanation for their own sexuality tend to have less self-stigma (Morandini et al., 2015). The comparatively low scores for the naturalness bias (89 out of the 978 biassed gene sentences across the corpus), then, could be indicative of a general perception of obesity as a negatively valenced trait (Flint et al. 2015), not acceptable or normally described as ‘natural’ under an essentialist framework. Indeed, obesity has been described as “...an unnatural or excessive amount of fat…” (Ferdowsy et al. 2021, emphasis added). 
A broader issue that these results speak to concerns the epistemic component of ‘obesogenic environments’–a popular framework for connecting the various environmental conditions under which obesity is thought to thrive. Although this framework is deliberately broad, and expressly leaves room for social and cultural drivers of obesity (e.g., Swinburn et al., 1999), the idea that obesity-related (mis)information comprises an additional dimension of the obesogenic niche has received only scant attention (Kirk et al., 2010). Moreover, where information has been an object of study, its targets have been cursory: referring, for the most part, to nutritional labels and food advertisement (e.g., Burton et al., 2006; Halford et al., 2007). The evidence reviewed above suggests that interventions at this level are unlikely to influence individuals whose background beliefs about the genetics of obesity are essentialist in character. Developing a richer epistemology of obesity, and situating this epistemology within our broader understanding of obesogenic environments, strikes us as an important, philosophical project.

4.2.3 Patterns of Co-occurrence 
Recall that sentences could be classified for the presence of more than one bias. Figure 5 shows all instances of co-occurrence at both the sentence and the article level. For brevity, we will discuss only pairwise combinations within single sentences. Specific aetiology and homogeneity occur frequently together, as do homogeneity and determinism, and determinism and specific aetiology. That the homogeneity bias frequently appears with both determinism and specific aetiology tells us that beliefs about the aetiology of specific genes often support inferences about group membership, and that group membership is often portrayed as a genetically determined feature of individual identity. This makes sense conceptually, given that the inferential potential of genes as markers of group membership seems to assume both a specific and deterministic notion of genetic causation. The pairing of specific aetiology and determinism, in turn, suggests that specific genes are often presented as having deterministic effects, and that such effects are often attributed to specific genes. This again makes sense, as claims that posit particular genes as responsible for particular traits presumably don’t get off the ground without a strong notion of genetic causation already in place. 
Previous work by Dar-Nimrod and colleagues (unpublished manuscript)–validating the genetic essentialist framework as a psychological scale–has found strong correlations between these biases. Our results are broadly consistent with theirs, but also raise additional insights. First, consonant with an ecological theory of bias along the lines outlined in §1, we find that essentialist biases don’t just cluster together at a psychological level, but also regularly co-occur within media discourse. Second, whereas the mentioned study presented experimental subjects with vignettes that carefully individuated each bias, our results suggest that, in the ‘wild’, these biases are frequently encountered within a single statement. This raises questions regarding possible interaction effects. One issue to consider is whether the prejudicial attitudes associated with the homogeneity bias are exacerbated by its co-occurrence with either or both specific aetiology and determinism. One hypothesis is that the more fine-grained the basis of genetic discrimination (specific aetiology), and the more immutable genetic categories are perceived to be (determinism), the more numerous and pronounced potential fault lines between groups become. If this is right, then statements that embed the homogeneity bias alongside either or both determinism and specific aetiology stand to amplify prejudice, not just in the context of obesity, but in other domains as well. The interactions between specific aetiology and determinism are of equal interest. It is, again, conceivable that these biases augment one another, such that claims about the deterministic effects of specific genes negatively implicate health behaviours above and beyond either deterministic claims, or claims that attribute obesity to specific gene mutations. These are empirical questions ripe for further investigation.

4.2.4 Distribution of biases across outlets 
As noted, Figure 6a shows marked variation in the raw number of biases per venue, suggesting that some outlets are significantly more biased than others. This result, however, fails to account for both the composition of our corpus, and the prevalence of discussions about genetics across outlets. A fair assessment considers these finer points. Figures 6b and 6d show that the proportion of articles and sentences referring to genetics differs considerably from one venue to the next. When this is accounted for, the percentage of articles and sentences about genetics that contain biases is relatively uniform across outlets, with three notable exceptions (see Figures 6c and 6d). At one end, and despite being the least biased outlet in absolute terms, relative to its contribution to our corpus, as well as the number of sentences and articles about genes, the Brisbane Times emerges as the most biased outlet by a considerable margin. In fact, our results show that almost one in two articles by this outlet that discuss the genetics of obesity contain one or more of our focal biases, suggesting that patrons of the Brisbane Times with an interest in this issue are routinely exposed to essentialist beliefs about the genetic basis of obesity. Conversely, and despite being the most biased venue in absolute terms, when normalized for the relevant criteria, the Sydney Morning Herald is among the least biased outlets, bested only by the Northern Territory News.
Apart from these extremes, we find only modest variation in the rate at which different venues communicate essentialist biases, though genetics discourse is notably more prevalent among some outlets. In both relative and absolute terms, the Australian and the Sydney Morning Herald appear to devote most attention to this topic. The Northern Territory News and the Mercury on the other hand only rarely invoke genetics in discussions of obesity, suggesting regional differences within Australia’s broader media landscape. 

5. Conclusion and future directions 
While there is ample evidence that exposure to genetic information elicits essentialist beliefs in individuals (Gould & Heine, 2012; Castéra & Clément, 2014; Carver et al., 2017; Machery et al., 2019; Yaylaci et al., 2021), there remains considerable disagreement about the prevalence of genetic essentialism in media discourse (Condit et al., 1998; Condit, 2011; Bubela & Caulfield, 2004; Holtzman, 1997). These disagreements are, at least in part, predicated on an empirical ambiguity: absent a large-scale analysis, who is to say how pervasive this phenomenon really is?
The present study set out to fill this gap by leveraging recent developments in artificial intelligence (AI), large language models (LLMs), and natural language processing (NLP) to systematically evaluate a significantly larger sample of relevant articles. Of the five models trained and tested, the few-shot implementation of GPT-3.5-Turbo consistently achieved impressive results. This model in fact detected biases as effectively as human experts, suggesting that the methods developed in this study could be of general interest for future research into classifying biases and other complex constructs across large volumes of text (see also Lupo et al., 2023; Dunivin, 2024). Of particular interest to future researchers in this domain was the finding that prompting the model to generate its reason before rendering its classification improved performance substantially, and that adjusting the number of votes required for a positive classification allows optimising for precision or recall respectively. 
While the few-shot implementation of GPT-3.5-TURBO was the optimal model for the present task, it is worth reiterating that this conclusion was drawn based on evaluative factors, including a preference for false negatives over false positives (i.e. optimising precision). This preference was due to the inductive risk involved in overestimating the prevalence of genetic essentialism in Australian obesity discourse, which could support false accusations of bias. Other classification tasks may evaluate inductive risk differently, preferring to overestimate false positives. Whatever the aims of a particular study, it is important that researchers using these kinds of classification models are aware of and explicit about the goals and values embedded in their research.
As for the present study, there are various other contexts in which the investigation of genetic essentialist biases will be relevant and interesting, including additional obesity corpora outside Australia (see e.g., Brookes & Baker, 2021; Coltman-Patel, 2023) and corpora comprised of alternative sources. Doing so would shed light on both regional differences, and differences between more or less formal and regulated discourses. A broader project made possible by our model, then, would involve studying genetic essentialist biases across other news channels (e.g., television and radio transcripts), social media, science communication, and academic and health literature intended for public audiences, including government and private web pages providing health information. One might assume that genetic essentialism is less pervasive in the scientific literature, though there is evidence that the biases discussed here can influence health professionals (Lane et al., 2023), and even researchers working on genetics (Lynch, et al., 2019).
Additional contexts for future investigation also include discussions of other traits, including physiology, disease traits, mental health, cognition, personality, and sexuality. Whether genetic essentialism is prevalent across various types of media, and whether the degree of genetic essentialism present when communicating about genes is trait-specific are empirical questions that warrant future research. 
An important question, and potential limitation, raised by these prospects is how easily the present model–prompts included–can be repurposed to detect genetic essentialist biases in other contexts? One possibility is that our model is keyed to linguistic features unique to discussions of obesity. If this is the case, then investigating genetic essentialist biases for other traits would require considerable modification, at least at the level of prompt engineering. In anticipation of this issue, we deliberately kept many of our prompts as general as possible, targeting syntactic and lexical structures that we believe to be indicative of essentialist biases across a broad range of contexts. Recall for instance the example given in §2.2, where the phrase ‘gene for’ is encoded into the chain of thought as explaining why the focal sentence contains the specific aetiology bias. While the gene in this particular example is the ‘gene for’ appetite, it could just as well be the ‘gene for’ homosexuality, or intelligence, or any other trait.
In making these and other empirical insights more readily available, our model may also shed light on broader conceptual questions. One interesting and open question is whether biological entities other than genes are essentialized in similar ways? And, if so, whether we can view genetic essentialism as a particular instantiation of biological essentialism more broadly? More broadly still, do people essentialize non-biological entities? And what does this tell us about the nature of human cognition? Though answering these questions would require developing additional, topic-specific lexica, once developed, these lexica could be easily plugged into our pipeline. That the technical steps implemented in the present study potentially bear on these broader questions points to the yet more general insight that even a discipline as remote as philosophy does well by availing itself of advances in computational methods and taking seriously the results generated thereby.
As for the results presented here, our analysis gives cause for both optimism and concern. We have, on the one hand, shown that advances in NLP, and LLMs specifically, stand to further advance the state-of-the-art in automated bias detection. This is of critical importance, given the increasingly dense, polluted, and fast-paced nature of our informational environments. Looking at one such environment, and focusing specifically on genetic essentialist biases, we also found that Australian print media do not appear to fixate on genetic effects, at least in the context of obesity discourse. This too makes for an optimistic conclusion.[footnoteRef:11] This optimism, however, calls for qualification. For although genes figure less prominently in popular discussions of obesity than previous work might suggest, when genes are mentioned, there is a high chance that their effects are presented in a biased way. The downstream consequences of these biases–specifically with respect to prejudice and the implementation of positive health behaviours–underline the urgency of our findings. [11:  A less optimistic interpretation is that print media may instead be blaming people and their choices.] 
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APPENDIX
All	data,	results,	and	analysis	included	here	are	also	available	via	the	Open	Science Framework:
	https://osf.io/r2cg6/?view_only = 5749e65fa4a246fdabba0754a5e3e52f.

Note that we have also included a link to our notebooks and code in the ‘notebooks and code’ folder. These are publicly available, and should enable others to both replicate and extend our work with minimal effort.

1	. GENE LEXEME
To extract sentences mentioning genetics-related concepts from our corpus, we developed a gene lexeme, consisting of 23 (stemmed) gene-related terms. These terms are:
	allel*
	chromosom*
	cistron
	deoxyribonucleic acid
	DNA

	gene
	genes
	genetic*
	genic
	genom*

	mutat*
	nucleotide
	oncogen*
	polygen*
	polymorphism

	transgene
	transgeneic
	transgenes
	wild-type
	wild type

	homozygous
	heterozygous
	hereditary
	
	


T A B L E 1
2. CODING RULES 

General Rules:

1. Sentence must be about gene(s) affecting trait(s), not about trait(s) affecting gene(s)
2. Code each statement for all four biases, indicating presence of bias with (1) and absence of bias with (0)
3. Do not code for negations (e.g., your genes are not to blame = 0)
4. Do not code for fictive scenarios, hypotheticals, counterfactuals, or other rhetorical devices.
Determinism: When a trait is portrayed as present due to a fixed set of underlying processes that are inevitable and beyond control, or when a trait is portrayed as determined, destined or fated to develop due to genes. The core of this bias is that if a trait has a genetic cause, it will develop no matter what.
1. When a trait is presented as inevitable or immutable due to gene(s), code as bias (1).
2. When genes are portrayed as ‘hardware’ or ‘blueprint’: controlling or programming for the expression of a trait, code as bias (1).
3. When fate, destiny, blame, and luck are invoked, as when someone is lucky to have certain genes, or destined to be a certain way based on their genes, code as bias (1).
4. When a trait or behaviour is portrayed as ‘in the genes’ e.g., obesity is in her genes, code as bias (1).
5. When gene trait relation is described with moderating adverbs, e.g., genes mostly, often, or sometimes lead to a trait, code as non-biased (0)
6. When gene trait relation is described in probabilistic or statistical terms, as when 70% of people with a gene have a trait, or a gene increases the risk of a trait by 30%, code as non-biased (0).
7. When genes are said to predispose or relate to, or are associated with or involved in, code as non-biased (0).

Specific Aetiology: When a specific trait is portrayed as having a specific gene as its cause, and other causal factors such as environmental influences on gene-expression are downplayed: presenting specific genes, if not as the sole cause, then the most important one. This is often seen in claims about the “gene for” things like obesity, intelligence etc.
1. When specific genes are described as the causal factor - e.g., the key, critical, or crucial cause – for particular traits, code as bias (1)
2. Whenever a gene is described as the ‘x gene’ – e.g., the ‘obesity gene’ – or the ‘gene for x’ – e.g., the ‘gene for obesity – code as bias (1)
3. Code as bias even if the ‘x-gene’ or ‘gene for x’ is portrayed as only sometimes leading to or merely being associated with some trait. For example, if the obesity gene is said to lead to obesity in 70% of cases, or increase the risk of obesity by 30%, still code as bias (1)
Naturalness: When a trait is portrayed as ‘natural’ due to the presence of a gene. ‘Natural’ in this context has two, closely related referents. The first is moralistic and involves the naturalistic fallacy. The second is normative in a broader sense and involves portraying some trait as ‘normal’ due to some gene, usually in light of its ‘adaptive’ or ‘evolutionary’ value.
1. Whenever a statement about genes runs afoul of the naturalistic fallacy, code as bias (1).
2. Whenever a trait is portrayed as ‘normal’ due to some gene, code as bias (1).
3. Whenever a trait is moralized or normalized by appealing to evolutionary concepts, specifically selection pressures acting on genes, classify as bias (1). For instance, when gluttony is portrayed as normal or morally permissible because we evolved under conditions of famine and feast, code as bias (1).
Homogeneity: When genetic similarities and differences within and between groups of people are identified and portrayed as being definitive and constitutive of these groups.
1. When genes are invoked to categorize groups, or portrayed as constitutive of some group, code as bias (1).
2. When physiological and behavioural similarities are attributed to genetic similarities, code as bias (1).
3. When similar genes are identified between different species - e.g., humans and apes are genetically similar - do not code as bias (0).
4. When the described similarities are between members of the same family – e.g., she and her sister had the same genes – do not code as bias (0).


3. BERT

As illustrated in Figure (1), the [CLS] token initiates a sequence, while the [SEP] token separates one sentence from the next. Since our analysis focuses on single sentences, we ‘padded’ the tokens following [SEP] with [PAD] tokens. For the inputs, we tokenized our text using the wordpiece tokenizer algorithm (Schuster & Nakajima, 2012) and fitted text tokens between the [CLS] and [SEP] tokens. For the outputs, the final hidden layer’s [CLS] token was used to represent the sentence embedding. A feedforward layer with a sigmoid activation function was attached on top to map the 768-dimensional sentence embedding onto a probability space between 0 and 1, where a probability of > 0.5 corresponds to the presence of a bias.
[image: A screenshot of a computer

Description automatically generated]
FIGURE 1 BERT token embedding (Devlin et al., 2018)
Since we trained four binary classifiers—one for each bias—we used binary cross entropy as our objective function. This function was optimised using mini-batch gradient descent and the mean loss of the batch was used. We again implemented a 60:20:20 training-validation-test split: training the model on 60% of our annotated sentences, using the next 20% for validation, and then testing performance by prompting the model to predict the classes of the remaining 20%. We also leveraged early stopping—a common technique that terminates training when the mean loss no longer decreases after a set number of steps—to avoid overfitting.


4. GPT PROMPTS 

All prompts for all implementations of GPT-3.5-TURBO can be found in the ‘prompts’ folder available via the Open Science Framework (see link at top of page).


5. DATA, HUMAN ANNOTATION, AND INTER-RATER RELIABILITY

All data, including annotated sentences used for training and testing, can be found in the ‘data and annotation’ folder available via the Open Science Framework (see link at top of page).


6. MODEL PERFORMANCE AND OPTIMIZATION 

Performance of all models can be found in the ‘model performance’ folder available via the Open Science Framework (see link at top of page).

6.1		Sequencing:



Table 2 shows changes in performance upon implementing the ‘sequencing’ strategy i.e., prompting the few-shot implementation of GPT-3.5-TURBO to generate its reasoning before generating the classification. Note that whereas recall decreases slightly across three of the four classes, precision and F1 scores increase substantially.

	
	GPT-3.5-TURBO few-shot
	GPT-3.5-TURBO few-shot-sequenced

	
	precision
	recall
	F1
	precision
	recall
	F1

	determinism
	0.84
	0.75
	0.79
	0.85
	0.79
	0.82

	specific aetiology
	0.61
	0.91
	0.73
	0.85
	0.77
	0.81

	naturalness
	0.46
	0.86
	0.6
	0.83
	0.71
	0.77

	homogeneity
	0.57
	0.92
	0.7
	0.92
	0.85
	0.88



T A B L E 2	Sequencing

6.2		Thresholding:


Table 3 shows changes in performance upon implementing the ‘one vote neutral equals neutral’ strategy for the sequenced-few-shot implementation of GTP-3.5-Turbo. Note that homogeneity is the only class for which this implementation of the model improved performance. In particular, and although recall decreases slightly, both precision and F1 increase significantly. For the other three classes, precision remains roughly constant, while recall and F1 decrease considerably.
	
	Majority prediction
	One vote neutral equals neutral

	
	precision
	recall
	F1
	precision
	recall
	F1

	determinism
	0.85
	0.79
	0.82
	0.83
	0.54
	0.65

	specific aetiology
	0.85
	0.77
	0.81
	0.82
	0.61
	0.69

	naturalness
	0.83
	0.71
	0.77
	0.8
	0.57
	0.66

	homogeneity
	0.63
	0.92
	0.75
	0.92
	0.85
	0.88



T A B L E 3	Thresholding
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