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Abstract 

The inductive risk argument challenges the value-free ideal of science by asserting that scientists 

should manage the inductive risks involved in scientific inference through social values, which 

consists in weighing the social implications of errors when setting evidential thresholds. Most of 

the previous analyses of the argument fall short of engaging directly with its core assumptions, 

and thereby offer limited criticisms. This paper critically examines the two key premises of the 

inductive risk argument: the thesis of epistemic insufficiency, which asserts that the internal standards 

of science do not suffice to determine evidential thresholds in a non-arbitrary fashion, and the 

thesis of legitimate value-encroachment, which asserts that non-scientific value judgments can 

justifiably influence these thresholds. A critical examination of the first premise shows that the 

inductive risk argument does not pose a unique epistemic challenge beyond what is already 

implied by fallibilism about scientific knowledge, and fails because the mere assumption of 

fallibilism does not imply the untenability of value-freedom. This is demonstrated by showing 

that the way in which evidential thresholds are set in science is not arbitrary in any sense that 

would lend support to the inductive risk argument. A critical examination of the second premise 

shows that incorporating social values into scientific inference as an inductive risk-management 

strategy faces a meta-criterion problem, and consequently leads to several serious issues such as 

wishful thinking, category mistakes in decision making, or Mannheim-style paradoxes of 

justification. Consequently, value-laden strategies for inductive risk management in scientific 

inference would likely weaken the justification of scientific conclusions in most cases.  

 

1. Introduction 

Scientific justification is defeasible and even our best claims often carry some level of 

uncertainty. Since this is the case, scientists are faced with a rather fundamental problem when they 

are making inferences based on their findings: How far should the uncertainty be reduced before 

accepting or rejecting scientific hypotheses? Additional evidence reduces uncertainty, but it cannot 

entail the sufficiency of this reduction. Therefore, the scientific decision to accept or reject a 

hypothesis inevitably involves extra-evidential standards. A centerpiece of scientific normativity is 

that scientific inference ought to be value-free, and therefore the only kind of value judgments that 

can be legitimately used to manage the risks pertaining to scientific error are those that are internal 

to science (epistemic/cognitive values or standards). This idea has been challenged by a variety of 

arguments, among which the inductive risk argument is arguably one of the strongest to date. 
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The inductive risk argument against the value-free ideal of science states that because 

scientific inferences are characteristically error-prone, the practical costs of making an error should 

influence the evidential standards for accepting or rejecting scientific claims (Douglas, 2000; 2009; 

Rudner, 1953). Douglas expresses it in terms of individual scientific judgment: “scientists should 

[weigh the importance of] the potential social and ethical consequences of error …and set burdens 

of proof accordingly” (2009, 97).3 Rudner’s (1953, 2) original formulation of the argument reads:  

…since no scientific hypothesis is ever completely verified, in accepting a hypothesis the scientist 

must make the decision that the evidence is sufficiently strong or that the probability is sufficiently high 

to warrant the acceptance of the hypothesis. Obviously our decision regarding the evidence and 

respecting how strong is "strong enough" is going to be a function of the importance, in the typically 

ethical sense, of making a mistake in accepting or rejecting the hypothesis. 

This argument is commonly interpreted as the claim that scientists, as a general feature of scientific 

judgment, “have to make value-laden decisions about how much evidence to demand before they 

draw conclusions” (Elliott, 2022). Douglas says explicitly that social values are required at the core 

of science, “not just as a matter of an accurate description of scientific practice, but as part of an 

ideal for scientific reasoning” (2009, p.87).  

Several authors in various ways have forcefully criticized the inductive risk argument, such as 

rejecting the premise that scientists accept or reject hypotheses (Jeffrey, 1956), rejecting the 

assumption that if they do accept hypotheses they must do so without qualification, such as 

conditionalizing their claims or articulating uncertainties (Betz), distinguishing between accepting a 

hypothesis as true and acting on its basis (Levi 1960; 1961), or further disambiguating the notion of 

‘acceptance’ into distinct cognitive attitudes, such as endorsing, adopting, or holding a hypothesis 

(Lacey). Also, due to the emphasis on practical consequences, the argument from inductive risk can 

 
3 To use Douglas’ own example for illustration, toxicologists must decide what level of statistical significance to demand 

in order to conclude whether the chemical dioxin under investigation indeed increased cancer rates in animal 
experiments. Depending on where they set the significance level, they trade off the probability for false positive results 
with the probability for false negatives (commonly referred to as error rates), where a false positive means that 
experiments detect an increase in cancer rates where there is none (or detect a larger increase than the actual value), a 
false negative means a failure to detect a real increase in cancer rates (or detect a smaller increase than the actual value). 
Concluding the carcinogenic effects of dioxin in humans (by extrapolation from animal studies) has the foreseeable 
practical consequence of increased regulation of the chemical and thereby excess costs to the industry, where concluding 
the opposite will likely lead to weaker regulation and thereby costs related to public health. Douglas concludes that the 
toxicologists should decide the right balance between the error rates based on how they value these effects, as a function 
of their social and moral values as ordinary human beings or citizens. 
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be argued to pose a rather limited challenge to the value-free ideal of science, one that primarily 

concerns cases where (i) there are foreseeable practical consequences to accepting or rejecting 

scientific claims with a view to real world application (Elliott, 2011, cf. McMullin, 1983), and (ii) 

withholding judgment (Giere, 2003) or deferral (Betz, 2013) are not desirable (Havstad and Brown, 

2017). This reading of the inductive risk argument does not pose a substantial problem for the 

value-free ideal beyond the contexts of scientific policy advice (Steele, 2012) and possibly fast 

science (Stegenga, 2024). But, this limited formulation of the inductive risk overlooks the stronger 

argument that the error-prone nature of scientific conclusions requires some form of risk 

management, and that these risks cannot be managed solely in terms of epistemic values. 

 While we believe that these objections still stand (see also cit), there has been almost no 

attempt4 to take on and criticize the inductive risk argument as a generalized claim against the 

epistemic self-sufficiency of science–the capacity of science to manage inductive risks without appeal 

to anything other than its internal standards.5 While steelmanning the inductive risk argument, only a 

successful criticism of this central and generalized challenge can put this debate finally to rest. 

Arguably this lack is one of the reasons why the inductive risk argument against the value-free ideal 

still has an intuitive appeal for many. This paper attempts to take on this challenge by arguing that 

the inductive risk argument does not suggest the untenability of the value-free ideal of science any 

more than what can be inferred from the thesis of fallibilism about scientific knowledge. We cannot 

infer the untenability of the value-free ideal of science merely from fallibilism about knowledge, 

hence the inductive risk argument fails. Moreover, the appeal to social values in judgments of 

evidential sufficiency would further undermine the justification of scientific inference, and thus 

makes the problem (if any) simply worse.   

As a generalized challenge to the value-neutrality of scientific judgment, the argument from 

inductive risk can be broadly characterized as an application of the pragmatic encroachment thesis in 

epistemology to scientific judgments of evidential sufficiency.6 The argument can be reconstructed as 

 
4 With the possible exception of some discussions in Levi (1960; 1961). 
5 Inductive risks, broadly construed, are the risks pertaining to (i) accepting a scientific claim as true when it is in fact 

false, and (ii) rejecting a scientific claim as false when it is in fact true (see also Hempel, 1965). 
6 To revisit Douglas’ dioxin research example, shifting the statistical significance level in either way directly affects how 

the theory choice between two alternative dose-response models is resolved, namely the threshold model and the linear 
extrapolation model. The threshold model states that the carcinogenic effect of dioxin starts at a certain dose of the 
chemical (the threshold), below which there is no such effect. The linear extrapolation model, on the other hand, states 
that the dose has a linear relationship with the carcinogenic effect, meaning that there is no dose threshold below which 
the chemical is completely non-carcinogenic. Where the statistical significance level is set affects both which data 
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having two key premises. The first one advances an analogue of the threshold problem for fallibilism 

about knowledge against the concept of evidential sufficiency in science. Fallibilism about 

knowledge says that knowledge can be achieved with less than fully conclusive justification. The 

threshold problem is about how to determine the level of justification that separates knowledge 

from lack thereof in a non-arbitrary way. Douglas expresses an analogous challenge for scientific 

knowledge by saying that there is no non-arbitrary, non-pragmatic way to decide when the evidence 

is sufficient to accept a scientific claim without considering social values. This gives us what we will 

call the thesis of epistemic insufficiency.  

Epistemic insufficiency: There is no epistemic basis on which a threshold of justification that will 

cover all instances of scientific knowledge can be determined.  

This leads to the idea of science’s self-insufficiency; its insufficiency to justify its core 

practice, scientific inference, by its internal standards alone. Douglas clearly puts forward this thesis, 

when she says that purely “internal standards” –i.e., standards that are “free of social and ethical 

values,” such as methodological standards, theoretical virtues, or cognitive values— do not help to 

decide “what counts as sufficient evidence” in a non-arbitrary way (Douglas, 2017, also 2000; 2009). 

Hence, the internal standards are insufficient for scientific judgment regarding which propositions to 

accept. 

The second key premise of the argument offers the consideration of social values as a 

solution to the problem of epistemic insufficiency, which is analogous to the impurist solution to the 

threshold problem: Whether a subject S knows a proposition p depends not only on epistemic 

factors such as evidence or reliability, but also on the stakes involved in S’s practical reasoning 

situation, or how important the truth of p is to S (Fantl and McGrath 2002, 2009; Hawthorne 2004; 

Stanley 2005). Thus, the pragmatic encroaches on the epistemic. The pragmatic encroachment thesis 

states that practical factors, such as a subject’s practical interests regarding a certain content or the 

stakes involved in falsely affirming or disaffirming that content, are relevant in determining the 

epistemic standards that must be met in order for a subject's belief to be sufficiently justified to 

 
patterns will be considered a response and the shape of the dose-response curve (Douglas, 2000). What creates the 
theory choice situation in such a case is that the studies are not sufficiently powered (i.e., have sufficient sample size) to 
be able to generate the evidence that will distinguish which model or hypothesis is the correct one. Collecting larger 
samples has considerably higher economic costs, which might lead the researchers (or other parties such as funders, 
policy makers) to resolve (rather than ‘solve’) the theory choice situation by making value-laden judgments. 
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constitute knowledge (see Kim, 2017). Applied to the scientific context, this can be seen as 

analogous to saying that social values are relevant to determining whether there is sufficient evidence 

to accept or reject a scientific hypothesis, which is equivalent to the inductive risk argument (see also 

Miller, 2024). This part of the argument gives us what we will call the thesis of legitimate value-

encroachment. 

Legitimate value-encroachment: Social values are legitimate determinants of where the threshold 

of justification for scientific knowledge is to be set. 

In conjunction, these two premises are used to conclude that the value-free ideal of science 

is untenable, and only a value-laden science can legitimately manage inductive risks. This paper 

criticizes this conclusion by disentangling the inductive risk argument against the value-free ideal of 

science from the thesis of fallibilism about scientific knowledge. We argue that there is no additional 

epistemic challenge contained in the inductive risk argument which is not found in the thesis of 

fallibilism, and since the latter does not imply the untenability of the value-free ideal of science, 

neither does the inductive risk argument. Moreover, the positive part of the inductive risk argument 

which argues for a value-laden ideal for science has more serious problems of its own.   

Firstly, we reject that thresholds of scientific justification are arbitrary in several commonly 

understood senses of arbitrariness that would justify the inductive risk argument, and argue that 

purely epistemic considerations suffice to eliminate these. However, non-arbitrariness in these 

senses does not imply the impossibility of rational disagreement in science, that is disagreement between 

scientists on the basis of strictly epistemic considerations. This stronger thesis would require in fact 

to deny the fallibilist nature of scientific knowledge. Since we by default accept the fallibility of 

scientific knowledge, we also by default accept the possibility of rational disagreement in science. 

But neither the fallibility of scientific knowledge nor the consequent possibility of rational 

disagreement in science by themselves imply that scientific inference necessitates non-epistemic 

value judgments, or that it can be improved by these. If the critics of the value-free ideal hang their 

claim on the bare assumption of fallibilism, their reconstruction of the value-free ideal is nothing but 

a reductio ad absurdum, because it makes the tenability of the value-free deal dependent on an 

assumption of infallibilism.  

If this is not true, the proponents of the inductive risk argument should explain what social 

value-judgments bring into the picture: If an epistemic problem is unsolvable, arguably it is not 
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made any less unsolvable by introducing non-epistemic elements. There are strong reasons to think that 

any rational disagreement in science is transient and thus will eventually give way to rational 

consensus, because epistemic value-judgments that underlie disagreements are subordinated to 

higher-order shared epistemic values such as truth, and thus themselves are subject to epistemic 

evaluation. But even if this is but an unfounded hope, we are not justified to think that value-laden 

science would be any better, and there are good reasons to think that it would be much worse. This 

is mainly due to the fact that the justification of social values, unlike epistemic values, is itself 

subjective and thereby disagreements about social values prevent rational consensus.  

 The structure of the paper is as follows. In §2 we explain the context of use for evidential 

thresholds in science and the kind of scientific judgments they pertain to. In §3 we analyze several 

commonly understood senses of arbitrariness and show that scientific evidential thresholds are not 

arbitrary in any of these senses. We conclude that the inductive risk argument misconstrues the 

justification of evidential sufficiency criteria, particularly the statistical significance thresholds. In §4 

we examine another possible interpretation of the thesis of epistemic insufficiency as the possibility 

of rational disagreement about the interpretation of evidence, and discuss how rational 

disagreements are resolved in science. Section §5 turns to the thesis of legitimate value-

encroachment and tackles the epistemic problems that emerge if social values are used to set 

evidential thresholds. We argue that Douglas’ distinction between legitimate and illegitimate uses of 

values in science fails to hold due to a paradox of meta-criterion. Section §6 distinguishes between 

judgments of evidential sufficiency in the scientific vs practical decision-making contexts and argues 

that there is no encroachment between the two contexts in either way. In §7 we argue that the thesis 

of legitimate value-encroachment suffers a meta-criterion problem of its own, and conclude that 

value-laden evidential sufficiency judgments cannot increase but only undermine the legitimacy of 

evidential sufficiency judgments.  

2. Evidential thresholds and acceptance of scientific hypotheses 

2.1. What is an evidential threshold in scientific inference? 

Scientific (or theoretical) claims are on the level of phenomena, while empirical observations occur 

on the level of data. Phenomena are relatively stable features of the universe that are not dependent 

on particular observations, while the specific data that are observed depend on details of the 

experimental procedure and the measurement device (Woodward, 1989; 2000). Consequently, 

although phenomena are detected by data, the data never directly or necessarily entail claims about 
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phenomena (Bogen & Woodward, 1988), because there is always the possibility of error, for 

example due to measurement or sampling (Woodward, 1989). Statistical error control is an integral 

part of scientific observation where data is known to contain non-negligible error (see also 

‘corrigible data’ in Suppes, 1974). It is a theory of error which enables us to compare alternative 

scientific hypotheses in a way that the difference of evidential support cannot be attributed to 

variations due to random error. To do this, scientists estimate a confidence interval and define an 

evidential threshold.7  

An evidential threshold can thus be seen as one kind of evidential sufficiency criterion. 

Rudner (1953) and Douglas (2000; 2009) address the most widely used criterion of evidential 

sufficiency in statistics, namely the type 1 error rates, or α-levels, for determining statistical 

significance.  

2.2. Evidential sufficiency to answer which question? Acceptance of evidence vs 

acceptance of a theoretical claim 

A statistical significance threshold is used for the acceptance of evidence, rather than the acceptance 

of a scientific claim into the canon.8 Scientists use type 1 error rates (i.e., p-values) to decide whether 

the data expresses a singular fact (such as whether the patient outcomes in the experimental 

condition veritably differ from those in the control condition), not to decide between two 

substantive hypotheses (such as whether smoking causes cancer or not). This is the difference 

between a statistical hypothesis and a scientific claim. By testing a statistical hypothesis, scientists 

establish an inferential link between the data and the substantive hypothesis. The substantive 

hypothesis or the scientific claim is almost never justified on the basis of statistical hypothesis test 

alone, because finding a true positive signal in the data does not rule out systematic sources of error, 

such as measurement invalidity, or test the boundary conditions of the scientific claim, such as 

 
7 Not all statisticians agree with the practice of producing dichotomous claims on the basis of evidential thresholds. 

People who disagree with the use of thresholds also do not need to engage with the inductive risk argument, as they 
disagree that scientists are in the business of accepting or rejecting scientific hypotheses. Most prominently, this is 
Jeffrey's response to the inductive risk argument (cit). That being said, the majority of scientists across various disciplines 
use evidential thresholds to make dichotomous claims about phenomena.  
8 A statistical significance level arguably enables us to be able to falsify scientific claims with observations that are known 

to contain random error. Because the error associated with these observations is probabilistic, such error-containing 
observations can only be described in probabilistic terms. Since probabilistic statements (e.g., ‘This is probably a black 
swan’) by themselves do not have truth values, they are not proper “tests” for scientific claims (i.e., universal statements). 
Thus, scientists must set an evidential threshold by estimating a confidence interval, which allows them to formulate 
observation statements that can have truth values and potentially falsify scientific claims (see ‘quasi-basic statements’, 
Uygun-Tunc, Tunc, & Lakens, 2023). This has to do with what Popper calls a methodological choice. 
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potential confounders. Statistical error control is thus only one step in the management of error and 

uncertainty in theory testing (Mayo, 2018; Spanos & Mayo, 2015). Accepting a theoretical 

proposition requires corroboration by a variety of methods to ensure robustness, validity, and to 

eliminate the alternatives. Overwhelming evidence in this context is corroborating evidence, which is 

(for the sake of analogy) akin to the concept of justification beyond reasonable doubt in the legal 

context. It is hard to see how the thesis of epistemic insufficiency could be relevant here, because 

corroborating evidence is obtained for the most part deductively, via elimination of the relevant 

alternatives (alternative explanations of particular data patterns or of the total evidence). Although 

people have questioned the purely deductive status of corroboration, it is at least clear that it is not 

sufficiently similar to the kind of inductive confirmation that Rudner and Douglas talk about. 

As these authors also admit, the statistical error rates are not the sole criterion of evidential 

sufficiency, but it is relatively easier to discuss the fundamental problems of evidential sufficiency 

using statistical error rates. So, for the sake of argument let’s carry on with statistical significance. 

3. Arbitrariness and evidential sufficiency judgments  

3.1. What exactly is arbitrary? 

The counter-thesis of the inductive risk argument for incorporating values into scientific 

inference is that scientists should manage inductive risk only with appeal to epistemic 

considerations.9 Douglas (2017, 2021) claims that this is not possible, because epistemic 

considerations do not determine why one standard of evidence should be preferred rather than the 

other–they help determine only the strength of evidence, not whether it is sufficient to accept a 

hypothesis. Thus, a standard of evidence cannot be set in a non-arbitrary way (unless we take social 

values on board). 

The first question to address is, what exactly is the nature of the charge of arbitrariness? In 

one intuitive sense of arbitrariness, one can easily avoid it simply by pre-specifying the evidential 

sufficiency criterion. Imagine a dart shooter who claims to be a sharpshooter, throws 10 darts and 

hits the bullseye 6 times, and then defines sharpshooting ability as hitting the bullseye at least 6 times 

out of 10. Let us also assume that he specifies a different success criterion at each bar, depending on 

his actual score. This kind of arbitrariness is prevented by specifying any success criteria before the 

challenge starts. The same argument can be made with respect to the statistical significance level, but 

 
9 Douglas (2009) attributes this position to Levi (1960). 
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scientists already do prevent such arbitrariness when they use the standard error rates in their field 

(e.g., α = 0.05 or 0.00003). The counterpoint, then, presumably is that the standard itself is arbitrary. 

Elliott (2022) says, “from a purely epistemic perspective, scientists could just as well set a 90 percent 

or a 99 percent statistical significance level as opposed to a 95 percent statistical significance level.”  

A slightly more serious charge of arbitrariness thus says that the variability of evidential 

thresholds testifies to their arbitrariness. The charge of arbitrariness in this case would require the 

selective application of epistemic standards in determining how much evidential support is adequate. 

This could indeed be the case if each individual hypothesis was tested using a different evidential 

threshold, determined in accordance with a context-dependent weighing of inductive risks–just as 

Douglas recommends. On the contrary, the common practice in science is to use shared standards to 

prevent judgments of evidential sufficiency from being context-dependent. Furthermore, it should 

also be noted that the established disciplinary standards regarding the statistical significance levels 

particularly in social sciences provide additional evidence that social values play no veritable role in 

determining the evidential thresholds, as studies with wildly different value outlooks use the same α 

levels for making scientific claims. That is, it is hard to square the claim that evidential sufficiency 

thresholds necessarily involve social values, with the fact that in disciplines such as economics, 

psychology, and political science hypotheses with conflicting social value undertones (e.g., liberal, 

conservative, feminist, male supremacist etc.) are subjected to the same evidentiary standards such as 

α = 0.05.  

Wilholt (2009) and Douglas (2107) say that conventional evidential thresholds may solve part 

of the problem, but those conventions vary across fields.  The point is then that the plurality of error 

thresholds across fields testifies to their arbitrariness. While statistical sets may use some standards 

of evidential sufficiency in some areas, there is no way to answer this question uniformly “across all 

judgments” or “across all fields” (Douglas, 2017). Douglas (2017) opines that different fields thus 

see different trade-offs between false positives and false negatives as acceptable, where the judgment 

of acceptability reflects “external concerns” with the use of the knowledge they generate.  

This analysis unfortunately displays inadequate understanding of Neyman-Pearson approach 

to statistical inference and how it is actually used by practicing scientists in testing theories. The 

specific values at which different fields set their error thresholds vary in accordance with the 

parameters that go into the calculation of error rates, such as typical sample sizes, the projected base 

rate of true vs false hypotheses etc. Since these drastically differ from, say, particle physics to 

psychology or economics, the statistical significance levels also drastically differ (the 5-sigma vs the 
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1.96-sigma cut-off). It is not the specific evidential thresholds but the error estimation functions that are the 

same across all fields. Thus, the fact that different fields use different error thresholds testifies not for 

but against their arbitrariness. It might also be important to note that, when scientists dispute the 

specific evidential thresholds in their field, they do so on the ground of the epistemic criteria, such as 

rebalancing the discovery and accuracy trade-off and updating the values that should be assigned to 

the variables (e.g., prior odds or base rates of true vs false hypotheses) in error estimation functions 

(see Benjamin et al., 2018). Establishing that statistical significance levels are not arbitrary in any of 

these senses, we come to the crux of the problem, which the proponents of the inductive risk 

argument actually do not address, but we will nonetheless. 

3.2. A threshold problem for scientific knowledge?  

The inductive risk argument maintains that the evidential sufficiency thresholds are 

necessarily arbitrary. Beyond the options we eliminated, here are two more possible interpretations 

of arbitrariness in this context. First, the arbitrariness charge can be interpreted as one of precision: 

whether we can identify one specific value that legitimately distinguishes statistical significance from 

non-significance. Second, it can be interpreted as a problem of approximation: whether we are able 

to roughly estimate where that value should be, even if the particular value could never be known or 

adequately justified.  

3.2.1. Arbitrariness as a problem of precision 

The thesis of epistemic insufficiency can be considered an analogue of the threshold 

problem for fallibilism if one interprets it in the precision sense of arbitrary evidential thresholds. 

Infallibilism about knowledge says that “one can know that p only if one's evidence entails that p,” 

which means that the “conditional probability of p on one's evidence is 1” (Brown, 2018, 6). 

Infallibilism clearly invalidates most (if not all) scientific knowledge. Fallibilism, in rejecting these 

conditions, is presumed to hold a threshold view according to which “one can know that p only if its 

probability on one's evidence exceeds some threshold, t, where that probability threshold is 

sufficiently high but less than 1” (ibid.). The threshold problem for fallibilism consequently asks 

what can be given as a “sort of basis or rationale…for fixing this level of justification in a non-

arbitrary way” (Bonjour, 2002).  

In the context of scientific inference, let us assume that we accept the Type 1 error of 0.05 

to be our evidential threshold as many practicing scientists do. Is not it reasonable that “God loves 

the .06 nearly as much as the .05”? (Rosnow, & Rosenthal, 1992). Even if that may not be so, clearly 
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God would like 0.05001 as much as 0.04999. How can this mark the difference between knowing 

and not-knowing? The fear of arbitrariness even drives some statisticians to strongly advocate for 

the practice of interpreting test statistics as continuous measures of discrepancy with a model or to 

compute continuous measures of evidence (Gibson, 2020; Greenland & Poole, 2013; Rozeboom, 

1960; Wasserstein, Schirm & Lazar, 2019).10 If the challenge is whether we can justify a single value 

where the evidential thresholds must be set on purely epistemological grounds, we notoriously 

cannot (Gigerenzer, 2004; McShane et al., 2019; Rozeboom, 1960; Rosnow & Rosenthal, 1989).  

  The prospects might look bleak for acquiring scientific knowledge by means of statistical 

inference. From a purist perspective the issue is obvious: one cannot be sufficiently justified to reject 

hypothesis H1 at 0.05001 while accepting a similar hypothesis H2 at 0.04999, since they might easily 

have roughly the same truth value. Hence the impurist solution. However, once we take this route 

the problem does not become any less difficult. Let’s say we shifted the conventional α-level from 

0.05 to 0.09 for studies investigating whether a certain drug increases the women’s risk for breast 

cancer as a side effect, reasoning in light of feminist values that it is more serious an error if the 

studies fail to find an increase in the study participants when the drug indeed increases the risk, than 

falsely concluding an increase when the drug is indeed safe. How can we justify the difference 

between 0.0899 and 0.0901 as the delineation between knowing that the drug is carcinogenic and 

not-knowing that the drug is carcinogenic using feminist values? Not only we failed to solve the 

threshold problem, we inflated the false positive risk to the effect that we are less able to know the 

drug’s carcinogenic potential, and less justified in taking any action regarding it. Posing the problem 

of arbitrariness as one of precision undermines the fallibilist project for anyone, purist or impurist. 

 The reason is that in the fallibilist framework “is justified” and thereby “knows” are vague 

predicates. Therefore, they are subject to the Sorites (heap) paradox. The original formulation of the 

paradox is a modus ponens argument with the following premises (Williamson, 1994): 

- 1 grain is not a heap of sand,  

- Adding a single grain to a non-heap entity does not make it a heap 

Following these premises one should reach the uncontroversial conclusion that 2 grains of sand is 

not a heap. However, with the repeated application of the same syllogism (i.e., if N grains of sand is 

 
10  As we discussed elsewhere, they fail to see that the function of dichotomous statistical inference is epistemological 

(i.e., producing testable observation statements that can be used to falsify theoretical claims) rather than statistical, and it 
is not easily replaceable by alternative approaches (Uygun-Tunc, Tunc, & Lakens, 2023). 
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not a heap, N+1 grains of sand is also not a heap) one reaches an obviously incorrect conclusion 

that however big is the number of the grains, they can never be a heap, hence the paradox.      

 There are a substantial number of solutions suggested to the Sorites paradox (Raffman, 

2018), but we are not going to delve into these here. The crucial point is that existence of a 

continuum between two states does not imply the falsity of a distinction between them; otherwise 

we would not be able to use any ‘vague’ concept such as young, old, tall, or short meaningfully. 

Statistical significance, as it is used in common scientific reasoning, can similarly be considered a 

vague concept, meaning that the borderline between significance and non-significance is somewhat 

fuzzy.  However, the charge of arbitrariness might just lose its claws if we cease to insist on the 

problem of precision.  

3.2.2. Arbitrariness as a problem of approximation 

Setting the right statistical significance level can also be understood as a problem of 

approximation. The difficulty of identifying one in practice does not mean that a real threshold is not 

conceivable; one corresponds to an epistemically optimum (i.e., maximally reliable) value given the 

statistical testing theory and the parameters that define the cognitive constraints of the scientific 

field. Scientists want to have the maximum number of true positives and the minimum number of false 

negatives they can achieve in the long run given these constraints. While they may not always be 

successful in probing into this optimum value, their methodological decision regarding α- and β-

levels follows an algorithmic optimization of discovery vs accuracy – two intrinsically scientific, or internal 

aims. Missing the mark slightly by choosing a conventional threshold that is not identical to the 

optimum value does not make a fatal difference as long as the conventional thresholds are 

sufficiently close to the true optimum.  

3.3. The case for shared standards 

There is another strong rationale for using a shared standard, especially one that is not relative 

to individual hypotheses. That is, scientists want to be able to informatively compare studies and 

aggregate knowledge. However, this is exactly what the proponents of the inductive risk argument 

want to abolish when they suggest customized or shifting evidential thresholds. We can give two 

reasons for this; an epistemological one having to do with the logic of comparing and combining 

findings from different studies, and a cognitive one having to do with scientific communication and 

division of cognitive labor. 
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  Imagine two scientific hypotheses A and B which we would like to test with corrigible data. 

At a statistical significance level of 0.01, A is accepted and B rejected. At a statistical significance 

level of 0.05, both A and B are accepted. If A is accepted at the level of 0.01, and B is accepted at 

that of 0.05, by treating both as evidentially corroborated we violate the logic of knowledge 

accumulation as long as we do not justify the difference in terms of epistemic criteria such as the 

base rates. This is not only a matter of scientific communication. Even a solitary agent like Robinson 

Crusoe, if set out to do a scientific investigation, would need to make a methodological choice to set 

a threshold to be able to compare a study he did in t1 vs t2.  

 Secondly, a statistical significance of 0.05 seems to be “low enough such that peers take any 

claims made with this error rate seriously, while at the same time being high enough such that peers 

will be motivated to perform an independent replication study to increase or decrease our 

confidence in the claim” (Uygun-Tunc, Tunc, & Lakens, 2023). Clearly lowering the evidential 

threshold leads to more probative hypothesis tests and thus less uncertainty. But this is meaningful 

only if there are strong theories in the field which help identify and eliminate systematic sources or 

error, so that researchers focus on reducing the probabilities of random error. In a field like 

psychology where there is not yet a base of rich background knowledge to control all causal factors 

relevant to a phenomenon of interest, gathering huge samples to lower error possibilities (as a field 

like high energy physics can do) does not make much sense. In this kind of situation, facilitating a 

faster and more effective process of “conjectures and refutations” serves to create a better division 

of cognitive labor. 

4. Fallibilism, epistemic value-judgments, and rational disagreement in science 

The fallibility of scientific justification implies, as an inherent feature, that epistemic value-

judgments have to be made in determining if evidential justification is sufficient for affirming a 

scientific proposition. By virtue of being value-judgments, these are contestable. This is particularly 

true when they imply conflicting conclusions about the phenomenon of interest and when it is 

ambiguous how to weigh different epistemic values in evaluating the existing evidence (Kuhn, 2003). 

One way to demonstrate this is through the thesis of the theory-ladenness of observation, which 

says that the evidential criteria for the evaluation of scientific theories are not completely 

independent from the contents of the very theories they are used to evaluate (Kuhn, 1970). Theory-

ladenness implies that different theories might indicate different parts of the existing body of 

evidence as more important due to the particular set of epistemic values they manifest (more or less 
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strongly than other theories). Since each theory would characterize and assess evidential support 

partly in reference to its own content, evidential sufficiency decisions are in principle rationally 

contestable. 

However, rationally contestable does not mean arbitrary in any sense that could lend support 

to the inductive risk argument. First of all, when there is such rational disagreement in a discipline, 

scientists defer or conditionalize their judgments (Betz, 2013; Giere, 2003; Nagel, 1961). The deferral 

strategy is the usual first line response. This is because the rational disagreement we outline here is 

about the differential weighing of empirical evidence in light of epistemic values (with regards to 

salience or importance), and the effect of divergent epistemic values is inversely proportional to the 

accumulated evidence (see also Duhem, 1953). As observations accumulate and more severe tests of 

the contesting theories are devised, it becomes more and more likely for evidence to overwhelmingly 

support a theory over its alternatives with little room for doubt, no matter which particular sets of 

epistemic values are upheld by contesting theories, as many examples of paradigm change 

demonstrate in the history of science. Secondly, epistemic values are defined with reference to their 

truth-conduciveness (direct or indirect, see Steel 2010) and thus they are open to empirical 

evaluation, even if only retrospectively. That is, even if we cannot know at the moment which set of 

epistemic values is more truth-conducive than the other in a given context, we can reach a justified 

conclusion about this question over time through increased observation. Hence, even if they seem 

arbitrary to us at the moment, a retrospective evaluation can determine which set of epistemic values 

leads to more progress in the Lakatosian sense in the context of a given scientific question. 

Therefore, the charge of arbitrariness, if it is to be accepted at all, is but rather a temporary issue and 

strongly tied to not having enough knowledge about a phenomenon.11  

Furthermore, based on the successful episodes of theory selection in the history of science, it 

can be argued that at least in some cases rational disagreement is evidently temporary, i.e., it is probable 

for rational disagreement to evolve into rational consensus as a result of mutual critical engagement 

and additional evidence. This evolutionary process could be interrupted by the use of social values in 

scientific inference, which would eliminate (or at least reduce) the need for seeking critical 

engagement and additional evidence, and thus might lead to premature conclusions. Since it is only 

retrospectively possible to determine which cases of rational disagreement will evolve into rational 

 
11 In this context, it can be argued that these kinds of problems are more likely to be encountered in younger/less 

mature disciplines. It can also be argued that there is a serious risk associated with allowing the social values to be used 
as criteria of evidential sufficiency in such disciplines as this may stunt the epistemic iterative processes (Chang) that 
would help the discipline mature its evidence collection methodologies. 
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consensus (Lakatos, 1978), it may be argued that using social values to resolve theory choice, in 

response to practical concerns here and now, will be detrimental to the production of scientific 

knowledge in the long run by stunning the growth of at least some theories. One could therefore argue, 

in principle, for the exclusion of social values from scientific inference, even without believing that 

all rational disagreements necessarily give way to a consensus. 

 The first premise of the inductive risk argument, the epistemic insufficiency thesis, seems to 

be misguided in light of the preceding considerations. The argument requires the value-free ideal 

either to be successfully defended on an infallibilist basis, or to somehow provide the tools to avoid 

the logical implications of fallibilism while still committing to it. This amounts to an unsuccessful 

attempt at reductuo, rather than a fair critique. However, even if the reader would disagree with the 

authors of this paper on the truth of the epistemic insufficiency thesis, there are equally serious 

problems with the second premise, the thesis of legitimate value-encroachment, which we turn to 

next. 

5. Problems with using non-scientific values as evidential sufficiency criteria 

The critics of the value-free ideal do not necessarily deny the ultimate scientific values that 

value-freedom is supposed to facilitate, such as veracity. They thus admit that values may have 

legitimate and illegitimate uses in science. At the core of Heather Douglas’ demarcation strategy 

between the legitimate and illegitimate inclusion of non-epistemic values into science lies the 

distinction between the direct and indirect roles values can play in the context of acceptance (2000, 

2009). Values play a direct and illegitimate role if they constitute reasons to accept a scientific claim, 

thereby playing the same role evidence plays. However, they play an indirect and legitimate role if 

they are used to determine how strong the evidence (or how low the error probabilities) should be 

to accept a claim. So, according to the proponents of the inductive risk argument, the social legitimacy 

thesis is valid, since evidence is still the final arbiter of any scientific inference that uses this strategy.  

This strategy encounters a distinct set of problems. First and foremost, it is not clear what 

kind of a meta-criterion determines the extent to which non-epistemic values are allowed to 

influence evidential standards. The problem becomes evident when we realize that if values are 

allowed to determine evidential standards for the acceptance of hypotheses, they may also be used to 

arbitrarily increase or decrease those standards. This will cause evidential standards, such as statistical 

significance thresholds, to lose their intended function to the effect that it becomes either too easy 
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or too difficult to confirm a scientific claim, which will in turn license bad science or more 

sophisticated forms of science denialism.  

If we think in terms of type 1 and type 2 error probabilities, we see that inflating these error 

rates beyond a level is no different from the situation where non-epistemic values directly influence 

scientific conclusions. While the exact location of an error control threshold might be subjected to 

discussion, we know for a fact that as type 1 error rates increase it becomes increasingly trivial to 

provide evidential support for false hypotheses. Simmons, Nelson & Simonsohn (2011) have shown 

that one could even find evidence for factually impossible effects such as “participants get younger if 

they listen to When I’m Sixty-Four by The Beatles instead of Kalimba by Mr. Scruff” if one simply 

settles for an elevated type 1 error rate. Similarly, one might play into the hands of science denialism 

just by allowing the type 2 error rate to be elevated to a point where the existing body of evidence is 

no longer considered as evidence (for a related criticism, see Steel & Whyte, 2012). In these 

examples we do not see a direct influence of non-epistemic values on scientific conclusions, but the 

outcomes are no different from what a direct influence would have produced. Thus, the allegedly 

indirect role of determining where to set the thresholds for acceptable error rates can easily turn into 

evidence manufacturing and/or denial. 

The question is then, how can the social legitimacy thesis prevent conclusions that are 

nothing but wishful thinking with sprinkles of technical jargon? Specifically, how shall we determine 

where an indirect role stops and a direct role begins non-arbitrarily without appeal to strictly epistemic criteria? If we 

accept the need to introduce an epistemic constraint, then it becomes difficult to say that non-

epistemic values indeed play a veritable role. This is because, if the meta-criterion for delineating 

direct and indirect influences of social values is strictly epistemic in nature, the argument would 

actually turn into a reformulation of the value-free ideal, instead of its refutation. On the other hand, 

if we reject the need to constrain how much weight non-epistemic values can have in determining 

where to set the error control thresholds, then the indirect role evaporates and we are left only with 

a direct role, which Douglas criticized as being illegitimate. Thus, Douglas’ distinction between 

legitimate and illegitimate uses of social values in science suffers from a paradox of meta-criterion. 

The downstream consequences of the paradox of meta-criterion become evident when the 

proposal of setting value-laden evidence thresholds is regarded as a strategy to resolve 

underdetermined theory choice situations. As a methodological problem, theory choice requires 
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scientists to reduce the risk of misallocating empirical support among rival hypotheses, and the only 

epistemically rational way to do this is by mitigating the underdetermination of scientific tests. This 

route often takes time, but terminating it prematurely (by using values in resolving theory choice) 

not only fails to manage underdetermination but exacerbates it.  

We encounter another problem if we opt to apply the same strategy to deal with the 

underdetermination of scientific tests, namely by using non-scientific values to weigh the risks of 

erroneously rejecting or maintaining a hypothesis due to false auxiliary assumptions or a false ceteris 

paribus clause. Douglas famously extends the inductive risk argument to apply to all kinds of 

scientific decisions preceding the final decision to accept or reject a scientific claim, such as decisions 

regarding data collection, analysis and interpretation, or the choice of methodology (2000, 565; also 

Biddle and Kukla, 2017). The problem with applying non-scientific values to weigh inductive risks is 

that regardless of whether we focus on the epistemic or practical consequences of error, our risk 

mitigation strategy should effectively reduce the probability of making false auxiliary assumptions or 

making a false ceteris paribus assumption. It can be easily seen that values are largely irrelevant in 

reducing these probabilities. Moreover, if values are allowed in the selection of instruments, models, 

parameters, outlier data points, or background theories and facts, what prevents these decisions 

from being ad hoc? If there are no epistemic constraints to prevent the ad hoc selection of auxiliary 

assumptions, we can easily fall back to the problem of wishful thinking. On the other hand, if we set 

epistemic (and hence value-neutral)  meta-criteria to determine the legitimate extent of social value 

influences on evidential thresholds, we manifestly circle back to a value-free position, where social 

values are only allowed to influence the initial preference for weighing some particular epistemic 

concerns over others, as a subjective decision which is to be discarded in the long run through 

collection of more persuasive evidence (as suggested by Kuhn, 2003). 

6. Epistemic problems require epistemic answers 

Last but not least we must address the question: Evidential sufficiency for which decision? 

There are indeed not one but two questions:  

1) Which evidential threshold would optimally manage different kinds of error probabilities 

(so that the term evidence is meaningfully applicable)?  

2) Which level of evidential readiness would be most optimal to realize objective P in view 

of the (social, moral, or political) value V?  
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As it has been indicated previously by others (most notably Levi, 1960), this second question 

is the one the proponents of the inductive risk argument are indeed asking, but they present it as if 

this question has to do with the interpretation of evidence. Technically speaking, the theory of 

statistical inference (or hypothesis testing) and the statistical decision theory (or decision-making 

under uncertainty) are distinct, despite having common historical origins and featuring the term 

‘decision’ in relation to a situation involving uncertainty. A decision in the context of statistical 

hypothesis testing (to which Both Rudner and Dougles refer) is evidential; it is an aspect of inference 

(Birnbaum, 1977; Levi, 1961). A decision in the statistical decision theory is behavioral, hence much 

closer to the literal or intuitive sense of the word.12 Using ordinary semantical formulations one 

could express the difference as that between ‘deciding that evidence E corroborates hypothesis H’ 

and ‘deciding to act in a certain way that is in accordance with the truth of H’ (cf. Birnbaum, 1977). 

Cox (1958, p. 354) similarly characterizes the first as “deciding what types of statements can usefully 

be made and exactly what they mean,” whereas “in statistical decision theory…the possible decisions 

are considered as already specified.” 

The meaning of ‘acceptance’ in reference to statistical hypotheses corresponds to the 

inferential sense of ‘decision’ and not the behavioral. In Levi’s (1960) analysis, Rudner’s (1953) 

conclusion–that evidential sufficiency judgments should reflect the importance of error–depends on 

an implicit premise: “To choose to accept a hypothesis H as true (or to believe that H is true) is 

equivalent to choosing to act on the basis of H relative to some specific objective P.”  Without the 

pragmatist move to identify the two, the inductive risk argument is invalid. A broader consequence is 

that the exclusively literal interpretation of ‘decision’ also severs any meaningful link between 

statistical hypothesis testing and statistical decision theory. 

One might counter by saying that the meaning of ‘decision’ in the two domains are the same, 

because the inferential kind of decisions are also embedded in some kind of action. One might also 

allude to the fact that the term ‘act’ is ubiquitous in the formulations by Neyman and Pearson. 

Similar to ‘decision’, the term ‘act’ also takes on a special, technical meaning in statistical inference. 

 
12 Birnbaum (1977) compares the two decision schemas to highlight the key differences. In the context of statistical 

decision theory, a typical example of a decision is “place [a given] batch [of products] in the market” vs “withhold the 
batch from the market,” which are concrete actions in the ordinary sense. In the context of data analysis, a direct 
application of the same schema may lead one to think that the corresponding actions are “reject H0” vs “do not reject 
H0,” where H0 is the null hypothesis, whereas a more appropriate comparison would characterize the decision options 
as “reject H0 for H1, α, β” vs”reject H0 for H1, α, β,” where H1 is the alternative hypothesis, and α and β are the error 
probabilities. 
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As we explained elsewhere, the most plausible way to understand the meaning of ‘acts’ in the 

Neyman-Pearson approach to hypothesis testing is that of considering an observation as expressing 

a “singular fact” or a “falsifying instance” (Uygun-Tunc, Tunc, & Lakens, 2023).13 It does not 

comprise more intuitive actions like presenting an expert report to a governmental body, or even 

publishing one’s findings.  

But nonetheless, the invalidity of the inductive risk argument does not completely hang on 

the distinction between two kinds of decisions or actions, or between belief and action. Even if we 

understood both decisions in a somewhat similar sense, the objectives are completely different in 

nature: Any objectives that may feature in setting the evidential standards for scientific inference are 

‘theoretical’ or ‘epistemic’. Due to the difference in the nature of the objectives the second kind of 

decision is typically insulated from the first; the stakes influencing it do not encroach on the first kind of 

decision context. For instance, policy makers sometimes decide to act on the basis of weak scientific 

evidence for social considerations, which does not feed back into science - no scientist endorses or 

even pursues a scientific proposition because it is used as a basis for some societal intervention. 

We can speculate that the reverse is also true: The stakes that might influence epistemic 

decisions do not encroach on the pragmatic decision contexts. The proponents of the pragmatic 

encroachment thesis derive their motivation from the epistemic norms of practical rationality. 

Hookway (1990, 139) says about justification that “our understanding of the amount of evidence we 

require in support of an hypothesis before we can describe it as justified may reflect the degree of 

support that is required before we can feel that we are acting responsibly when we act upon it.” 

Similarly, Fantl and McGrath (2002, 78) say that “S is justified in believing that p only if S is rational 

to act as if p.” However, engineers use Newtonian mechanics in all kinds of applications all the while 

knowing that it is evidently false, and do not prefer to use the better corroborated alternatives since 

these do not increase but decrease practical utility. Hence, this seems to be an odd way to specify 

necessary conditions for knowledge and action. Practical action has many norms which may be in 

conflict or tension with one another. The epistemic norms of action (such as acting on the basis of 

knowledge or justified belief) are not immune to being overridden by moral norms, for instance if 

not acting due to insufficient evidence would create certain harm. In the case of scientific policy 

advice, the policy makers might rationally decide, given various factual and normative 

 
13 Arguably Even Levi’s ‘accepting a hypothesis as true’ is too coarse-grained to be meaningful. 
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considerations, to act on the basis of merely plausible opinions by the scientific advisers, or they may 

even rationally decide not to accept a very narrow error margin that satisfies the scientific 

researchers as practically unacceptable.  

Importantly, if the pragmatic considerations affecting the decision making context are 

allowed to alter the conditions of epistemic justification, which are then used to justify practical 

action per the epistemic norms of practical rationality, we end up with a vicious type of circularity.  

To illustrate, in the error-theoretical framework error control serves risk management, which may 

also involve societal risks. If risk-driven concerns are allowed to influence the decisions pertaining to 

error control, which Douglas’ argument implies, error control may not properly serve risk 

management. This meta-risk will arise especially in contexts where epistemic and non-epistemic 

values can compete. The balancing of the type 1 and type 2 error probabilities employs epistemic 

values, where scientists try to optimize the trade-off between discovery and accuracy for a given 

research domain. When non-epistemic values are allowed to compete with epistemic values, they will 

necessarily divert from this epistemic optimum. In the long run, scientifically informed policy will be 

less effective if risk management guides error control rather than being guided by it. This in turn will 

be detrimental to the very non-epistemic values that inform risk management judgments. There are 

important reasons why we should answer epistemic questions with epistemic answers. Otherwise, we 

come up with euphemisms for bias.  

We argued that the inductive risk argument fails to justify the key premise of epistemic 

insufficiency beyond what is entailed by fallibilism about scientific knowledge, and its second 

premise of legitimate value-encroachment suffers a meta-criterion problem. In closing the paper, 

let’s cast the net a bit wider. However unlikely, let’s imagine that a value or set of values are 

proposed with the promise of avoiding the problem of meta-criterion, on the grounds that while 

themselves not being epistemic values, they are not epistemically arbitrary either. This approach 

would not solve but create yet another meta-criterion problem, as we argue next. 

7. The problem of meta-criterion reappears 

Some philosophers take a cognitivist/realist perspective on social/moral values and reject 

the primacy of epistemic values over social values in scientific inference (Brown, 2013; 2017). 

According to this approach, some values may be based on better reasons than others, and to the 

extent that they are based on better reasons (rather than subjective preferences), they can be used as 
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inference criteria like epistemic values (Brown, 2017). Good reasons can be empirical as well as 

moral, since, according to these scholars, there is a two-way relationship between social values and 

empirical theories (Anderson, 2004; Nelson, 1990). Defined as such, right values are not mere 

preferences (thus not associated with wishful thinking) and squarely belong to any sound scientific 

reasoning. 

The proponents of the right values approach arguably attribute to social values the 

uncertainty-reducing functions previously attributed to epistemic values, such as determining the 

auxiliary assumptions in a way that would increase our ability to evaluate competing theories (Kuhn, 

2003; Laudan, 1978). Since epistemic values are defined in terms of being truth-conducive (Laudan, 

1984; McMullin, 1982; also see Steel, 2010 for intrinsic and extrinsic distinction), their uncertainty-

reducing function is relatively uncontroversial, at least in the long run. Social values by definition 

have no intrinsic property of truth-conduciveness, irrespective of whether they are “right” or not. 

Even assuming that right values interact with facts, it is not clear why it would be better to take the 

indirect route of appealing to right values in epistemic inference rather than directly using the data 

and epistemic criteria that have shaped these values. It is therefore questionable whether social 

values, even if they are "right," would constitute the right reasons in the context of scientific 

inference. Also, even admitted by other critics of the value-free ideal, more often than not the 

implications of social values for the practical scientific inquiry are very vague and it is very hard for 

scientists to conceptualize and anticipate such implications in a sufficient manner (De Melo-Martín 

& Intemann, 2016).  

Furthermore, the uncertainty-reducing function of right values depends on these systems of 

values leading to consistent, or at least converging results when applied to different test situations.  

Since there is a clear meta-criterion for epistemic values (i.e., truth/verisimilitude) it can be argued 

that utilizing epistemic values would result in increasingly consistent results, at least in the long run. 

In terms of social values, there is no such clear meta-criterion, and finding one may not be possible.  

This problem concerns the existence of a value-independent meta-criterion for the selection 

of right values. In the absence of a strictly value-independent meta-criterion, we encounter a 

circularity issue, that is, the argument for the right values would still be dependent on the same or 

associated values. The issue of circularity with respect to the choice of right values can also be 

conceptualized as in the Mannheim Paradox, which was previously formulated in the context of 

political ideologies. The Mannheim Paradox points to the impossibility of a completely ideology-free 
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perspective when evaluating ideologies (Breiner, 2013; Geertz, 1994; Ricœur, 1986). Since the criteria 

used to evaluate the ideologies are themselves necessarily (at least partially) ideological, it is 

impossible to have a completely non-ideological position on ideologies. In other words, the 

proposition that a value system is the "right" value system cannot be justified independent of criteria 

that are associated with that same value system, and hence will be necessarily circular. 

The circularity issue described here should not be thought of as a purely logical problem, 

because it would also possibly lead to a coordination issue. Ignoring for the moment the conundrum 

that it seems impossible to find a value-independent yet non-epistemic meta-criterion for choosing the right 

values, there is also the risk that the values of the social groups that have an advantage in the process 

of determining the “right” values will be absolutized in the garb of scientific facts. Even a meta-

criterion such as “harm-avoidance” (see Douglas, 2009), on which one might assume that there is a 

broad consensus, can be argued to involve some ideological contestation. Previous studies show that 

harm avoidance is of different degrees of importance to liberal and conservative individuals, and that 

conservatives are more likely than liberals to use criteria other than harm in their value judgments 

(Kivikangas et al., 2021). That is, in any value trade-off situation liberals tend to weigh harm-

avoidance as more important than other values compared to conservatives (Graham et al., 2009). 

From this perspective one might argue that the adoption of harm-avoidance as a meta-criterion 

reflects the predominantly liberal worldview of academics, especially in social sciences and 

humanities (Cardiff & Klein, 2005).    

8. Conclusion 

In this paper, we have investigated the two key premises of the inductive risk argument 

against the value-free ideal of science, the theses of epistemic insufficiency and legitimate value-

encroachment. Our analysis, particularly regarding the purported arbitrariness of evidential 

thresholds, showed that the inductive risk argument does not demonstrate the untenability of the 

value-free ideal of science beyond what can already be inferred from the thesis of fallibilism 

regarding scientific knowledge. Since the untenability of the value-free ideal cannot be deduced 

solely from fallibilism about knowledge, the inductive risk argument falls short of justifying the 

epistemic insufficiency thesis. Our analysis also indicates that incorporating social values into 

judgments of evidential sufficiency would weaken the justification of scientific inferences due to lack 

of a meta-criterion for the legitimate use of social values in scientific inference. The problem of 

meta-criterion leads to one or more major problems, depending on the argumentative strategy 
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adopted; namely wishful thinking (due to failure to indicate a meaningful distinction between 

epistemically legitimate and illegitimate uses of social values), category mistakes in identifying the 

relevant parameters for decision-making (due to failure to identify the actual stakes involved in 

epistemic vs practical domains), and the Mannheim-style paradoxes of social legitimacy (due to 

failure to justify social values in a non-circular manner). Thus, the thesis of legitimate value-

encroachment is wrong, as value-ladenness exacerbates the inferential risks rather than resolving or 

diminishing them.  

The ball is now in the court of the proponents of the inductive risk argument to show if and 

how the inductive risk argument 1) poses a distinct epistemic challenge that cannot already be 

inferred from fallibilism about knowledge and 2) identify a rational method for determining a meta-

criterion that would not lead to problems such as wishful thinking, illegitimate encroachment 

between domains, and the Mannheim Paradox. As it stands, the inductive risk argument does not 

seem to establish the untenability of the value-free ideal and the need for a value-laden alternative. 
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