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Abstract

Knowledge brokers, usually conceptualized as passive intermediaries
between scientists and policymakers in evidence-based policymaking, are
understudied in philosophy of science. Here, we challenge that usual con-
ceptualization. As agents in their own right, knowledge brokers have their
own goals and incentives, which complicate the effects of their presence
at the science-policy interface. We illustrate this in an agent-based model
and suggest several avenues for further exploration of the role of knowledge
brokers in evidence-based policy.

1 Introduction

The accumulated products of science have a dominant effect on our wider social
world of believers, learners, and the like. Science, more than anything else,
shapes what we know. This observation is not new. It is, for instance, the
linchpin of Karl Popper’s massively influential program in methodology, as he
clarifies in the Preface to the 1959 English edition of The Logic of Discovery :
“The central problem of epistemology has always been and still is the problem
of the growth of knowledge. And the growth of knowledge can be studied best
by studying the growth of scientific knowledge.” [Popper, 2002, p. xix, original
emphasis].

What does it mean to consider scientific knowledge as the center point of
the question of the overall growth of our knowledge? Perhaps that the ends
of scientific knowledge are ultimately found not in ongoing science, but in the
context of that science’s embedding in society. Indeed, billions of dollars of eco-
nomic activity are dedicated to the notion that the connection between scientific
knowledge and the education and betterment of society needs maintenance. The
maintenance crews are impossible to miss: governmental expert groups, inter-
national scientific committees, lobbyist think tanks, research institutes, and so
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on. Whether local, regional, national, international, or global, they go by the
label Knowledge Brokers (KBs). The KB label derives from a nominal purpose:
to broker knowledge between those at its source (typically, scientific research)
and societal users (often policymakers).

Despite the strategic position of KBs at the interface between scientific re-
search and society, philosophers of science have generally neglected how KBs
get involved in brokering the knowledge that shapes what we know.1 Not so
in adjacent fields: in the science and technology studies, political science, and
knowledge management literatures that research knowledge brokering, there is a
long history of discussion about the ‘linear model’ of the science-policy interface,
which posits that science feeds into policymaking activities through KBs act-
ing as intermediaries (though see [Edgerton, 2004] for historical context). That
KBs perform in the role of intermediaries according to the linear model allegedly
gives historical context for the naming convention that emphasizes a brokering
arrangement between science and society. But in these literatures, it is gen-
erally recognized that the linear model suppresses crucial complexities: at the
science-policy interface, all relevant parties, KBs among them, co-produce pol-
icy. Hence, one commonly finds endorsements of a rival ‘co-production model’
[Jasanoff, 2004, Bandola-Gill et al., 2023]. Examining the roles of KBs within
the context of either the linear or co-production model is an active area of
ongoing research.

To catch up with adjacent literatures, and to properly study the growth of
scientific knowledge in society, philosophers of science require an epistemology of
KBs. In this article, we get started by asking: what are the general effects of KBs
on how policymakers might learn and decide how to act, given ongoing scientific
research? We argue that we must go beyond a passive characterization of KBs
given in terms of their ideal roles (‘relays’ in the linear model, or ‘facilitators’
in the co-production model). Instead, KBs are strategic agents, with distinctive
incentives surrounding their participation in an overall knowledge ecosystem
(§2). On this basis, and given our interest in studying the effects of KBs, we
develop a model of information flow through that knowledge ecosystem, which
lets us track the effects of the decisions motivated by the diversity of incentives at
play (§3). We show that KBs have effects on the overall epistemic health of the
society in which they operate that are not captured by the existing literatures
(§4). Finally, we discuss the future research that is needed to more fully study
the impacts of KBs (§5).

1Some philosophers of science have, however, considered the epistemic consequences of
particular knowledge brokering arrangements, e.g., philosophers of climate science have con-
sidered the IPCC (an example of a KB), as in [Katzav, 2014] and references therein. Others
have focused on epistemic consequences of science’s embedding in a larger social context,
e.g., work on science communication [Dethier, forthcoming] or misinformation [O’Connor and
Weatherall, 2018, Friedman and Šešelja, 2023] or science funding [Sanders and Robison, 1992,
Pinto, 2021, Shaw, 2022]. And in the epistemology of data, Sabina Leonelli has argued that
data curation has epistemic significance, in that it generates theoretical knowledge [Leonelli,
2009, 2015, Leonelli and Tempini, 2020]. The model we develop below treats KBs, in effect, as
data curators with a similar moral: they generate scientific knowledge found at the outcome
of processes that amount to packaging science for societal uptake.
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2 Incentives Surrounding Knowledge Brokering

There are three types of agents operating at the science-policy interface: scien-
tists, or more generally, knowledge producers; policymakers, or more generally,
knowledge users; and KBs. In a particular situation, each of these three types is
instantiated by some number of agents, where agents can be either individuals or
organizations.2 These agents each have their own goals and implicit or explicit
beliefs about how best to achieve these goals. They are therefore incentivized
to act in some ways as opposed to others.

The epistemic consequences of the goals and incentives of scientists are
quite well studied [Strevens, 2003, Heesen, 2017, Zollman, 2018, O’Connor and
Bruner, 2019, Rubin and Schneider, 2021]. For instance, it can matter in ques-
tions of pursuit that an important goal for most scientists is to build a reputation
for important discoveries, as this is key to a successful academic career [Mer-
ton, 1973]. Policymakers have their own goals and incentives, quite different in
nature from those of scientists [Choi et al., 2005, Uneke et al., 2011, Beesley
et al., 2022]. It is worth noting here that the phrase ‘policymaker’ is used in
different ways. Here we are primarily interested in the people who organize rele-
vant knowledge and write and implement detailed policy proposals (think: civil
servants or bureaucrats) rather than politicians who set broad policy directions.

The linear model portrays KBs as (merely) transmitting information from
scientists to policy makers, perhaps reducing uncertainty or improving clarity
while doing so. But KBs, being agents in their own rights, have their own goals
and incentives. These will shape what information they are willing and able to
receive, and what information they are interested in passing on. Even before
knowing any specifics about their goals and incentives (which we get into be-
low), we should expect the presence of KBs to affect the science-policy interface
in more complicated and interesting ways than if they passively transmitted
information. This point appears to be underappreciated in the literatures on
KBs [see, e.g., MacKillop et al., 2020, for an overview].

Our aim then is to study the effects of KBs with different sorts of incentives
on the science-policy interface, specifically in terms of what science gets done
and what policies get implemented. In a companion paper with a more empir-
ical focus, we distinguish a wide range of different types of KBs, the goals or
incentives for people to get involved with these KBs, and the goals or incen-
tives of the KBs themselves [Bortolus et al., 2024]. Types of KBs include non-
profit organizations that support the professional development of their members
(professional societies, academies), expert groups with governmental mandate
(standing committees, task forces), non-profit organizations that perform re-
search and advocacy (Indigenous organizations, NGOs, think tanks), industrial
organizations that do similar (lobbyists, consultants), and more.

2Two caveats. First, the number of individuals or organizations instantiating a type in a
particular situation could be zero, though our focus is on situations where all three types are
represented. Second, we understand organizations broadly to include any group of individuals
acting sufficiently coherently to appear as a single agent to others, regardless of whether this
group is formally incorporated.
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As discussed in Bortolus et al. [2024], each of these KB types have incentives
for why they want to interact with policymakers, and policymakers have different
incentives for wanting to interact with them. To briefly illustrate: policymakers
may be looking for clarity on their questions or translation of research into
language they understand. But policymakers may also expect other benefits
from interacting with a particular type of KB: perhaps social benefits from
even being seen to interact with the KB (e.g., interacting with academies may
help create an impression of rigor in the policymaking process, and interacting
with Indigenous organizations may be viewed positively by those supporting
their causes). Equally, consider the incentives that different types of KBs have
to interact with policymakers: in some cases, financial incentives matter; in
others, influence.

Moreover, consider the incentives for different types of KBs to interact with
researchers, and for researchers to interact with them. KBs may get free labor
or new knowledge from researchers, or they may derive prestige from having
fancy scientists as members. Conversely, researchers may look forward to pres-
tige to be gained, e.g., by being associated with a highly-regarded academy or
a government-mandated expert group that receives a lot of media attention.
Alternatively, interacting with KBs may yield resources for researchers (KBs
may pay members or provide access to research equipment or conference space)
or offer paths to greater influence and impact for their research.

The previous two paragraphs hint at the complexity that is ultimately of con-
cern in developing an epistemology of KBs. Below, we construct a first model
to furnish insight into the epistemic consequences of the presence of KBs. For
this purpose, we simplify the broad diversity of KB types and incentives while
aiming to retain some of the major distinctions just outlined. Specifically, while
the KB motivations we discuss are not mutually exclusive or exhaustive, we
will distinguish three broad types of KBs, each characterized by a dominant
motivation. The first type are primarily motivated by good science, whatever
they take that to be, and they want the ‘best’ scientists as members. We will
refer to these as productivity-driven KBs. The second type are primarily mo-
tivated by having some policy impact. Here we are thinking for example of
standing committees who really only have a reason to exist if the policymaker
is listening to what they have to say. Such KBs, we assume, care about be-
ing listened to by policymakers more than the actual policy directions chosen.
We call these impact-driven KBs. The third type, in contrast, are primarily
motivated by their policy agenda or mission. Think of an industrial lobbying
organization whose goal is to achieve looser regulations. These will be referred
to as agenda-driven KBs.

We assume, moreover, that individual researchers also vary in their mo-
tivations, in a way that matches the KB types. Thus, productivity-driven re-
searchers care primarily about producing the most high-quality science. Impact-
driven researchers care primarily about influencing policy regardless of direction,
perhaps because they want the prestige associated with policy impact. And
agenda-driven researchers care primarily about steering policy outcomes in a
particular direction, e.g., a researcher who chooses their career path because
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they are motivated to preserve ecosystems.

3 Model

The basic setup of the model is a community of scientists performing research,
which KBs then process and communicate to the policymaker. As these interac-
tions take place, the incentives of both scientists and KBs affect which scientists
associate with which KBs and the communication channels through which the
policymaker receives evidence relevant to policy decisions. Given the diversity
of incentives among researchers and KBs, using agent-based modeling can help
us track the ultimate effects arising out of the decisions made.

Two things to note about this setup: First, the KBs do not simply tell the
policymakers the contents of all the research they have collected. They process
this information and communicate what they take to be important to tell the
policymaker. This is a necessary simplification of what the research says; if
they did not simplify in any way, they would not be doing their job. We refer to
their communication with the policymaker as a ‘signal’, to capture that there
is information being transmitted along a channel.

Second, policymakers do not always listen to every KB that is trying to
communicate with them. They might see some of them as making claims that
are totally implausible, outside their expectations or ability to act, or at odds
with their own agenda. In what follows, we assume that policymakers do not
have an agenda that causes them to be unresponsive to evidence, but we do
assume they have some prior expectations about the kind of evidence they will
receive, and they might ignore signals that are too far out of line with those
expectations. Note that this is a minimal (and, hopefully, minimally contro-
versial!) notion of policymaker commitment to practices ordinarily associated
with ‘evidence-based policy’. And recall: policymakers are mostly government
bureaucrats, not politicians.

Here is how the model works, also summarized in the schematic in Figure 1.3

We start with a particular question scientists are trying to answer, like how
much of an invasion threat some species is, and there is some fact of the matter
that research aims to uncover, e.g., the chances the population will rise to a
certain level and scale of negative effects should it rise to that level. This
fact of the matter is represented by a data-generating state in the model. As
depicted in Figure 1, the kinds of questions we are considering have a range
of possible answers along a spectrum. We assume the data-generating state is
chosen uniformly at random between 0 and 1 (representing, e.g., no invasion
threat versus the worst invasion threat readily imaginable).

Scientists’ evidence is related to this data-generating state, but they don’t all
gather data in the same way. Each scientist is assigned one of the three drivers,
and agenda-driven scientists additionally have an agenda, 0 or 1, representing,

3MATLAB code is available at: https://osf.io/5cbnf/?view_only=

46aa69f06d204af0adc318bc22aaf5e4.
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Figure 1: A schematic overview of the model. The process is depicted from
the bottom up, starting with the data generating state (indigo star) and ending
in policymaker learning and action. Scientists gather data (blue distributions),
which the KBs consolidate into a signal (yellow interval and vertical line) to send
to the policymaker. The policymaker incorporates those KB signals inside their
expectations (orange interval) and makes a policy decision (orange X) based on
those signals. The policymaker then updates their expectations (orange arrow)
for the next round, with a new interval surrounding this decision.

e.g., a position on environmental regulation or deregulation.4 Each scientist has
a different productivity, or amount of data they collect, n, relevant to the research
question at hand.5 They also each have a different methodology they employ,
which is captured by slightly adjusting the mean of their data away from the
data-generating state.6 When scientists gather data, they draw n data points
from a distribution with mean equal to their methodology and variance 0.1.
This variation in methodology need not reflect poorly on any of the scientists
or represent any kind of illegitimate science going on7, it is just a feature of
diverse methods at work to tackle complex problems. Some methods might be

4The distribution of scientist and KB types is drawn uniformly at random from within the
simplex of possible type distributions given a fixed total number of scientists and KBs.

5Scientist productivity is drawn uniformly at random between 10 and 100.
6Scientist methodology was determined by a draw from a normal distribution with the

mean equal to the data generating state and variance .1. Agenda-driven agents further had
their methodology moved by .5 to capture a tendency to adopt methodologies which support
their agenda. Either of these adjustments could lead to scientists’ methodologies falling outside
the [0,1] interval.

7See also Holman and Bruner [2017] for a defense of assuming the existence of multiple
legitimate methodologies.
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better suited to investigating short term effects on fish populations, others on
long term tree growth, and others on economic impact. The negative effects
uncovered might be of different magnitudes, leading to different estimates of
the severity of the invasion threat. The mean of all the data drawn (given the
diversity of methodologies and productivity across scientists) is the best possible
estimate of what is ‘really’ going on with the underlying question, so we call
this ‘the voice of the science’.

Scientists do research, then communicate their findings to KBs who process
it into a signal to send to the policymakers. The signal a KB sends to the
policymaker has a mean — what they take to be the voice of the science, or
what the evidence they have access to on average recommends — and a width
— a measure of how uncertain they think that evidence is. Both of these are
determined by what the data collected by their membership says: the KB simply
reports the mean and 95% confidence interval of all the data brought to them
by their members.

These signals are sent to the policymaker, who, again, has some prior expec-
tation about what they will hear, also initially randomly chosen between 0 and
1. They will listen to those signals they take to be plausible, given their expec-
tations, using that to make their policy decision. We varied the policy width,
or the area around their expectation where they are still willing to listen to a
KB’s signal. This captures the fact that policymakers might have more or less
specific expectations regarding particular types of questions. The more specific
their expectations are, i.e., the narrower their policy width, the less willing they
are to accept different kinds of signals.

Policymakers then average the mean of each signal they listened to in order
to form a belief about the voice of the science, which they subsequently act
upon by taking the action that is most appropriate.8 We assume that their
belief translates directly into action. For instance, they respond with the level
of intensity to a given invasion threat that they would regard as the right level
if they knew exactly the voice of the science, e.g., on how much to restrict
trade in a particular area or how strict regulations need to be on water purity,
given an actual invasion threat. Finally, their expectations are responsive to
the evidence, so they update their policy expectations for the next round based
on what they have learned by setting next round’s expectation equal to this
round’s decision. To capture that the problem at hand may be different, the
data-generating state and policymaker expectations shift before the start of the
next round.9

8Note that though the KBs send information about uncertainty (through confidence inter-
vals), this information is ignored. We think this is not an unreasonable assumption. Potential
effects of reporting uncertainty are, in any case, reserved for future investigation.

9The data-generating state and policymaker expectations were shifted independently by
drawing from a double exponential distribution with scale parameter θ and mean equal to the
starting point (last round’s state or decision, respectively). This means small shifts are highly
likely and large shifts happen only occasionally (if this approach generated a shift outside the
[0,1] interval we discarded the result in favor of a new random draw). Results below are for
θ = 1/6 but similar results were obtained for other values of θ. Note that while the data-
generating state and policymaker’s expectations are always between 0 and 1, the scientists’
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Incentives come into play in determining which scientists are members of
which KBs. Researchers are more likely to be assigned to KBs if their type
matches (and for agenda-driven agents, if they share an agenda) and if they ‘have
what the KB wants’, so to speak. Membership of each scientist is determined
by a weighted draw among KBs and an additional ‘no KB’ option capturing
failure of some scientists with interests in evidence-based policymaking to get
involved in the process. Like the scientists, each KB is assigned one of the three
drivers, and agenda-driven KBs additionally have an agenda, 0 or 1. Having a
type match increases the weight on KBs of the same type. For agenda-driven
scientists and KBs both the type and agenda must match for this weight to be
increased.

The weight is also increased if the scientist under consideration produces
research with features the KB finds desirable. KBs driven by good science want
the ‘best’, most productive scientists, so will be more likely to have members
who are more productive than average. KBs driven by their agenda will be
more likely to have members whose methodology is closer to 0 or 1, depend-
ing on which agenda they have (where, for example, agenda 0 may represent
wanting deregulation and agenda 1 wanting more environmental regulation and
conservation). KBs driven by impact will be more likely to have members whose
methodology is in line with what they think the policymaker will listen to, i.e.,
relatively close to the policymaker’s expectations about the voice of the science.

We implement this matching by having, for each scientist, a vector deter-
mining their matching probabilities. We start with a vector with entries of 1
for each KB and the additional ‘no KB’ option. Entries in the vector are mul-
tiplied by some amount m if their type (or for agenda-driven scientists, their
agenda) matches the KB that entry designates. Then, for each scientist: their
entries for productivity-driven KBs are increased by m times their relative pro-
ductivity (their productivity divided by the average productivity); their entries
for impact-driven KBs are increased by m times their relative policy closeness
(their methodology’s distance to the policymaker’s expectations divided by the
average distance to the policymaker’s expectations of all scientists’ methodolo-
gies); and their entries for agenda-driven KBs are increased by m times their
relative agenda closeness (their methodology’s distance to the KB’s agenda, ei-
ther 0 or 1, divided by the average distance to the KB’s agenda of all scientists’
methodologies). Each scientist is then independently assigned to a broker with
probability proportional to the vector entries. Note that brokers may end up
with (substantially) different numbers of members.

This model simplifies in many ways. To name a few (more will be discussed
in the conclusion): we focus on knowledge flow within an evidence-based policy
ecosystem, and ignore how that knowledge was produced. Thus our model is

data (and therefore KBs’ signals) are not constrained in the same way. That we, the modelers,
stipulate the policymaker’s expectations and data-generating state are each within the unit
interval can be understood as our setting an initial condition, which bounds how far apart
initial expectations could be from the overall voice of the science. That scientists’ individually
favored methods could yield findings for them that are systematically outside the unit interval
reflects the fact that sometimes, science can surprise us all.
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consistent with both the simplified linear view of KBs, where KBs merely collect
data and process it, and the co-production view, where KBs facilitate which
data scientists will collect. The model only considers quantitative scientific
evidence, which is not the only kind of evidence relevant to evidence-based
policymaking. We also only include one policymaker, though in many cases
there are likely multiple policymakers. Finally, we assume a fairly rosy picture of
the policymaking process; there is no intentional misrepresentation of evidence
by any party involved. Therefore, we are describing the influence KB incentives
have on the science-policy interface while restricting their possible actions to
accurately announcing an aggregation of their members’ signals. This is likely
a lower bound on the amount of ‘distortion’ KBs create on the information flow
from scientists to policy makers.

4 Results

Because of KBs, the total body of scientific knowledge learned by the policy-
maker is structured by features of the professional social structure of scientific
research, in addition to the world itself.

Here, we present results from six different variations of the model. First,
we present results from Random, a base case with no incentives in play, where
matching of scientists and KBs is random. This allows us to evaluate how KBs
affect policymaking just by the fact that they process and simplify in their
communication of scientific evidence. We then present results from Matched,
a variation where there is matching based on incentives, as described above.
The differences in outcomes between this variation and Random show how KB
incentives further distort the policymaking process (even though they continue
to faithfully represent the evidence at hand).

We then present four variations where some KBs are more influential than
others, which we captured by allowing their signals (if listened to) to be given
more weight when the policymaker averages signals10 to form a belief: Dominant
Agenda where all KBs of one agenda have extra influence, External Organiza-
tions where all agenda driven KBs have extra influence, Good Science where pro-
ductivity driven KBs have extra influence, and Government Investment where
impact driven KBs have extra influence.11 These variations are summarized in

10Each broker is given the same base influence (10 for the results presented here), which
is then multiplied by some value if their type is being given extra influence in the condition.
How much more influential the broker is than the others being listened to determines the
weight their signal is given. Let bi be the influence of KB i minus the average KB influence
in the population and wi = 1

1+Exp{−bi}
. This equation for wi ensures that the term ranges

from 0 to 1, where a KB with average influence sits at .5. This term is then normalized by
dividing by the sum of the w of other KBs whose signals are listened to so that the weight a
KB’s signal is given is wi∑n

j=1
wj

where n is the total number of signals listened to.

11We also ran simulations for an alternative version of the model where influence instead
impacts the likelihood that KBs are listened to by policymaker. In this version, KBs must
first be listened to (given a foot in the door of the policymaker) and then be heard (have their
signal be within the policymakers’ expectations) in order to impact policy. Results for this
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Variation Membership Extra influence
Random random n/a
Matched matched n/a
Dominant Agenda matched agenda-driven KBs w/ agenda 1
External Organizations matched agenda-driven KBs
Good Science matched productivity-driven KBs
Government Investment matched impact-driven KBs

Table 1: Summary of model variations

Table 1. These variations let us explore the effects on policymaking if some KB
incentives are allowed to dominate in the process.

In this model, we are interested in how KBs impact policy decisions. The
main measure we use to evaluate the effects of KBs is the distance from the
‘truth’. For our purposes, we equate truth with the voice of the science: the
mean of all the data actually gathered by the research community. Though
this notion of truth is not completely accurate to some underlying state of the
world (the data-generating state in the model), it is what one would learn if
one enjoyed unfettered access to the science. That is, this notion of truth is the
truth from the perspective of what society could in some abstract idealized sense
be getting from science. We then think of distance from the truth as how far off
the policy decision is from what it would be if the policymaker knew the truth.
We look at how far off the policymakers are (on average, over many rounds of
simulating this communication process) from what they would be doing if they
knew what the science actually says.

Results are presented for simulations with ten KBs, 100 scientists, and 1000
rounds. For easy visualization we set the extra influence multiplier to 5 and the
extra matching chance m to 2000. We choose these large values so that we can
easily see the differences between variations as we vary policy width (since policy
width has such a large impact on outcomes). Importantly, similar qualitative
results occur for less extreme choices of these variables. Policy width was varied
from 0 to 2, where 0 represents a case where the policymaker never listens to any
evidence and 2 represents a case where the policymaker is essentially guaranteed
to listed to every signal. Each parameter combination was run 1000 times in
order to get an estimate of the expected distance from truth.

As Figure 2 shows, the distance from truth is affected by the width of the
policymakers’ expectations for all variations. This width represents how strong
the policymakers’ expectations are, or how strongly their expectations shape
their view of the evidence they are presented, and it ultimately affects how
many KB signals they listen to. When their expectations are narrow, they
generally make decisions that are pretty far from what they would do with
complete understanding of the scientific evidence. Larger policy widths lead to
better decision making in this model.

Looking at Random (in pink), where there are no incentives or differences

version of the model were similar.
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Figure 2: Distance from truth, over various policy widths for each of the six
variations of the model

in influence, we can see that the policy width has a large impact on distance to
truth. As the policy width increases, the policymaker gets very close, but not all
the way, to perfect decision making. By definition, taking the average of all data
gathered by the scientists would yield a distance of zero. The deviation from
that we observe here is the result of KBs grouping the data (the policymaker
averages KB signals which themselves average different quantities of data) and
of the data lost because some scientists join no KB.

What happens when we add in incentives, where KBs tend to choose mem-
bers that align with their aims? In Matched (in red), the distance from truth
now increases. While similar when policymaker expectations are narrow, the
impact increases further from the truth once the policymaker is listening to
most signals.

So: KBs distort the evidence just by being part of the process and filtering
the data. The Random variation shows that introducing this kind of filtration
leads to some small distance from truth. The Matched variation shows that once
that filtration is not completely random, this leads to an even greater distance
to truth. So, the incentives of these agents matter. We think of Matched as a
sort of minimal or baseline description of the impact of incentives.

Results for when certain types of KBs are more influential in that their
signals are given more weight by the policymaker are also shown in Figure 2.
Two interesting results: First, though it is unsurprising that the two variations
where agenda-driven KBs are influential are the furthest from the truth, it was
somewhat surprising that External Organizations (in orange) was worse than
Dominant Agenda (in blue). That is, having influential people pushing both
sides of the issue turned out to be worse than one side having all the influence.
This is because, in our model, with only one side of the issue having extra
influence, the policymaker can only be pushed into really bad decision making
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(a) Dominant Agenda

(b) External Organizations

Figure 3: Values for truth and policymaker decision over time in an example
simulation run for the (a) Dominant Agenda and (b) External Organizations
variations of the model. Results from the first 500 rounds are shown in order to
more clearly see the relations between the two lines.

in one direction (e.g., they’re generally looser on regulations than they should be,
but only occasionally drastically under-prepared to deal with an invasion threat)
versus with both sides of the issue having extra influence, the policymaker can be
pushed very far from the truth in both directions. Occasionally they drastically
overreact and occasionally they drastically under-react and overall spend more
time doing wildly the wrong thing.

Figure 3 shows example simulation runs from these variations of the model,
where we can see this playing out. In Figure 3a, we can see how the policy-
maker’s decision fluctuates in comparison to the truth in Dominant Agenda.
While the decision is generally close to the truth, large discrepancies in the pol-
icymakers’ decision are to one side of what they’d do if appropriately responding
to the truth (e.g., they are too reactive to invasion threats). Compare this to
figure 3b, which shows an example run for External Organizations. In this case,
the policymaker’s decision is often too extreme, and the direction in which they
are wrong (e.g., too over-reactive or too under-reactive to an invasion threat)
alternates over the course of the simulation.

Second, Government Investment (in cyan) is better than Good Science (in
green). This is a somewhat surprising result — why should an eye towards
telling the policymaker what they want to hear do better than picking based on
the most productive scientists? You might think that the policymaker is closer
to the truth because they are listening to more signals when impact-driven KBs
are influential, but once the policy width is sufficiently wide, the policymaker
is guaranteed to listen to everything, and government investment is still better.
Instead, looking at the signals sent by each KB type can help us get a sense of
why this might be the case.

Figure 4 shows the quality of signals sent by the different types of KBs,
i.e., the distance from truth of the signals they sent, in the first two variations.
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Figure 4: Distance to truth by KB type, for the first two model variations. In
the Matched variation, both the mean distance from truth and the variance of
the productivity-driven broker signals is higher than the impact-driven brokers.

The horizontal lines show the mean distance from the truth for each KB type,
and the shaded areas show the variation. In the Random variation, there is
no difference between KB types and their signals are all pretty close to the
truth. This makes sense as there is really no difference between the KBs when
everything is random and no incentives are interfering with the communication
process.

Once KBs and researchers are matched according to incentives, we begin to
see differences. Figure 4 shows results for Matched, but the other four conditions
give the same results.12 Agenda driven KBs (in blue) are sending consistently
worse signals. This also makes sense — they have as members researchers whose
methodology aligns with their agenda so are consistently sending signals that
either over- or underestimate invasion threats. There is less difference between
productivity and impact driven KBs. However, while there is substantial overlap
in the kinds of signals sent, there is more variance in what the productivity-
driven KBs send. Because they pick members without regard to methodology, as
long as they are productive, there is greater variance in what their membership’s
research says about the situation at hand.

So, we might say something like: we have to conditionalize our expectations
on the brokering landscape, not just go with what we a priori think should be
best. If there’s a sufficient industry presence to skew the overall availability of
methods in the rest of the population, government investment is the best. In
that case, we might want more publicly funded research, with an eye toward
impact.

12Because these results are only for signals sent, they are not affected by introducing influ-
ence of KBs into the model.
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5 Conclusion

KBs are major players in society’s overall knowledge ecosystem. How we con-
ceptualize them matters in the study of the growth of scientific knowledge in
society. Yet, little is known about the epistemology of KBs: how these play-
ers’ incentives impact knowledge flow from its origin in scientific research to its
endpoint in use by society, especially in the decisions of policymakers. To de-
velop an adequate epistemology of KBs, it is necessary to depart from simplistic
narratives about KBs motivated by the linear and co-production models of the
science-policy interface. Agent-based modeling is well suited to the task.

Of course, the model we have presented is still highly simplified. In real-
ity, there may be multiple policymakers, with different incentives or agendas,
and KBs may employ different strategies to try to be heard by some or all of
them. Scientists may also have more than one KB membership, and how many
memberships they have may depend on their productivity, methodology, or
something else. There might also be multiple, competing incentives for a given
KB or for a given scientist, which means they have to make trade-offs when
they think about their membership. There might also be multiple questions to
gather evidence about and co-production of knowledge in which KBs facilitate
what research is produced by scientists. In this paper, we have assumed that
all the science is in fact relevant to the policy, but this is not generally the case.
KBs having influence over what science gets done could allow the different KB
types to have a much greater influence on ultimate policy decisions.

We regard the initial results we have presented here as a launching off point.
Considered as a base case, our model establishes how effects of KBs being part
of a knowledge ecosystem are hidden when they are conceptualized only in terms
of carefully delineated roles. In our model, all KBs have the same role. They
all process and summarize scientific evidence in exactly the same way. Yet, the
consequences for policymakers’ decision-making is different in virtue of differ-
ences in dominant incentives and possible differences in influence. Moreover,
our results indicate that facts about the overall composition of the brokering
landscape non-trivially impact our strategizing for how to improve quality of
knowledge available in policymaking.

There is still much to be done in developing an epistemology of KBs, but
the model presented here can itself inform some next steps. Thus, we end
by discussing two topics for future research, including suggestions for how to
investigate them within the modeling framework inspired by this first model.

There is a trade-off for many researchers between what the globally-minded
research community incentivizes and what policymakers demand. In our mod-
eling framework, this might be captured by having scientists with multiple com-
peting incentives, who are allowed to join multiple KBs. In general, productivity-
driven KBs, incentivized by gaining well-regarded and productive members, are
more attuned to credit incentives of the international scientific community, for
instance valuing English publications on ‘global’ problems. Impact-driven KBs
are more incentivized by the policymakers in that region, and so care more
about locally relevant results, preferring those published in the local language.
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However, due to power differences, it ends up being that local or regional issues
in the Global North are often taken to be what is of ‘global’ interest by pres-
tigious journals [Bortolus, 2012]. This leads to more of an inherent trade-off
for some researchers. Using our modeling framework, we can investigate how
the different KB types would have different effects across global contexts, and
how researchers in the Global South or where English is not the native language
might be particularly affected.

This framework can also be used to better theorize about the impact of power
dynamics that are wholly internal to descriptions of the processes at the science-
policy interface — what has been here referred to in terms of researcher or KB
‘influence’. Namely: KBs might gain and lose influence based on how often they
have been listened to or the quality of their membership. This might also impact
their members, as being part of a more influential KB comes with benefits, like
prestige by association, networking opportunities, and, often, funding [Bortolus
et al., 2024]. So, the prestige of KBs and scientists feed into each other within
the system, potentially amplifying the effects observed here and affecting the
overall distribution of methods within the scientific community (similar to the
effect of industry funding in Holman and Bruner [2017]).
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