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**Abstract**

This paper naturalizes free will as emergent autonomy arising from biological organization and inherent indeterminacy. Critiquing classical determinism based on physical/informational limits (finite information vs. real numbers) and the distinction between creative and geometric time, we propose libertarian free will grounded in potentiality realism. Autonomy emerges from the interplay of organizational closure (self-maintenance), non-equilibrium thermodynamics, and the harnessing of ontic indeterminacy (objective potentialities) within the flow of creative time (duration). This framework synthesizes insights from systems biology, physics, and process philosophy. We outline the philosophical basis (emergence, potentiality realism), scientific principles (thermodynamics, dynamics in creative time), biological realization (minimal agency, materiality), and a model of choice involving downward constraint and emergent sourcehood. The paper addresses neural implementation, reinterprets Libet-style findings, and defends against standard objections (luck, manipulation, exclusion). It offers a coherent, empirically-grounded research program for understanding freedom as a natural phenomenon rooted in life's unique organization unfolding in creative time. (200 words)
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## 1. Introduction: The Quest for Naturalized Freedom

The capacity for purposeful choice among genuine alternatives—commonly termed free will—presents a profound challenge to a scientific worldview often perceived as deterministic. Understanding how seemingly goal-directed actions, observed across the spectrum of life from bacteria navigating chemical gradients (chemotaxis) to humans deliberating complex decisions, can arise from underlying physical and chemical processes is a central question in both philosophy and science. This paper explores the possibility of naturalizing free will by conceptualizing it as **emergent autonomy**: a capacity rooted in the unique organization of life itself, an organization that unfolds dynamically in real, lived time (Mascolo & Kallio, 2019; Moore, 2023). Foundational work by thinkers like Kauffman & Clayton (2006) on emergence and organization provides crucial groundwork for such an approach.

Addressing this demands more than examining biological mechanisms; it requires establishing a coherent philosophical and scientific foundation. This involves clarifying ontological commitments, reconsidering causality, critically evaluating physical determinism, and appreciating the fundamental nature of time itself. A key distinction, explored further below, is between **geometric time**—the parameter of deterministic physics—and **creative time**, the time associated with the actualization of potentialities and the emergence of novelty in an indeterministic universe (Gisin, 2016; Del Santo & Gisin, 2024a). Recognizing the unknowns, empirical challenges, and limitations of current science, this paper proposes a framework for emergent autonomy. It aims not at definitive proof, but at constructing a scientifically plausible and conceptually coherent pathway for how freedom could naturally arise. By moving beyond inherited conceptual constraints, such as simplistic reductionism and the conflation of time with space or mathematical idealizations with physical reality, we seek to offer the most reasonable scientific hypothesis based on current knowledge, while remaining open to future revision (Popper, 1959).

We propose a form of **naturalist, emergentist libertarianism**, building upon insights from systems biology, non-equilibrium thermodynamics, process philosophy, and critiques of physical determinism. This view argues that autonomy arises from biological self-organization harnessing objective physical openness (**ontic indeterminacy**) within the flow of **creative time**, or **duration (durée)**, as conceptualized by Bergson (1889) and echoed in Gisin's distinction (2016). This stance emphasizes the reality and causal efficacy of emergent organizational properties, aligning with perspectives suggesting that life involves phenomena "beyond physics" in the sense that biological organization introduces new causal powers not reducible to physics alone (Kauffman, 2019; drawing upon Kauffman & Clayton, 2006). Section 2 establishes the philosophical groundwork. Section 3 critiques determinism, introducing ontic indeterminacy and the crucial distinction between creative duration and geometric time. Section 4 outlines scientific principles enabling autonomy within creative time. Section 5 explores biological realization. Section 6 synthesizes the emergent autonomy framework. Section 7 discusses neural implementation. Section 8 engages in philosophical dialogue. Section 9 concludes with limitations and a research roadmap.

## 2. Philosophical Foundations: Weaving Ontology, Epistemology, and Causality

To understand how freedom might arise naturally, we must clarify the philosophical lens through which we view reality, knowledge, and causation.

### 2.1 Scientific Ontology, Epistemology, and Emergence

This framework adopts a **Scientific Ontology**: claims about "what exists" are grounded in scientific evidence and models, critically informed by a post-Kantian awareness of epistemological limits. We must distinguish between **Entities**—phenomena abstracted and conceptualized from the observer's perspective, becoming objects of scientific discourse—and **Noumena**—things-in-themselves, independent of observation. Science, by its nature, deals with Entities, constructing models based on observation, abstraction, and interaction. The aim is to describe the observable world adequately, acknowledging that our models are representations, not perfect mirrors.

Central to this ontology is **Ontological Emergence**: the appearance of genuinely new entities, properties, and causal powers at higher levels of organization (Kauffman & Clayton, 2006; Clayton & Davies, 2006). This novelty arises because higher-level organization imposes **enabling** constraints on lower-level components, channeling their behavior in ways impossible without that specific organization (Kauffman & Clayton, 2006; Ellis, 2023). The focus is on the causal efficacy and relative autonomy of organized wholes. This view is further supported by **Potentiality Realism**, which posits that objective potentialities (propensities) are fundamental elements of reality alongside actual properties, providing a basis for indeterminism (Del Santo & Gisin, 2023a).

This directly challenges **strong reductionism**, which often asserts that the whole is "nothing but" the sum of its parts. Such a view faces a logical circularity: 1) The whole is nothing but the collection of its constituent parts. 2) A part is defined as that which constitutes the whole. This circularity dissolves when we recognize that "part" and "whole" are defined relative to an observer's perspective and the level of organization being considered. Emergentism emphasizes that the organization itself is real and causally efficacious.

Furthermore, reductionism, despite its anti-dualist stance, often implicitly adopts a form of Cartesian dualism. By assuming a neutral, disembodied observer processing information without affecting or being part of the physical system being observed, it treats information processing as if it were non-physical, echoing the classic mind/matter divide. A consistent naturalism must integrate the observer and the act of observation within the physical, temporal world.

### 2.2 Rethinking Causality: Beyond Mechanism

Causality here signifies functional dependencies and regular relationships within our descriptive models, moving beyond older metaphysical notions of necessary connection (criticized by Hume and Russell, 1913). Understanding complex biological systems requires incorporating a richer, multi-causal perspective, potentially drawing insights from Aristotle's four causes interpreted naturalistically. The scientific revolution tended to exclude formal causes (organizational principle) and final causes (purpose or function), focusing on efficient triggers and material constituents. This exclusion created challenges for biology. Later developments, like cybernetics (Wiener, 1948) and systems biology, helped reintroduce concepts related to formal and final causation. This framework embraces this richer perspective, arguing that understanding autonomous agents requires considering how organizational structure (formal cause) and the goal of self-maintenance (final cause, naturalized as biological normativity) shape processes over time, alongside efficient triggers and material constituents (Ellis, 2023; Emmeche et al., 2000). Downward constraint (Sec 6.1) often operates via these formal and material factors shaping temporal dynamics. In an indeterministic framework, causality is understood not as necessary determination but potentially through propensities – objective tendencies for certain effects given specific conditions (Del Santo & Gisin, 2023a).

### 2.3 Creative Duration vs. Geometric Time

A crucial philosophical foundation, often overlooked by physicalism, is the nature of time itself. Henri Bergson (1889) drew a fundamental distinction between:

* **Real Duration (Durée) / Creative Time:** Lived, experienced time; a continuous, qualitative, heterogeneous flow, indivisible, inherently linked to memory and consciousness. It is the very process of becoming, the unfolding of novelty and the actualization of potentialities. It cannot be adequately represented by a static line. This aligns with Gisin's (2016) concept of "creative time" where genuinely new information arises due to indeterministic events.
* **Spatialized Time / Geometric Time:** Abstract, conceptual time used by science and language; conceived as homogeneous, infinitely divisible into discrete instants, measurable like points on a line. It is, in essence, space used as a model for time. This corresponds to Gisin's (2016) "geometric time," the parameter of deterministic evolution where nothing fundamentally new happens.

Reductionism and classical determinism rely entirely on geometric time, treating moments as points on a line and processes as traversals of pre-existing trajectories. This spatialization ignores the qualitative flow, creativity, inherent indivisibility, and unpredictability of creative duration, leading to paradoxes (like Zeno's) and an inability to grasp genuine change, novelty, and freedom (Bergson, 1889, Chap. II & Conclusion; Bergson, 1922, Chap. III; Gisin, 2016; Del Santo & Gisin, 2024a). Furthermore, Bergson argued that attempts to quantify qualitative states (like the intensity of feeling) by treating them as magnitudes on a scale fundamentally misrepresent their nature, which is a **qualitative multiplicity**—an interpenetration of states within duration—rather than a **quantitative multiplicity** (discrete, spatial units) (Bergson, 1889, Chap. I & II).

**Key Takeaways:** A naturalistic account of free will requires a scientific ontology acknowledging emergence, potentiality realism, epistemological limits, and the observer's role. Causality must be understood broadly, incorporating organizational factors and potentially propensities. Critically, we must distinguish creative duration (lived, qualitative, continuous, creative) from geometric time (abstract, quantitative, discrete), recognizing that reductionism's reliance on the latter fundamentally misses the essence of becoming, agency, and freedom.

## 3. Shattering Clocks: Challenging Determinism & Embracing Openness

The primary obstacle to naturalizing libertarian freedom is classical determinism, often conflated with predictability. This section argues this view is untenable based on limitations within classical physics, quantum mechanics, information theory, and the nature of time itself. It reframes indeterminacy not as a problem, but as a positive feature—a space of possibility within creative time enabling choice.

### 3.1 The Crumbling Clockwork: Flaws in Determinism

The Laplacian vision of a perfectly predictable universe, given complete knowledge of initial conditions and laws, fails on multiple grounds:

1. **Mathematical Idealization & Infinite Precision:** Classical determinism rests on the metaphysical presupposition of "infinite precision"—that every physical quantity corresponds to a mathematical real number with infinite decimal places (Del Santo, 2021; Gisin, 2019a, 2019b). This is physically problematic (Born, 1969). Real numbers (with few exceptions) contain infinite information, which is physically implausible for finite regions of space (Gisin, 2019a; Del Santo & Gisin, 2019). Treating mathematical continua and infinite precision as physically real is challenged by interpretations suggesting physical quantities carry only **finite information** (Gisin, 2019a, 2020; Del Santo & Gisin, 2019). Gisin and Del Santo propose replacing real numbers with **Finite Information Quantities (FIQs)** and advocate for **Potentiality Realism**, where objective potentialities (propensities) are fundamental, reconciling realism with indeterminism (Del Santo & Gisin, 2019, 2023a). Even within Newtonian mechanics, unique solutions are not guaranteed if force functions are not Lipschitz continuous, and collisions introduce singularities requiring extra-dynamical assumptions (Del Santo, 2021). The mathematical real numbers used in deterministic models are effectively "hidden variables" that contain infinite, unphysical information (Gisin, 2019b).
2. **Physical Information Limits:** Fundamental physics prohibits the acquisition and processing of infinite information required by the Laplacian ideal.
   * **Landauer's principle** dictates a minimum energy cost (kBTln(2)) for irreversibly erasing one bit of information (Landauer, 1961, 1996). Processing infinite information would require infinite energy, violating conservation laws (Del Santo, 2021).
   * The **Bekenstein bound** posits a universal limit on the entropy (and thus information) containable within a finite region of space with finite energy (Bekenstein, 1973, 1981). Infinite information density is physically impossible (Del Santo, 2021).
   * Together, these principles render the Demon's computational task physically impossible (Gisin, 2014).
3. **Complexity, Scale & Non-Ergodicity:** Applying deterministic laws directly to complex macroscopic systems is often intractable (Kastner, 2016; Ellis, 2016; Del Santo, 2021). Furthermore, as Kauffman (2000, 2019) argues, the universe above the level of atoms, particularly the biosphere, is profoundly **non-ergodic**: it cannot explore all possible complex combinations within its history. This implies that biological evolution and complex system dynamics are not simply exploring a pre-defined state space but are constantly creating novel, unpredictable possibilities in the **"adjacent possible"**, fundamentally challenging predictability and strict determinism (Kauffman, 2019, pp. 3-4, Chap. 4). This creative unfolding aligns with the concept of creative time.
4. **Chaos Theory:** Even if laws are deterministic, sensitivity to initial conditions in non-linear systems (chaos) makes long-term prediction practically impossible. Tiny uncertainties in initial conditions grow exponentially, rendering precise prediction unattainable (Atmanspacher, 1999). Crucially, if initial conditions only possess finite information (as argued by Gisin & Del Santo), then the future evolution of chaotic systems becomes *ontologically* indeterminate, not just epistemically unpredictable (Gisin, 2019a; Del Santo, 2021).
5. **Quantum Mechanics & Ontic Indeterminacy:** Heisenberg's uncertainty principle (ΔxΔp ≥ ħ/2, ΔEΔt ≥ ħ/2) imposes a fundamental limit on the simultaneous precision with which conjugate variables can be known. This is widely interpreted not merely as an epistemic limit but reflects an **ontic indeterminacy** in nature itself (Del Santo, 2021). The experimental violation of Bell's inequalities further supports the rejection of local hidden variables and affirms the inherently probabilistic and potentially non-local nature of quantum reality (Del Santo, 2021; Del Santo & Gisin, 2023a). The features often considered uniquely quantum, like the measurement problem, might actually stem from indeterminism itself, applicable even classically (Del Santo & Gisin, 2024b).
6. **Operational Closure & Epistemic Opacity:** The self-maintaining nature of autonomous systems creates inherent epistemic opacity (Maturana & Varela, 1980; Moreno & Mossio, 2015; Von Foerster, 2003). Even if underlying laws were deterministic, the internal dynamics unfolding in creative time are not fully predictable from an external viewpoint due to the system's self-referential organization.
7. **The Illusion of Geometric Time:** As argued previously (Sec 2.3), the deterministic picture relies fundamentally on geometric (spatialized) time. It treats the future as already laid out, merely waiting to be traversed or calculated. This ignores the creative unfolding, the continuous generation of novelty, and the inherent unpredictability characteristic of creative duration (Bergson, 1889; Gisin, 2016; Del Santo & Gisin, 2024a). Determinism is an artifact of substituting a static, geometric representation for the dynamic reality of creative time.

### 3.2 Rethinking Prediction: Operational vs. Ontological

Given these profound challenges, the classical notion of prediction as reflecting ontological determinism must be revised. We distinguish:

* **Ontological Determinism:** The metaphysical claim that the future is uniquely fixed by the past and the laws of nature.
* **Epistemic Predictability:** Our ability to calculate or foresee future states based on models and data.

The failure of Laplacian prediction does not automatically disprove ontological determinism (though quantum mechanics, information limits, and the critique of infinite precision strongly challenge it), but it forces us to reconsider prediction. Instead of revealing a pre-determined future (ontological claim), prediction is the **operational** act of calculating future states with sufficient accuracy for a specific purpose, given available data and models (Del Santo, 2021). We predict simple systems not necessarily because their future is ontologically fixed, but because our models (using geometric time) are good enough. We fail to predict chaotic systems long-term potentially because the notion of a single, fixed future state calculable from present data (requiring infinite precision) is an inappropriate idealization, especially given finite information limits (Gisin, 2019a). The success of a deterministic model operationally does not equate to ontological truth (Del Santo, 2021, Azhidahak analogy). Prediction (operational) is possible to varying degrees, but the world itself, unfolding in creative time, is likely not fully determined.

### 3.3 Ontic Indeterminacy as Opportunity within Creative Time

This framework proposes the universe possesses genuine **ontic indeterminacy**: objective physical openness representing multiple real possibilities (potentialities) unfolding in creative time (Müller et al., 2018; Del Santo, 2021; Gisin, 2019a; Del Santo & Gisin, 2023a). This indeterminacy, whether quantum, thermal/classical, or arising from the finite information content of physical quantities, is argued to be not merely noise, but a potential positive **resource for agency**. Biological systems appear "tuned into noise" (Braun, 2021; Battaglini et al., 2023; Destexhe, 2022), potentially harnessing this openness via mechanisms like stochastic resonance (Battaglini et al., 2023; Schilling et al., 2023; Braun, 2021; Albantakis & Deco, 2011) or noise-driven exploration near bifurcations (Braun, 2021; Albantakis & Deco, 2011) to explore their state space effectively as creative time processes, including Kauffman's "adjacent possible" (Kauffman, 2019). This positive view of indeterminism (Müller et al., 2018) rejects determinism as the default and sees openness as fundamental to becoming. Free will itself can be seen as a prerequisite for rational argumentation and science, implying the reality of creative time and indeterminism (Gisin, 2016).

**Key Takeaways:** Classical determinism is undermined by physical limits (information, precision), complexity, non-ergodicity, quantum mechanics, and the nature of real time (creative duration vs. geometric time). Prediction is operational, not proof of ontological determinism. Ontic indeterminacy within creative time provides a plausible resource for genuine alternative possibilities (potentialities) and creative exploration, potentially harnessed by biological organization.

## 4. Building Blocks of Autonomy: Thermodynamics, Systems, Dynamics in Creative Time

How can systems harness energy and navigate possibilities within creative time to achieve self-governance? This section outlines core principles providing the essential building blocks for emergent autonomy, all unfolding within the context of creative time.

### 4.1 Thermodynamics: Irreversibility, Dissipative Structures, and Work Cycles

Living systems maintain intricate order far from thermodynamic equilibrium, fundamentally existing within the flow of **creative time (Durée)**. A key feature distinguishing the living is **time irreversibility** at the macroscopic level, reflecting the continuous becoming inherent in creative time. While microscopic laws are often time-reversible, the macroscopic world exhibits directionality—the arrow of time linked to entropy increase—which aligns with the irreversible flow of lived experience (Bergson, 1889; Del Santo & Gisin, 2024a). Living systems, as open systems, navigate this flow. Ilya Prigogine's work revealed how such systems generate order locally by exporting entropy (Prigogine, 1967, 1977). He introduced **dissipative structures**: ordered patterns maintained only by continuous energy flow far from equilibrium. Irreversibility enables "becoming"—building and maintaining complex organization within creative time (Prigogine, 1977; Lefever, 2018). The arrow of time itself might be fundamentally linked to indeterminism rather than just statistics (Baumann & Del Santo, 2022; Del Santo & Gisin, 2024a).

Life exists in this non-equilibrium state, sustained by harnessing energy flow through **work-constraint cycles**, a concept central to Stuart Kauffman's work (Kauffman, 1993, 2019; Kauffman & Clayton, 2006). Energy input builds and maintains organizational constraints (e.g., membranes, pathways), which channel energy for further work, enabling self-construction and self-maintenance over creative time. This process is intrinsically linked to thermodynamic irreversibility and the ongoing processing of creative time (Te Vrugt, 2021, 2022; Prigogine, 1977).

### 4.2 Systems Theory: The Circle of Self (Organizational Closure & Relational Biology)

The key to biological identity and autonomy lies in **Organizational Closure** (Moreno & Mossio, 2015; Maturana & Varela, 1980; Montévil & Mossio, 2015): a network of mutually dependent constraints where collective action regenerates and maintains the conditions for the network's operation through creative time. This self-maintaining organization defines the system as a distinct entity with intrinsic goals, persisting and adapting within its duration. This concept resonates with Robert Rosen's **Relational Biology** (Rosen, 1991), which emphasized functional organization over material constituents, highlighting self-referential causal loops essential for autonomy's persistence in creative time.

### 4.3 Dynamics: Charting Possibility (Attractors, Edge of Chaos, RBNs, NK Model)

Complex system behavior unfolds in creative time as movement within a phase space. **Attractors** (Hopfield, 1982) represent stable states or patterns of activity over time. Decision-making involves transitions between attractors (Luo et al., 2023), a process occurring within the system's creative duration. Noise or ontic indeterminacy (potentialities) allows exploration of this landscape (Del Santo, 2021; Müller et al., 2018; Del Santo & Gisin, 2023a). Kauffman's work on **Random Boolean Networks (RBNs)** (Kauffman, 1993) showed how emergent order (stable attractor states) can arise spontaneously in complex networks, providing a model for how biological systems achieve reliable function over creative time. He proposed that adaptive systems might operate near the **"edge of chaos"** (Kauffman, 1991), balancing stability and flexibility through creative time. The **NK model** (Kauffman & Weinberger, 1989) further explores adaptation by modeling "fitness landscapes," illustrating how systems navigate possibilities under constraints during their evolution or development. These models demonstrate how complex, adaptive behaviors emerge and persist within the flow of creative time.

**Key Takeaways:** Autonomy is built on non-equilibrium thermodynamics unfolding in creative time (linked to irreversibility), defined by systems principles (organizational closure, relational view), and realized through dynamics within a state space structured by attractors, potentially operating near the edge of chaos and harnessing ontic indeterminacy.

## 5. Biological Realization: Materiality, Minimal Agency, and Meaning in Creative Time

How are these abstract principles physically realized in living matter? This section explores the biological foundations of agency, incorporating models of minimal life, the crucial role of the material substrate, and the emergence of meaning within creative time.

### 5.1 Materiality: Carbon, Water, Active Matter, and Embodiment

Biological agency is deeply intertwined with its carbon-based substrate (Moreno & Mossio, 2015) operating within an active water matrix (Ball, 2017; Franks, 2000). Carbon's bonding properties enable complex, flexible molecules essential for the intricate organization required for life. Water acts not just as a solvent but as an active matrix facilitating self-assembly, reaction networks, diffusion, and thermodynamics crucial for self-maintenance and adaptive dynamics over creative time (Nakagaki et al., 2000; Huber, 2023; Moreno & Mossio, 2015; Kauffman & Clayton, 2006). The dynamic, fluctuating environment provided by water is essential for the plasticity and robustness of biological agency unfolding in creative time.

Furthermore, understanding biological agency benefits from concepts in **soft matter** and **active matter** physics. Biological tissues, as soft matter, possess inherent flexibility and responsiveness ([Fletcher & Mullins, 2010; Janmey, 1998]). Active matter studies systems where components consume energy for motion (e.g., molecular motors, bacteria), exhibiting emergent collective behaviors distinct from passive matter ([Marchetti et al., 2013; Bechinger et al., 2016]). Research by Fakhri (Fakhri et al., 2023) and Golestanian (Golestanian, 2017, 2021) provides physical models for how local energy use leads to coordinated, adaptive behaviors essential for agency, reinforcing its grounding in material properties and non-equilibrium dynamics operating within creative time.

### 5.2 The Living Agent vs. The Artifact: Materiality Matters

This dependence on specific material properties highlights a fundamental difference between biological agents and current AI. Functionalism (Putnam, 1967) often overlooks the influence of the material substrate (Ellis, 2023) on emergent possibilities and the nature of lived creative time (cf. Varela et al., 1991; Bergson, 1889; Gisin, 2016). Current AI lacks the intrinsic coupling between material dynamics, self-maintenance (organizational closure), and adaptive behavior seen in biology. AI typically has extrinsic goals, unlike the intrinsic goals derived from biological self-maintenance. AI lacks the inherent normativity tied to self-production that defines biological autonomy (Moreno & Mossio, 2015; Barandiaran et al., 2009; Mendoza-Collazos & Zlatev, 2022). Thus, organizational closure (Moreno & Mossio, 2015; Kauffman & Clayton, 2006), realized in the specific carbon-water-active matter context and unfolding in creative time, remains a key differentiator. Digital robots, based on deterministic computation (geometric time), inherently lack the openness required for genuine free will (Gisin, 2016).

### 5.3 Minimal Agency: The Spark of Life

Where does agency begin? We focus on **minimal agency**, illustrated by simple organisms (Nakagaki et al., 2000; Lyon, 2015). Kauffman proposed conditions for "molecular autonomous agents," including **autocatalysis** (Kauffman, 1986, 1993) and work cycles (Moreno & Mossio, 2015). Autocatalysis provides a plausible mechanism for the spontaneous emergence of self-sustaining metabolic networks, a core requirement for organizational closure and minimal agency developing over creative time. Gánti's **Chemoton** model (Gánti, 1975, 2003) provides another blueprint involving metabolism, boundary, and information subsystems. Both emphasize self-maintenance and self-production through organizational closure over creative time.

**Bacterial chemotaxis** exemplifies minimal agency (Lyon, 2015). Bacteria sense gradients, process information, and modulate movement—demonstrating perception, information processing, goal-directed action, and basic decision-making within their creative duration. Active matter physics provides models for the underlying navigation mechanisms (Golestanian, 2017, 2021). Functional stochasticity is also observed (Samoilov et al., 2006), suggesting non-deterministic operation (harnessing potentialities) even in minimal agents.

### 5.4 Information, Meaning, Value, and Purpose (Telos) in Creative Time

Agency requires interpreting information meaningfully within the flow of creative time. Biological codes (Barbieri, 2024) provide sequences, but meaning arises through interpretation within the organism's functional context (*Umwelt* (Brentari, 2015; Michelini & Köchy, 2020)) or via arbitrary mappings (Barbieri, 2013). This interpretation is inherently temporal, relying on memory and anticipation within creative time. Information is assessed based on its relevance to the organism's **intrinsic value** derived from the biological imperative of self-maintenance over creative time (Mitchell, 2023). This inherent goal-directedness constitutes a naturalized purpose (*telos* (Ellis, 2023; Kauffman & Clayton, 2006)). **Memory**, the persistence of the past within the present, which Bergson (1889) identified as the essence of duration, is crucial for this meaning-making process. As argued in biosemiotics (Markoš, Chap. 8 in Švorcová, 2024), information is not mere physical data but acquires significance through its functional role within the agent's lived creative time. The creation of *new* information is central to creative time (Gisin, 2016; Del Santo & Gisin, 2024a).

**Key Takeaways:** Biological agency is materially grounded, distinct from current AI. Minimal agency arises from organizational closure and work cycles unfolding in creative time. Agency operates on information interpreted meaningfully over creative time towards the purpose of self-maintenance, a process intrinsically linked to memory, potentiality, and the creation of new information.

## 6. Synthesizing Emergent Autonomy: Constraint, Sourcehood, Choice in Creative Time

This section integrates the preceding concepts into the synthesized framework of emergent autonomy, emphasizing the interplay of organization, indeterminacy (potentiality), and creative temporal process.

### 6.1 Downward Constraint: The Whole Guides the Parts through Creative Time

A key element is **Downward Constraint** (DC), where higher-level organization influences lower-level components over creative time without violating physical laws (Ellis, 2016; Clayton, 2004; Kistler, 2021; Kastner, 2016). Operating via formal and material causes (Ellis, 2023), consistent with biological relativity (Noble, 2012) and relational biology (Rosen, 1991), the whole's organization sets the context and boundary conditions, selecting among physically possible pathways (potentialities) as the system evolves in creative time. This is indispensable for explaining system behavior (Del Santo & Krizek, 2023; Kistler, 2021). This downward influence might be crucial in the actualization process inherent in creative time (Del Santo & Gisin, 2024b).

### 6.2 Emergent Sourcehood

The framework grounds **sourcehood**—the agent originating its actions—in the emergent causal powers of its self-maintaining organizational dynamics (closure) operating within creative time (Ellis, 2016; Mossio et al., 2016). The agent, as an organized whole persisting through creative time (Rosen, 1991), exerts downward constraint. The "source" lies in the integrated dynamics of the system, acting as an autonomous causal center defined by closure and unfolding in its unique creative duration. This naturalizes libertarian concerns about agent-causation (Clarke, 2001; O'Connor, 2022) without positing extra-physical entities, grounding it instead in potentiality realism and the processing of creative time (Del Santo & Gisin, 2023a). The agent's identity is tied to this continuous, self-maintaining process in creative time (cf. Röck, Chap. 7 in Švorcová, 2024).

### 6.3 Conceptual Model of Emergent Choice in Creative Time

Autonomous choice is conceptualized as a dynamic process unfolding within organizational constraints and creative time:

1. **Initialization:** Baseline state within the attractor landscape, reflecting the agent's history and current context.
2. **Accumulation/Search:** Inputs drive dynamics over creative time (Luo et al., 2023); constraints shape the landscape; options (potentialities) are assessed relative to closure goals and remembered experiences.
3. **Stochastic Exploration/Transition:** Harnessed ontic indeterminacy (objective potentialities/propensities) allows exploration near instability points or bifurcations, potentially accessing alternative basins of attraction (alternative possibilities) within the flow of creative time (Luo et al., 2023; Briegel & Müller, 2015; Del Santo & Gisin, 2023a). This exploration is a temporal process where new information can emerge.
4. **Selection/Commitment (Actualization):** Dynamics converge towards a dominant attractor, representing commitment to a course of action (Luo et al., 2023; Schilling et al., 2023; Albantakis & Deco, 2011). This convergence is a temporal event within creative time, marking the transition from potentiality to actuality (Del Santo & Gisin, 2024a).
5. **Constraint/Action:** The chosen state exerts downward constraint, guiding action and shaping the subsequent flow of creative time.

**Key Takeaways:** Emergent autonomy involves downward constraint exerted by the whole over its parts through creative time. Sourcehood is grounded in emergent organizational powers (closure) persisting in creative time. Choice is a dynamic, temporal process of exploring potentialities and commitment (actualization) within a constrained landscape, utilizing ontic indeterminacy within the flow of creative time.

## 7. Neural Implementation, Higher Agency, and the Role of Consciousness in Creative Time

How are autonomy principles elaborated in nervous systems? This section addresses neural implementation, scaling, Libet's challenge, and consciousness, considering their creative temporal aspects.

### 7.1 The Neural Landscape: Attractors and Dynamics

Neural networks utilize attractor dynamics (Hopfield, 1982) to represent states and process information over creative time. Decisions might involve transitions between attractor regimes, reflecting a temporal evolution (actualization of potentialities) of neural activity (Luo et al., 2023). Models map these dynamics to observable neural activity patterns (Albantakis & Deco, 2011; Luo et al., 2023), incorporating uncertainty tracking which unfolds temporally (Schilling et al., 2023).

### 7.2 Functional Noise and Harnessed Indeterminacy

Neural variability ("noise") is likely functional (Faisal et al., 2008; Rolls & Deco, 2010; Destexhe, 2022), aiding exploration, adaptation, and potentially harnessing ontic indeterminacy (potentialities) via mechanisms like stochastic resonance (Battaglini et al., 2023; Schilling et al., 2023; Braun, 2021; Albantakis & Deco, 2011) or dynamics near bifurcations (Braun, 2021; Albantakis & Deco, 2011; Briegel & Müller, 2015). Indeterminism, unfolding within the brain's creative time, can be a functional resource for:

* **Exploration:** Allows exploration of alternative states/options (potentialities) over creative time.
* **Adaptation:** Provides raw material for learning and adjusting behavior through creative time.
* **Symmetry Breaking:** Helps resolve choices between equal options in real (creative) time.
* **Sensitivity:** Stochastic resonance can enhance signal detection over creative time.
* **Edge of Chaos:** Operating near criticality might leverage indeterminacy for optimal information processing and adaptability within the flow of experience (Von Foerster, 2003; Rolls & Deco, 2010).

This structured variability, harnessed by the brain's organization, enables flexibility and libertarian choice as processes within creative time. Distinguishing noise sources (epistemic vs. ontic indeterminacy) remains challenging (Weber, 2005; Braun, 2021; Atmanspacher, 1999; Prado et al., 2022; Del Santo & Gisin, 2024b).

### 7.3 Reinterpreting Libet's Challenge

Libet-style experiments (Libet et al., 1983), often cited against free will, are reinterpretable within a creative temporal framework. The Readiness Potential (RP) might reflect stochastic accumulation processes (exploration of potentialities) leading towards a threshold (Schurger et al., 2012, 2021) or general preparation (Luo et al., 2023), rather than a deterministic commitment preceding conscious awareness within geometric time. The decision process unfolds over creative time, involving the actualization of potentialities, and the RP may represent an early, non-deterministic stage. Beta-band activity seems a better correlate of subjective readiness judgments occurring later in the creative temporal sequence (Parés-Pujolràs et al., 2023). Consciousness relates to specific dynamics within this creative temporal process but doesn't necessarily initiate action de novo from an instantaneous "point" in geometric time.

### 7.4 Scaling Agency and the Emergence of Consciousness in Creative Time

The transition from minimal to human agency involves increased neural complexity, language, prediction, recursive cognition, and crucially, an enriched experience of **creative time** (duration) (Noble, 2012; Smaers & Soligo, 2013; Clayton, 2004; Cyr, 2016). Agency exists on a hierarchy (Mendoza-Collazos & Zlatev, 2022): Basal Autonomy, Adaptive Agency, Cognitive Agency, Reflective/Conscious Agency. Consciousness emerges as a higher-order property coordinating underlying mechanisms within the flow of creative time (Mascolo & Kallio, 2019; Searle, 2007). Its roles, unfolding in creative time, include metacognitive monitoring, integration across time (memory/anticipation), enhanced control (working memory, simulation, reasoning, goal alignment over extended creative durations), and veto power (Mele, 2009; Schilling et al., 2023). Neural correlates (Parés-Pujolràs et al., 2023) likely reflect these creative temporally extended functions. Consciousness builds upon, and modulates within creative time, the core autonomy established by organizational closure.

**Key Takeaways:** Nervous systems utilize attractor dynamics and functional indeterminacy unfolding in creative time. Libet's experiments are reinterpretable within a creative temporal decision process involving actualization. Scaling involves hierarchical elaboration, with consciousness as a higher-level modulator operating within and enriching the experience of creative time.

## 8. Philosophical Dialogue & Defenses

How does this framework compare to rivals and address standard objections to libertarian free will?

### 8.1 Comparison with Rival Views

This framework advocates for a form of **naturalist emergentism**, strongly aligned with views emphasizing the **ontological emergence** of agency and autonomy through biological organization (e.g., Kauffman & Clayton, 2006) and grounded in **potentiality realism** (Del Santo & Gisin, 2023a). It posits that organization itself possesses causal powers (downward constraint) that are not reducible to underlying physics alone, allowing for genuine self-determination within the flow of creative time. This perspective challenges strong reductionism and standard physicalism by suggesting that biology introduces fundamentally new levels of reality and causation unfolding in creative time.

* **Compatibilism:** Rejected for redefining freedom to fit determinism (often based on geometric/spatialized time), eliminating genuine alternative possibilities (potentialities) inherent in creative time (Frankfurt, 1969, 1971; Dennett, 1984; Fischer & Ravizza, 1998; Dennett, 2003; Sartorio, 2010). This framework insists on ontic openness within creative time as necessary. Compatibilist responses to manipulation arguments often fail because they do not adequately account for the intrinsic sourcehood provided by organizational closure developing over creative time (Pereboom & McKenna, 2022; Matheson, 2015; Jeppsson, 2019; McKenna, 2014; Caruso, 2020).
* **Illusionism/Skepticism:** Countered by arguing emergent autonomy is a real, scientifically plausible property arising from biological organization within creative time (Caruso, 2017; Smilansky, 2000, 2016). Illusionism often rests on assumptions of universal determinism (challenged in Sec 3 based on finite information and potentiality realism) or flawed interpretations neglecting creative temporal depth. Capacities for self-governance are demonstrable emergent properties.
* **Other Libertarianisms:** Differs from traditional agent-causal theories by grounding sourcehood in emergent organization unfolding in creative time, not a distinct non-physical substance (Clarke, 2001; O'Connor, 2022). Differs from event-causal views like Kane's (Kane, 1996; Kane, 2016) by emphasizing the continuous role of organizational closure and dynamics in harnessing indeterminacy (potentialities) for adaptive behavior throughout creative time, not just specific "torn decisions," though Kane's focus on character formation over time remains relevant. Shares the core libertarian commitment to indeterminism and agent control but provides a broader biological, systems-theoretic, and creative temporal foundation based on potentiality realism.

### 8.2 Addressing Objections

* **Luck Objection:** Indeterminacy isn't mere luck if it is harnessed and channeled over creative time by the agent's organizational structure, intrinsic goals (derived from closure), reasons, and history (memory within creative time) (Mele, 2009; Mele, 2006; Mitchell, 2023; Levy, 2008; Van Inwagen, 2000; Moore, 2021; Noble & Noble, 2018; Briegel & Müller, 2015; Kane, 2016). The emergent organization selects among the possibilities (potentialities) opened up by indeterminacy within the flow of creative time; control is exercised over the propensities and the selection (actualization) process unfolding in creative time, not over predetermined outcomes (Del Santo & Gisin, 2023a).
* **Manipulation Arguments:** Fail because manipulated agents lack the intrinsic organizational closure, developmental history within creative time, and emergent sourcehood characteristic of genuine autonomous systems (Pereboom & McKenna, 2022; Matheson, 2015; Taylor, 2020; Cohen, 2018; Matheson, 2018; Patrick, 2017). The causal history and locus of control differ fundamentally.
* **Causal Exclusion:** Countered by: (a) challenging strict physical causal closure and determinism (Sec 3, finite information, potentiality realism); (b) defining emergence organizationally, where higher-level organization exerts irreducible downward constraint over creative time (Kauffman & Clayton, 2006; Ellis, 2016); (c) adopting an emergentist ontology where higher levels possess real causal powers unfolding in creative time (Clayton, 2004; Emmeche et al., 2000). Kim's argument (Kim, 1998, 2005) assumes a synchronic framework; our emergentist view, grounded in the diachronic causal efficacy of organization within creative time, rejects this premise.

**Key Takeaways:** The framework offers a distinct naturalist emergentist, libertarian position grounded in potentiality realism, robustly responding to objections via controlled indeterminacy within creative time, intrinsic closure, and emergent causal efficacy, while critiquing rivals.

## 9. Conclusion: Towards a Science of Emergent Freedom in Creative Time

This paper has argued for naturalizing free will as emergent autonomy, arising from organizational closure, non-equilibrium dynamics (emphasizing irreversibility), and harnessed ontic indeterminacy (potentialities), all unfolding within the framework of **creative time (duration)**, distinct from passive **geometric time**. Grounded in scientific ontology (including potentiality realism), multi-causal perspectives, critiques of determinism based on finite information, and principles from physics, systems biology, neuroscience, and process philosophy, this framework offers a plausible, naturalist emergentist, libertarian alternative. It aligns with the view that biological organization gives rise to genuinely new causal powers not reducible to physics conceived solely within geometric time (cf. Kauffman & Clayton, 2006; Kauffman, 2019; Del Santo & Gisin, 2023a).

The core insight is that biological organization, persisting and adapting through creative time, creates systems capable of self-maintenance, goal-directedness, and exploiting physical openness (potentialities). Agency is primary, with consciousness as a higher-level modulator operating within and enriching the creative temporal flow. This approach is presented not as proof, but as a viable research program. Key challenges include formal modeling of creative temporal dynamics (actualization), empirically isolating indeterminacy's role over creative time, understanding scaling across temporal hierarchies, and integrating socio-cultural factors. Advancing this requires interdisciplinary research:

* **Formal Modeling & Measurement:** Develop models capturing closure, creative temporal dynamics (e.g., using FIQs or intuitionistic mathematics (Gisin, 2020)), noise harnessing, downward constraint, alongside validated metrics sensitive to creative temporal integration. (Rider, 2024; Luo et al., 2023; Kistler, 2021; Barnett et al., 2009; Pearl, 2009; Woodward, 2003; Sevilla et al., 2021; Del Santo & Gisin, 2023a).
* **Empirical Validation:** Test predictions in minimal/synthetic systems focusing on creative temporal behavior (Deco et al., 2021; Rider, 2024; Samoilov et al., 2006) and neurobiological studies examining decision processes over creative time (Luo et al., 2023; Battaglini et al., 2023; Green, 2018; Mendoza-Collazos & Zlatev, 2022).
* **Philosophical Refinement:** Deepen analyses of emergence, sourcehood within creative time, potentiality realism, normativity, luck, manipulation, exclusion, and scaling, further exploring the implications of the creative time vs. geometric time distinction (Mendoza-Collazos & Zlatev, 2022; Gisin, 2016; Del Santo & Gisin, 2024a).

This framework provides a roadmap for understanding emergent freedom as a natural phenomenon rooted in the unique organization of life as it persists, adapts, and creates novelty through **creative time**.
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