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The cognitive sciences, especially at the intersections with computer science, artificial in-
telligence, and neuroscience, propose ‘reverse engineering’ the mind or brain as a viable
methodology. We show three important issues with this stance: 1) Reverse engineering
proper is not a single method and follows a different path when uncovering an engineered
substance versus a computer. 2) These two forms of reverse engineering are incompat-
ible. We cannot safely reason from attempts to reverse engineer a substance to attempts
to reverse engineer a computational system, and vice versa. Such flawed reasoning rears
its head, for instance, when neurocognitive scientists reason about what artificial neural
networks and brains have in common using correlations or structural similarity. 3) While
neither type of reverse engineering can make sense of non-engineered entities, both are
applied in incompatible and mix-and-matched ways in cognitive scientists’ thinking about
computational models of cognition. This results in treating mind as a substance; a method-
ological manoeuvre that is, in fact, incompatible with computationalism. We formalise how
neurocognitive scientists reason (metatheoretical calculus) and show how this leads to seri-
ous errors. Finally, we discuss what this means for those who ascribe to computationalism,
and those who do not.
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We can only presume to build machines like us once
we see ourselves as machines first.

Abeba Birhane (2022, p. 13)

Cognitive science — especially subareas that bring into con-
tact psychology’s and neuroscience’s (hyper)empiricist meth-
ods with those of computer science, such as cognitive computa-
tional neuroscience — introduces us to multitudinous potential
reasoning pitfalls (e.g. Guest & Martin, 2023, 2024, 2025; van
Rooij et al., 2024). In the best case scenario, these issues are
carefully and cautiously dealt with, tempered, and sometimes
avoided. In the worst cases, these reasoning traps are set off,
ensnaring scholars, who in their work attempt to characterise
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brain, behaviour, and cognition. Once trapped, these schol-
ars end up reasoning in ways that violate their own theoretical
(computational or otherwise) commitments and principles. An
overlooked pitfall we dedicate this paper to is the implicit or
explicit, as well as inconsistent, use of ‘reverse engineering’
in the cognitive sciences. Altogether, the lack of attention to
this pitfall results in the current status quo wherein “the liter-
ature contain[s] ‘curious shadowy’ (Russell, 1918) syllogisms
that will never obtain” (Guest & Martin, 2023, p. 219). Specific-
ally, we will show that metatheoretic syllogisms — our reason-
ing over apparent reverse engineering attempts — exist in an
environment that will never be truth-making.

The claim that cognition is or can be scientifically under-
stood as computation, i.e. computationalism, is a serious stance
and not a throw-away statement. A commitmemnt to compu-
tationalism forces certain ways of reasoning about cognition
and rules out others (Chirimuuta, 2021; Egan, 2017; Guest &
Martin, 2021, 2023; Hardcastle, 1995, 1996; van Rooij, 2008; van
Rooij et al., 2024). Words such as ‘computational’ (to refer to
e.g. models or theories) and ‘computationalism’ (to refer to
e.g. scientists’ stance or philosophical commitments), and even
everyday nouns like ‘computer’ and verbs like ‘compute’, are
technical terms that bind us to stringent meanings and formal
concepts (also see Guest & Martin, 2025, Box 1). If one believes
that the brain and/or mind are a type of computer, then one
cannot in good faith use reverse engineering of substances (as
opposed to of computers) as a methodology. Yet, as we demon-
strate herein, this occurs often and consistently within modern
cognitive scientific reasoning.
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In this paper, we provide the reader with formalised lenses
that can be applied to scientists’ reasoning to determine if com-
mitment to reverse engineering as a methodology is at play
(Table 1), what kind of thesis about the brain or mind is implied
by the type of their reverse engineering (for substances or for
computers; Table 2), and what can be done to disentangle such
commitments. The case is made herein as to why reasoning
over reverse engineering is a real challenge for the psycholo-
gical, neuro-, and cognitive sciences — heretofore unresolved,
but not unresolvable. To presage our conclusion, even if we
grant reverse engineering is an appropriate methodology (cf.
Guest & Martin, 2023; Marom, 2009; Rueckl, 2012; Schierwa-
gen, 2012; van Rooij et al., 2024), scientists may not shuttle
between treating cognition as a substance and as a computer
willy-nilly because utterly different inferences follow directly
from the two commitments (cf. Hardcastle, 1995; Leibniz, 1714;
Rozemond, 2014; Ryle, 2009/1949; Sayward, 1983).

1.1 Overview

Paralogisms and antinomies are the evidence that an
expression is systematically misleading.
Gilbert Ryle (1931, p. 168)

We construct a metatheoretical calculus — a formal exposition
of the reasoning from theory to model to system under study
and back (Guest, 2024; Guest & Martin, 2023, 2024) — to unpick
how, as modern computationalists, we have become unstuck
from our own stated beliefs and have fallen into unwanted and
unnecessary paradoxical disarray. On the one hand, we reason
as if mind is substance; and on the other as if it is a computer.
In this paper, we explain how to detect and avoid what we see
as serious reasoning and methodological issues going forwards
(viz. Stebbing, 2022). Specifically, we define and analyse:

a) what reverse engineering is both in the original true case
and as adopted by cognitive scientists, even when not ex-
plicitly labelled (in section 2: Cognitive science as reverse
engineering);

b) how true reverse engineering manifests in two divergent
ways using case studies and formal treatments: in sec-
tion 3, Reverse engineering substances, where we discuss
Chinese porcelain as reverse engineered by European al-
chemists and Jesuit missionaries; and in section 4, Reverse
engineering computers, where we discuss IBM’s System
360 as reverse engineered by the USSR and the Eastern
Bloc;

c) how in our (neuro)cognitive scientific reasoning reverse
engineering of substances in its appeal to correlation and
structural similarity appears as if it provides the right
frame (in section 5: Mind-as-substance versus mind-as-
computer); relatedly,

d) how cognitive (neuro)scientists treat mind as substance
or as computer, mixing and matching to suit rhetorical
ends in violation of multiple realisability, of functional-
ism, and of computationalism (also in section 5: Mind-as-
substance versus mind-as-computer); and finally,

e) how to address this, by being open about our beliefs about
mind and brain, and aware of what they bind us to (in sec-
tion 6: Will the real computationalist please stand up?)

2 Cognitive science as reverse engineer-
ing
Our adventure is actually a great heresy. We are
about to conceive of the knower as a computing ma-
chine.
Warren S McCulloch (1954, p. 143)

Reverse engineering is seen as a cognitive scientific method-
ology by a non-negligible number of practitioners and philo-
sophers (e.g. Cauwenberghs, 2013; Chater & Brown, 2008;
Chater et al., 2010, 2011; Dawson, 2013; Denić & Szymanik,
2022; Dennett, 1995; DiCarlo, 2018; Dupoux, 2018; Griffiths et
al., 2024; Gurney, 2009; Harnad, 2003; Harnad, 2025; Haspel
et al., 2023; Hurley et al., 2013; Jackson et al., 2021; Jonas &
Kording, 2017; Lake et al., 2016; Levshina, 2021; Marom, 2009;
Miłkowski, 2013; Paul et al., 2023; Pietraszewski &Wertz, 2011;
Schierwagen, 2012; Schrimpf et al., 2021; Tenenbaum, 2021;
Tenenbaum et al., 2011; Yoo et al., 2024; Zednik & Jäkel, 2016).
“For decades, reverse engineering the brain has been one of the
top priorities of science and technology research.” (Yoo et al.,
2024, p. 2) It is, both explicitly and implicitly, embraced, es-
pecially by modern connectionists (who depend on deep artifi-
cial neural networks for their scientificmodelling; e.g. DiCarlo,
2018; Dupoux, 2018; Haspel et al., 2023; Schrimpf et al., 2021;
Zednik, 2018; for discussion and critique see: Guest and Mar-
tin, 2023, 2024; van Rooij et al., 2024).

In the general and original case, outside the cognitive sci-
ences, reverse engineering is “the process of extracting know-
how or knowledge from a human-made artifact” according to
Pamela Samuelson and Suzanne Scotchmer (2001, p. 1577; oth-
ers propose similar definitions, e.g. Aplin, 2013; Eilam, 2011).
In the cognitive sciences and specifically in the cognitive com-
putational neuroscientific setting, in the best case scenario, re-
verse engineering is described as analysing the neurocognitive
system to derive specifications and then given those specific-
ations proposing functional and/or mechanistic solutions that
fulfil these criteria (cf. Chirimuuta, 2013, 2021; Darden, 2007,
2008; Egan, 2017; Guest &Martin, 2021; Millikan, 1989; Stinson,
2018; Sullivan, 2022; van Rooij &Wareham, 2008). But some go
further. As quoted by Marcin Miłkowski (2013) to motivate his
treatment of reverse engineering in cognitive science, Dennett
(1995) claims that “[r]everse engineering is […] the interpreta-
tion of an already existing artifact by an analysis of the design
considerations that must have governed its creation.” (p. 683)
Dennett goes on to make some extreme claims:

What Marr, Newell, and I (along with just about
everyone in AI) have long assumed is that this
method of reverse engineering was the right way to
do cognitive science. Whether you consider AI to be
forward engineering (just build me a robot, however
you want) or reverse engineering (prove, through
building, that you have figured out how the human
mechanism works), the same principles apply.
And within limits, the results have been not just sat-
isfactory; they have been virtually definitive of cog-
nitive science. That is, what makes a neuroscientist
a cognitive neuroscientist, for instance, is the accept-
ance, to some degree, of this project of reverse engin-
eering.
(1995, p. 684)
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He asserts that reverse engineering is inexorably interwoven
into the fabric of our field.1 Many others also follow suit, e.g.
“Cognitive science is, after all, a process of reverse engineering”
(Chater et al., 2010, p. 812). Some go further still, proclaiming
tellingly that adopting this methodology is essentially not sci-
entific, suggesting that cognitive scientists:

act like engineers trying to reverse-engineer the hu-
man mind. […] Instead of defining the research and
theorizing side of psychology as a science, we can
define it as a form of reverse engineering.
Thomas Leahey (2005, pp. 139–140)

Sometimes this methodology is deployed implicitly, i.e.
without the literal phrase ‘reverse engineering’, but nonethe-
less we can uncover it is used by how the work is carried out.
Frequently, however, it is outlined explicitly:

One of the most widespread research strategies in
computational cognitive neuroscience is a top-down
(or “reverse- engineering”) strategy[, i.e. “to begin by
answering questions at the computational level and
to work downwards”.] These questions are answered
by specifying a mathematical function that describes
the system’s behavior[.]
[R]everse-engineering is a matter of inferring the
function and structure of mechanisms from (among
others) prior characterizations of the behavioral and
cognitive phenomena for which they are deemed re-
sponsible.
Carlos Zednik (2018, pp. 358–359)

In the connectionist flavour of reverse engineering, deep ar-
tificial neural network models are deployed that (learn to) map
inputs (e.g. pixels of photorealistic images) to outputs (e.g. vec-
tors that represent to the human user linguistic labels of said
images; Guest and Martin, 2024; Shiffrin and Mitchell, 2023).
And proponents of this approach ask questions such as: “Could
thesemodels also let us reverse-engineer the brainmechanisms
of higher-level human cognition?” (Schrimpf et al., 2021, p. 1).
The Bayesian conception of cognition also condones reverse
engineering in tandem with its connectionist fellow traveller
(e.g. Chater & Brown, 2008; Chater et al., 2010, 2011; Griffiths
et al., 2024; Lake et al., 2016; Paul et al., 2023; Schierwagen,
2012; Tenenbaum et al., 2011).2 Strikingly, the functional ana-

1A common thread with many who propose that cognitive science and re-
verse engineering are required, or defined, to be deeply entangled accounts is
that they appear to depend on evolutionary theorising, including evolution-
ary psychology in the case of cognition (e.g. Boudry & Pigliucci, 2013; Csete &
Doyle, 2002; Dennett, 1995; Dretske, 2000; Erneling & Johnson, 2005; Figdor,
2023; Harnad, 2003; Jonas & Kording, 2017; Leahey, 2005; Simon, 1995). This
may raise alarm bells for some (viz. Guest, 2024).

2Possibly, this need to deploy engineering strategies, like reverse engin-
eering, is exacerbated because of the inherent intractability of their Bayesian
models (viz. Kwisthout et al., 2011; van Rooij & Wareham, 2012). Evidence for
this can be found in statements such as:

when scaled-up to real-world problems, full Bayesian computa-
tions are intractable, an issue that is routinely faced in engineering
applications. From this perspective, the fields of machine learning,
artificial intelligence, statistics, informational theory and control
theory can be viewed as rich sources of hypotheses concerning
tractable, approximate algorithms that might underlie probabil-
istic cognition.
Nick Chater et al. (2006, p. 290)

lysis (the specification; Guest & Martin, 2021) appears com-
pletely absent. It also appears that this methodology and re-
lated stances and questions are in tension.

To examine what all this entails, let us grant that reverse en-
gineering is a possible useful methodology. And let us answer:
What are the properties of a metatheoretical position that es-
pouses reverse engineering as a cognitive scientific methodo-
logy? Van Rooij et al. (2024) class this stance under makeism,
which takes computationalism to imply: a) cognition can be
(re)made in computational systems; b) (re)making cognition
implies we can explain and/or understand it; and/or c) explain-
ing and/or understanding cognition has (re)making it as a pre-
requisite. Many examples of makeist views can be found in
mainstream cognitive science wherein “the (re-)construction
of the original system is attempted by creating duplicates in-
cluding computer models” (Schierwagen, 2012, p. 145). And in
the quote above fromDennett (1995): “prove, through building,
that you have figured out how the human mechanism works”
(p. 684). Additionally, even stronger beliefs are present: “[t]he
only way to make sure that we understand a mechanism and
have its complete causal model is to replicate the mechanism
in a different medium.” (Miłkowski, 2013, p. 19) This family
of stances results from “viewing the mind as a highly com-
plex computational device, [and thus] it becomes natural to
think of cognitive science as a process of ‘reverse engineering’
— or more specifically, ‘reverse computer science”’ (Chater &
Brown, 2008, p. 37). For the non-makeist computationalist,
the cognitive system can be understood as computing, or ex-
plained computationally, without needing to recreate it (e.g.
Chirimuuta, 2021; Polger & Shapiro, 2023; van Rooij et al.,
2024). For the makeist, on the other hand, the mind (or brain) is
seen as an artifact that computes, and one that can be (reverse)
engineered.

In the following sections, we furnish the reader with two
types of true reverse engineering: in section 3, Reverse en-
gineering substances, and in section 4, Reverse engineering
computers. Based on the forthcoming analyses, it is possible
to tease out, formally contain, and compare and contrast relev-
ant scientific reasoning patterns, called metatheoretical calculi
(Guest, 2024; Guest & Martin, 2023). A metatheoretical calcu-
lus forces us to confront what our commitments entail, elucid-
ating in this case where computationalism points one way, and
in fact rules out any other way, but practitioners fail to notice.

3 Reverse engineering substances

3.1 Porcelain

Perhaps unexpectedly, porcelain — or rather the search for the
recipe (method plus ingredients) to produce it — is a very useful
example for understanding the cognitive endeavour of reverse
engineering a substance in practice. Here we do not discuss
the discovery of porcelain by Chinese experts, but the reverse
engineering of porcelain by the West once they knew Chinese
experts had discovered it.

“About 20,000 years ago, hunter-gatherers living in a cave
170 kilometres northeast of Jingdezhen [in Jiangxi province,
China] made the oldest-known pottery in the world” (Gillette,
2016, p. 11). Therefore, it is perhaps not surprising that porcel-
ain was invented in China “in a primitive form during the Tang
dynasty (618–907) and in the form best known in theWest dur-
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ing the Yuan dynasty (1279–1368)” (Encyclopædia Britannica,
2024, n.p.). Jingdezhen was the epicentre of porcelain produc-
tion, where farmers first made these ceramic wares during their
“agricultural slack season [using a raw material] called china
stone [that] produces ceramics that are extremely white, pure,
and translucent.” (Gillette, 2016, p. 4).

According to Maris Boyd Gillette (2016), Europeans came
into contact with porcelain from Jingdezhen in the fifteenth
century.

[However, s]mall numbers of vessels trickled into
Europe during the thirteenth and fourteenth cen-
turies[. And began to arrive in larger quantities
once direct maritime trade routes between the Indian
Ocean and the Mediterranean were established at the
beginning of the sixteenth century. […] By the eight-
eenth century, Chinese porcelain could be found in
most households across Europe, while potters in the
West still struggled to discover [its] secrets.
Alejandra Gutiérrez et al. (2021, p. 1213)

This has even been pushed back further with examples found
in Almería, Spain dated from the ninth and eleventh centuries
(Gutiérrez et al., 2021).

From the sixteenth through to the early eighteenth
centuries, [Europeans] succumbed to ‘porcelain dis-
ease’, purchasing massive amounts of Jingdezhen
ceramics (Finlay, 2010). Jingdezhen porcelain was
such a valuable commodity that European govern-
ments sent spies to discover how it was made. En-
trepreneurs across Europe tried to replicate porcelain
usingmedia such as glass, crystal, soapstone, barium,
and animal bones.
Maris Boyd Gillette (2016, p. 22)

Perhaps surprisingly, it took until about 1575 for the first
European soft-paste porcelain to be made in Florence — and
further still till 1708 for hard-paste or true porcelain to be
produced in Saxony by Johann Böttger, an alchemist (Gillette,
2016). On the industrial espionage side, a Jesuit missionary,
François Xavier d’Entrecolles (1712, 1722) wrote two letters
back to France detailing the specific ways Jingdezhen porcel-
ain was made (Leonard, 2006; Vashisth & Kumar, 2013). Finally,
a third type of porcelain (bone china) was discovered in 1794
by Josiah Spode in the United Kingdom, whose company still
produces porcelain to this day (Encyclopædia Britannica, 2024;
Özgündoğdu, 2005; see also rows Equivalence sought, Multiple
realisation, and Solution instances in Table 1). As the name sug-
gests, it uses bone ash obtained from cattle bones, to increase
this type of porcelain’s “white and semi-transparent character-
istics[, making it] whiter, thinner and more transparent than
other porcelain types.” (Özgündoğdu, 2005, p. 30)

Together these events, reverse engineering through alchemy
and industrial espionage (row Search strategy in Table 1),
meant that in the last three decades of the eighteenth century
Europeans produced their own porcelain with no dependence
onChinese imports (Kerr andWood, 2004). True porcelain then
was first created by Europeans roughly four centuries after it
was invented by Chinese experts, and at least one hundred
years after it was widespread in Europe (row Search duration
in Table 1).

This historical example, serves as a useful guide to think-
ing about parts of collective human cognition, that manifests
as true reverse engineering.3 In this case, the example involves
reverse engineering of a substance. This engineering task can
be summarised as: given a known instance of the substance
(e.g. porcelain), find a way of creating a close enough rep-
lica (e.g. soft-paste, hard-paste or true, or bone china). As re-
viewed in Cognitive science as reverse engineering, for many
this is analogous to how cognitive science ought to function.
This characterisation ofmodern cognitive science as construing
mind-as-substance may appear shocking to the reader. How-
ever, seeing scientists’ reasoning this way will reframe and ex-
plain many aspects of the disagreements and paradoxes within
and between modern computationalist thought. To facilitate
transparant analysis of the conceptual implications of reverse
engineering mind-as-substance, we next present a formalisa-
tion of this type of reverse engineering.

3.2 Formally searching for substances

ReveRse-EngineeRing Substances

Given: A set of possible ingredients I , a class of pos-
sible methods M, and a target substance T , defined
as a subset of properties4 {t1, t2, ..., tl} = T ⊆ P .

Task: Find a subset of ingredients I ′ =
{i1, i2, . . . in} ⊆ I and a method m : 2|I| → 2|P |

of type M, such that m applied to I ′ yields a
substance m(I ′) = S = {s1, s2, ..., sk} ⊆ P that is
structurally equivalent to T (denoted S ≈ T ). Here,
two substances S and T are said to be structurally
equivalent if and only if all (relevant) properties that
T posseses also S possesses, i.e. for each t ∈ T there
exists an s ∈ S, such that s ≈ t.

Reverse engineering a substance can formally be conceptual-
ized as a search in a combinatorially complex space.5 Above,
we present a (semi-)formal characterisation of how one can
possibly think about reverse engineering of a substance as a
kind of search in a complex space of possibilities. This form-
alism serves merely to improve conceptual transparancy and
to facilitate comparison and contrast for when we consider re-
verse engineering a computer (vs a substance). For readability,
the formalism leaves many details unspecified, but suffices for
our purposes.

3Analogous to how cognitive science is a form of collective human cog-
nition and how cognitive science is conceived of as reverse engineering by
makeism (recall section 2, Cognitive science as reverse engineering).

4Our formalisation of ‘substance’ is generally consistent with ‘bundle the-
ory’ (i.e. the idea that substances are just bundles of properties; see Gyekye,
1973 for a critique). However, we make no deep metaphysical commitment
about the nature of substances, and here merely assume these properties can
be defined by humans insofar as relevant to their purposes.

5To illustrate just how combinatorially complex this search space is, con-
sider that the number of possible subsets I′ grows exponentially in the num-
ber of possible ingredients to choose from (i.e. 2|I|). Even for 50 possible
ingredients, there already exist more than 150,000,000,000,000,000,000 possible
mixtures. Moreover, the classM may allow for all kinds of methods of mixing
ingredients in various quantities and performing actions on the mixtures (such
as heating, cooling, pressuring, centrifuging, steaming, etc.). Since operations
can be applied in different orderings and even repeatedly on subsets of the sets
of ingredients, in sequence and in parallel, the number of possible methods
is vast as well. Given the astronomical size of 2|I| and the vast number of
possible candidates for m neither can be assumed to be ‘given’ to the reverse
engineer in any explicit sense, but can only be intensionally specified.
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Table 1: Comparison of the differences between two historical cases of true reverse engineering. In the case of porcelain, for
example, the candidate substance (an artifact that does not compute; row 1) must be highly correlated on material properties, if
not identical to, porcelain (rows 2, 3, 6, & 7 ). In contrast, for the case of reverse engineering a computer, internal and external
parts may diverge completely, having no relationship with each other — there are infinitely many (potential) solutions (rows 3
& 6). In both cases, to both limit the search space (for both it is unbounded) and search time (row 4) complexities, peeking at the
solution (row 5) was a necessary part of reverse engineering.

ReveRse EngineeRing PRopeR

Porcelain, substance ЕС ЭВМ, computer

1) Computation performed none or identity function (universal) Turing machine

2) Equivalence sought structural functional

3) Multiple realisation minimally or uniquely realisable massively or infinitely realisable

4) Search duration thousands or hundreds of years single digit number of years

5) Search strategy industrial espionage, alchemy industrial espionage, engineering

6) Solution instances very few, one to three infinite

7) Verification method correlation principles of computation

Given some target substance S, the reverse engineering task
is to find a subset of ingredients I ′ = {i1, i2, . . . , in} ⊆ I and
a method m, such that when method m is run on input I ′ it
produces a substance S (row Computation performed, Table 1).
Conceptually, we exclude from I any singleton sets, since we
are looking for how to make S, and we are not interested in
finding S ready-made. This also excludes from M methods
that map the input to the output directly, as this would be akin
to having S ready-made.

We can check whether we have found a valid pair (m, I ′)
when S is produced and compared to a set of target properties,
T = {t1, t2, . . . , tl}, which it can be verified using correlation
or identity (row Verification method, Table 1). So m(I ′) = S
can be verified as a solution by examining the properties ofS =
{s1, s2, . . . , sk} by checking if S ≈ T . For each substance and
target property pair, s ∈ S and t ∈ T , different methods can be
used to check for equivalence, but all can be defined as easy and
quick to evaluate to make this problem (marginally) simpler.
In other words, correlation or equality can be relatively easy
to compute, such that knowing if T and S are instances of the
‘same’ substance is readily knowable once S is produced by
a given (m, I ′) pair (rows Multiple realisation and Equivalence
sought Table 1).

Given these properties it might be the case that if a given S
appears to match our T but not closely enough (if we set cer-
tain deviation bounds for properties), then we may be getting
close to finding a neighbouring S′ that does match T . Here,
‘neigbouring’ means that there is only a small change in the
chosen set or quantity of ingredients or only a small change in
the method. In other words, if, say, T requires the substance to
be light-permeable to a certain degree and S is close but out-
side our transparency target, then it might stand to reason that
S′ might make the cut. While there is no guarantee for this, it
might be a useful strategy when searching the space of possib-
ilities.

Other useful strategies that can diminish the vastness of this
search space — although again with no guarantee — can be to
condition testing a given m if it includes firing the ingredients

in a kiln after mixing them together. One might think, mis-
takenly, that it is therefore a requirement for finding a good
m to fire up a kiln and then conditional on that run a variety
of methods using a kiln. But industrial espionage can be part
of the search for m, which involves no direct use of a kiln. In
other words, a goodm can be constructed through a successful
attempt at industrial espionage which obtains the steps to a re-
cipe for porcelain. Thus requiring no firing up of a kiln in the
search for anm, only in the process of applyingm(I ′) to obtain
S since we need the substance itself to check if it is porcelain.
Other so-called heuristics might be used too, for example: the
ingredients should be as white as the finished product, but one
of the unfired ingredients “ought to border a little on the green
side” (d’Entrecolles, 1712; also: Kerr and Wood, 2004); the in-
gredients should be mined from the ground, but recall animal
bone ash is used to make bone china, which “has the highest
translucency property in standard product thicknesses among
all the porcelain types.’ (Özgündoğdu, 2005, p. 30); or that the
unfired wares when placed in the kiln should retain their shape
and size, unlike baked goods which notoriously deform and ex-
pand, since the thickness and opacity of the finished product
are important. Historically, a mix of both industrial espionage
and laborious firing of pottery in a kiln was necessary for dis-
covering porcelain (see Search strategy, Table 1).

The search for porcelain describes a type of reverse engin-
eering, when it comes to (re)creating a known substance given
a sample of the substance or given its material properties. In
the case of porcelain, this gave rise to (at least) three types
of porcelain (row Solution instances, Table 1), with the recipe
(method plus ingredients) for true porcelain being obtained
through both laborious trial and error as well as industrial es-
pionage, i.e. stealing the recipe (row Search strategy, Table 1).
Thismay be unsurprising given the vastness of the search space
— even if shrunk using common sense, i.e. requiring a kiln to be
part of the instructions, it is still huge (see footnote 6) — but we
will see in the following sections how this vastness somehow
gets left behind (recall this took hundreds of years; row Search
duration, Table 1) when our reasoning contains (perhaps un-
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wittingly) the assumption that mind is substance. Which is to
say, we cannot steal the recipe for the brain or mind, so how
are we even imagining we can meaningfully shrink this space?

Before we move to the next section, Reverse engineering
computers, it must be noted that when a given S is compared
to the target T , the process can be such that there are infin-
ite properties for comparison; properties need not be limited
to a fixed length, l. For a given substance, S, which we sus-
pect is porcelain, when we compare it to true porcelain from
Jingdezhen, T , we can keep generating data points. In other
words, we may keep asking if si ≈ tj while i and/or j go to
infinity (or some very large value), by continuously sampling
various measurements from the two materials. In fact, if in-
deed it is the case that S is structurally equivalent to T (within
the bounds we define) this continuous sampling and checking
should prove to generate more and more confirmatory evid-
ence that they are the ‘same’ for our purposes. So, whether l
is small, large, or infinite, the more properties that S matches
on T , the more certain we can be that we have hit on two in-
stances of the same substance, that we have found the right re-
cipe,m(I ′) ≈ T . As we move down our list ticking off proper-
ties, and theymatch, we can, with eachmatch, get more excited
that we have “cracked the porcelain code” (Leonard, 2006). And
vice versa, we know a priori that true porcelain will match on
all these properties with itself. Clearly, these properties hold
for the actual case of deciding if two substances match (rows
Equivalence sought and Verification method, Table 1). There-
fore, one may think that it stands to reason that a substance
will match with itself. To this we say: yes, substances have
this property by definition. Computers, Turing Machines, do
not.

4 Reverse engineering computers

4.1 ЕС ЭВМ

In this section, while we remain within the scheme of reverse
engineering, we move to an example and paradigm that in-
volves computation, i.e. the target of our search is a digital
computer (row Computation performed, Table 1; Fyrbiak et al.,
2017; Rekoff, 1985). This puts us in line with how computation-
alists who espouse reverse engineering and therefore makeism
should reason— in line with how their metatheoretical calculus
should tick along — in principle. While no formal treatment of
these two cases in the way we describe has been given, others
outside cognitive science have noticed a distinction:

A knife can easily be reproduced by knowing its
dimensions, its materials, and how those materials
were treated. A microprocessor probably cannot be
reproduced from a specimen or collection of speci-
mens; in all likelihood it is easier to start with a clean
sheet of paper. In fact, there are a large number of
people who are not convinced that it is possible to
perform a “complete” test on a microprocessor chip
at all.
Michael G. Rekoff (1985, pp. 244–245)

The ЕС ЭВМ (also known as the ES EVM, Unified System, or
Ryad) series of computers were clones, i.e. faithful duplicates,
of the IBM System 360 series of mainframes (Central Intelli-
gence Agency, 1973; Gray & Smith, 2001; Levin, 2016a; Szabó,

2020; Пржиялковский, 1997; Савватеев, 2023). The System
360was announced in 1964 and appeared on themarket in 1965,
promising upwards and downwards compatibility between the
series’ machines’ firmware and software, i.e. they created an
abstraction layer that allowed the same machine code to run
on all models within the series (Amdahl et al., 1964; Watson
& Petre, 2000). Cloning these computers was intended to help
the USSR and the Eastern Bloc generally take advantage of inter
alia the breadth of software that ran on IBM computers (Davis
and Goodman, 1978; Donig, 2010; Levin, 2016a, 2016b; Szabó,
2020; row Equivalence sought, Table 1). What the Soviet and
other Council for Mutual Economic Assistance (Comecon) re-
verse engineers did to achieve this, similar to the Western at-
tempts to recreate porcelain, was industrial espionage as well
as making use of legally obtained licences, mixed with — not
alchemy this time!6 — their knowledge of the principles be-
hind computer hardware and software engineering (Goodman,
1979; Levin, 2016a; Malinovsky et al., 2010; Szabó, 2020; row
Search strategy, Table 1).

Going back to the start of the story in the 1960s, “com-
panies such as IBM […] promulgated their concepts through
teaching materials[, thus] ultimately reshaping these patterns
of exchange. Eastern Europe, like Western Europe, at that
time lacked a center of comparable gravity” (Donig, 2010, p.
34). With the advent of IBM’s System 360 mainframes in 1965,
which were incredibly well-received by the Western world
(Gray & Smith, 2001; Watson & Petre, 2000), many compan-
ies in, e.g. Germany, Britain, the USA, and so on, made their
own clones. For example, the RCA’s (a company based in the
USA) Spectra 70 brochure boasted that:

all non-privileged instructions, formats and charac-
ter codes are identical with the corresponding fea-
tures in IBM’s System 360. Yet, though they appear
to be similar to the outside world when it comes to
performing a specified job, internally the Spectra 70
systems are quite different, employing a uniquely in-
dividual logic, and exploiting a faster responsiveness
which their special characteristics make possible.
RCA Corporation (1965, p. 9)

Notably, they lean in to multiple realisability (Chirimuuta,
2018, 2021; Egan, 2017; Figdor, 2010; Guest & Martin, 2023;
Hardcastle, 1995, 1996; Litch, 1997; Miłkowski, 2016; Polger &
Shapiro, 2016; Ross, 2020). This underlines that the clone’s in-
ternal components give rise to differences such as, e.g. faster
hardwarewhen compared to the original IBM System 360 (rows
Equivalence sought, Multiple realisation, and Solution instances,
Table 1).

The USSR, like the companies mentioned above who made
clones, noticed IBM’s successful System 360, with a 1966 re-
port documenting that “a number of foreign publications em-
phasiz[e] its ‘revolutionary character’.” (Levin, 2016a) And so
in 1967, inspired by IBM and undeterred by the embargoes im-
posed on it by the USA (Malinovsky et al., 2010; Yasuhara,

6The successes of alchemy and chymistry (direct precursor to modern
chemistry; Serrano et al., 2022) should not be mocked in such a context, not
least because they meet certain highly-prized standards of modern science,
such as openness and replicability (Frietsch, 2021; Rampling, 2020). In addi-
tion, it shows some interesting parallels with modern AI and machine learning
techniques in some people’s eyes, e.g. “Alchemy was not only a proto-science,
but also a ‘hyper-science’ that overpromised and underdelivered.” (Dijkgraaf,
2021, n.p.)
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1991), the Soviet Union invited “Bulgaria, Czechoslovakia, the
GDR, Hungary, Poland and Romania […] to join the Unified
System of computers” (Szabó, 2020; Cuba joined later; Levin,
2016a, 2016b). This being said, this was not a decision the USSR
and the other Comecon countries arrived at lightly7 (Malin-
ovsky et al., 2010; Пржиялковский, 1997).

Somewere afraid that it was almost impossible [to re-
verse engineer the System 360] and, for that reason,
there was no necessity in direct reproduction of the
prototypes’ structures. Many suggested to improve
the foreign solutions according to designers’ own
ideas and individual understanding, which naturally
were very different.
Vladimir Konstantinovich Levin (2016b, n.p.)

But arrive at it they did, and manufacturing plants were chosen
to be inter alia in Minsk, Yerevan, and Moscow (Levin, 2016b).
The trail here goes colder, but we know “the Poles had docu-
ments on the input/output interface, the East Germans on chip
sets, and the Soviets glossaries of terms and algorithms.” (Pet-
rov, 2023, p. 87; row Search strategy, Table 1)

Importantly, ЕС ЭВМ clones

are not a reverse engineering of the IBM s/360 ma-
chines in the sense that [they are] exact (or nearly
exact) copies[.] That would imply duplication down
to the level of circuit components and, if truly suc-
cessful, interchangeability of parts between the ori-
ginal and the copy. This level of reverse engineer-
ing of a major computer system has never been car-
ried out anywhere in the world. [ЕС ЭВМ] might be
described as an effective functional duplication. The
architecture, instruction set, and data channel inter-
faces are the same, permitting the use of IBM soft-
ware and interchange at the CPU or major subsystem
level with relatively little difficulty.
Seymour E. Goodman (1979, p. 556)

Interestingly, the ЕС ЭВМ’s hardware is sometimes superior
(Central Intelligence Agency, 1973) or utterly unrelated to the
original, showing deep creativity and understanding of what is
being reverse engineered, e.g.

the ES-1040 displays an aggressive design approach
in that it has an instruction logic that does not appear
to have been taken from anyWestern machine[.] The
ES-1040 has memory interleaving, instruction look-
ahead, and an instruction stack for three 64-bit words
that permits queuing of up to six instructions. No
IBMmodel had all of these features in a single model.
Central Intelligence Agency (1980, p. 6)

In addition, not only are the internal components divergent to
the original IBM machines, the way these systems were built
is also different, e.g. “hand assembly” (Central Intelligence
Agency, 1989, p. 6) as opposed to presumably a more auto-
mated approach by IBM (recall rows Equivalence sought, Mul-
tiple realisation, and Solution instances, Table 1).

7This reflects similar deliberations and worries within IBM, e.g. the CEO
Thomas J. Watson Jr. said: “[the System/360] was the biggest, riskiest decision
I ever made, and I agonised about it for weeks, but deep down I believed there
was nothing IBM couldn’t do.” (Watson & Petre, 2000, p. 295)

By 1971, the ЕС ЭВМ was a reality, with the first main-
frame in the series being produced (Davis & Goodman, 1978;
Пржиялковский, 1997). So a mere half decade after IBM’s ori-
ginal System 360 series started being sold, the USSR and Come-
con countries, had reverse engineered it, creating a faithful
clone that could run firmware and software written for IBM’s
hardware (row Verification method, Table 1). Perhaps surpris-
ingly, the ЕС ЭВМ computers are overwhelmingly seen in a
negative light (e.g. Malinovsky et al., 2010; Ter-Ghazaryan,
2014) and largely underrepresented in the literature (at least
in English language sources; Jankowska, 1993), but this pro-
ject clearly played a positive role in the dramatic and success-
ful computerisation of the participating countries (Impagliazzo
& Proydakov, 2011; Levin, 2016b; Szabó, 2020). For our pur-
poses, lessons from this project are valuable to draw out prob-
lems with computationlists’ metatheoretical manoeuvres. But
first we move to formally treating this true type of reverse en-
gineering.

4.2 Formally searching for computers

ReveRse-EngineeRing ComputeRs
Given: A set of possible electronic elements E , a class
of possible computer architecture designs D, and a
target computer t (whose architecture and elements
are initially unknown).
Task: Construct a computer c of type d ∈ D from
elements in E such that c and t are functionally equi-
valent (denoted c ≡ t). Here, two computers c and
t are said to be functionally equivalent if and only if
the following two conditions are met:

a) any computer program P that can run on t can
also run on c; and

b) for any input ip for P , the output of c(P, ip) =
t(P, ip).

Reverse engineering a computer can formally be conceptual-
ized as searching a spaceD that contains all hardware architec-
ture designs, and a space E that contains all sets of electronic
elements, for an architecture, d ∈ D, and a set of elements,
e = {e0 e1 . . . en} ∈ E , where E is the power set of all unique
elements. Unlike before, applying d(e) produces a computer c
and not a substance (row Computation performed, Table 1). We
can exclude from D designs that map the input to the output
directly — and from E we can exclude any singleton sets since
we are looking for how to make c and not for an electronic
device that is ready-made to be equivalent to our target. How-
ever, having our target t or an equivalently detailed functional
specification of it handy is imperative for knowing we have in
fact found what we are seeking (if not multiple targets: one to
remain untouched, many to dissassemble; Rekoff, 1985). Un-
like before, correlation is not (straightforwardly at least; more
below) a possible metric for knowing if we have reached the
target (row Verification method, Table 1).

In order to know whether we have found a valid pair (d, e)
when c is produced we need to compare c to a functional spe-
cification, which is both formally defined, if we are lucky ex-
haustively so, and empirically brute-forced, i.e. various hard-
ware, firmware and software testing (row Equivalence sought,
Table 1). The first requirement involves making sure that the
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system is Turing-complete at some level of engineering ab-
straction, e.g. the electronics level, by ensuring (d, e) produces
NAND gates, flip-flops, latches or some other complete piece
of logical hardware components and that these work, e.g. have
a power supply, etc.8 We may also wish to specifically search
for registers, CPUs, and so on, but this is not required as other
circuit components can also be developed instead.

As a reverse engineer, we are aware of basic computer sci-
entific and hardware engineering principles that are at play to
create a general purpose digital computer, and so can also use
this knowledge as required (row Solution instances, Table 1).
This is equivalent to assuming that porcelain, at least as made
by the experts in Jingdezhen is something made from minerals
(ingredientsmined from the ground) fired in a kiln, or assuming
that the shape and size of the assembled ingredients one places
in the kiln does not change significantly after firing, unlike say
dough after baking. Furthermore, this equivalence between the
thinking process highlights that in the case of bone china, a
type of porcelain, one of the ingredients is bone ash (made from
animal bones, which are not mined from the ground; Özgün-
doğdu, 2005). So just because some ingredients/components or
methods/architectures might seem right a priori, they are cer-
tainly not the only way to get to the target (row Search strategy,
Table 1). Notwithstanding, in the case of hardware reverse en-
gineering we have very strong reasons to believe, and therefore
detect with our expertise and cognition generally, that dissoci-
able modules (for testing, manufacturing, etc.) were used in the
design process. And so “[i]f the module boundaries [are used]
as the boundaries of the entities for which the specifications
are being prepared, the preparation of these specifications can
be greatly expedited.” (Rekoff, 1985, p. 251)

The second step of the verification process is exactly why
we are reverse engineering in the first place: we want firm-
ware and software written by others for the target system to
run on our clone. This is carried out once we have decided the
system is ready to be tested, i.e. not if we just have a candidate
pair (d, e) that produces a system that does not turn on if it
uses electricity and if we choose to create an electronic com-
puter, mutatis mutandis for any other way of powering our
clone. And so, once we decide it is ready to run our library
of programs by running on c a set of firmware and software,
P = {P1, P2 . . . Pm}, which it can be verified against if and
only if we know what behaviour c is meant to display given
P . This can be automated as a series of tests, but failures will
not necessarily be informative, only successes. In other words,
if the system c we have built fails to run the programs P we
have in our collection, we cannot infer how we need to fix it,
what changes to make or what went wrong necessarily. We
can only know that we need to fix it, we must make some kind
of modification to obtain a better candidate pair (d, e).9

Industrial espionage and obtaining legal licences play a role,
as before in the case of porcelain, in trimming the search space
down significantly (Central Intelligence Agency, 1973; Good-
man, 1979; Levin, 2016a; Malinovsky et al., 2010; Petrov, 2023;
Szabó, 2020). In the case of the ЕС ЭВМ, knowledge of IBM’s

8Themere existence of say NAND gates in our collection of electronic com-
ponents E does not ensure Turing-completeness in c. They are not sufficient
for a machine to display completeness, we need to make sure c is Turing-
equivalent.

9In general, determining whether two computers c and t are functionally
equivalent is uncomputable (Rice, 1953), i.e. there cannot exist any computa-
tional procedure guaranteed to solve this problem (row Verifiability in Table 2).

Extended Binary Coded Decimal Interchange Code (EBCDIC)
character encoding and of the assembly language and corres-
pondingmachine code — i.e. the finite set of all commands (and
what they do) of which all programs are made of — is enough
to prove that applying d(e) gives us a c we are satisfied with.
In other words, having access to documents such as Fagg et al.
(1964) provides serious hints as to what to build and how. We
need not brute force test using the library P if we have the ma-
chine code, except for checking that the hardware peripheral
input/output devices work and that the time and space com-
plexity of the hardware is sufficient.

Based on the two verification steps above, we can infer: the
first is tractable, in the sense that making Turing-complete
components is a process that is well-known to us as hard-
ware (reverse) engineers. The second step is incredibly diffi-
cult, if not entirely intractable, without peeking at the meth-
ods the original engineers used (Rich et al., 2021; van Rooij
et al., 2024). Nothing other than knowing what we want the
output to look like is guiding us, which provides no guidance
within a formal framework — without knowing how IBM built
their mainframes, only informal intuition and luck can stand
a chance at aiding us (recall this took less than a decade; row
Search duration, Table 1). On this point, others have commen-
ted on the reversing accomplished by those working on the ЕС
ЭВМ.

As more and more circuits are etched into a smal-
ler and smaller space, the task of copying or reverse
engineering a microprocessor becomes increasingly
difficult for the person without knowledge of the de-
signers’ original intent.

David A Wellman (1989, p. 80)

What perhaps causes confusion or a loss of intuition is that
on the one hand there appear to be infinite possible instanti-
ations of general purpose computers (rows Multiple realisation
and Solution instances, Table 1), while on the other hand (as
we shall see below) no guarantee is given to find such a sys-
tem because the search space is even larger than the space of
plausible candidate solutions. In the cognitive science setting,
no peeking at the solutions, or at hints, can help us shrink the
space. No industrial espionage is possible. No intent has en-
gineered cognition (cf. Hardcastle & Hardcastle, 2015; Lee &
Johnson-Laird, 2013; Rekoff, 1985; Tennor, 2015; Vaesen & van
Amerongen, 2008).10 Brains and minds are not engineered sys-
tems and so inferences that apply in reverse engineering proper
fall apart in a cognitive scientific context. These confusions
— which manifest as shuttling between the two incompatible
columns in Table 2 — are what we will unpack below.

5 Mind-as-substance versus mind-as-
computer

A network of commitments is in reflective equilib-
rium when each of its elements is reasonable in light

10In the framework of those who propose evolution has some teleological
intent-like properties (e.g. Boudry & Pigliucci, 2013; Csete & Doyle, 2002; Den-
nett, 1995; Dretske, 2000; Erneling & Johnson, 2005; Figdor, 2023; Harnad, 2003;
Jonas &Kording, 2017; Leahey, 2005; Simon, 1995), there seems no sensible way
to discern it either.
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Table 2: Comparison of the differences between viewing the mind as a substance and viewing it as a computer under reverse
engineering as a neurocognitive methodology. The columns represent the two theses’ mutually exclusive properties and vocab-
ularies, e.g. in row 1) what type of analysis is carried out: mechanistic (column Property, Mind-as-substance) versus functional
(column Property, Mind-as-computer); and what language used is consistent with each approach, e.g. the phrase ‘interactions
amongst components’ (in pink, column Vocabulary, Mind-as-substance) versus ‘input-output mapping’ (in grey, column Vocab-
ulary, Mind-as-computer). The final column, Mix-and-match represents the metatheoretical calculus, the pattern we see in the
literature, which is what it says on the tin: a mishmash of the previous two theses that computationalists are forced to con-
tort their science into. In the main text, extracts contain highlighted phrases using the colour matching that of the respective
column in the table above. Importantly, it is not correct usage to use single words or phrases in the Vocabulary columns to
diagnose what thesis, mind-as-substance or -as-computer, is being used when we notice the reverse engineering methodology
being deployed. For example, we do not propose that seeking a mechanistic understanding is necessarily equivalent to the
thesis mind-as-substance without minimally a commitment to reverse engineering, makeism, and/or computationalism being
established, and even then one must exercise caution (Guest & Martin, 2021).

NeuRocognitive Thesis UndeR ReveRse EngineeRing as Methodology

Mind-as-substance Mind-as-computer Mix-and-match

Property Vocabulary Property Vocabulary Property

1) Analysis mechanistic interactions amongst
components, machinery,
mechanism, similar to
biological neurons, struc-
ture

functional abstract, behaviour,
cognition, compu-
tation, function,
input-output map-
ping, task

both in name, but
neither causal mech-
anistic explanation
nor functional decom-
position is provided

2) Correlation
with data

required,
informative

benchmark, data, dataset,
correlation, measure,
predict

irrelevant,
misleading

cognition, computa-
tion

correlation is deemed
required and inform-
ative

3) Multiple
realisability

rejected correlation, similar to
biological neurons, struc-
ture

in full swing abstract, algorithm,
cognition, computa-
tion

implicit and explicit
shuttling between
rejection and accept-
ance

4) Number of
instances

one or few anatomical, structure infinite algorithm, cogni-
tion, computation

shuttling between
uniqueness of mind
and remaining unad-
dressed

5) Structural
similarity

required anatomical, interactions
amongst components,
machinery, measure,
mechanism, similar to
biological neurons, struc-
ture

irrelevant,
impossible

abstract, cognition,
computation

shuttling between
required, e.g. models
are brain-like, and
irrelevant, e.g. models
are abstract

6) Verifiability possible correlation, benchmark,
data, dataset, measure,
predict

uncomputable algorithm, cogni-
tion, computation

datasets, benchmarks,
and correlations
deemed arbiters

of the others, and the network as a whole is as reas-
onable as any available alternative in light of our rel-
evant previous commitments. Even if some compon-
ents would be doubtful in isolation, collectively they
constitute an interwoven tapestry of commitments
that we can on reflection endorse.
Catherine Z. Elgin (2017, p. 4)

What do we learn about reasoning in cognitive (neuro)science
from the above analysis of reverse engineering a substance
versus a computer? Through the side-by-side contrast we see
in Table 1 we can infer, based on the method a scientist uses,

what must follow about their beliefs and vice versa, culmin-
ating in the conclusion presented in Table 2 about what their
thesis, their “network of commitments”, about the nature of
cognition could be. Furthermore, it is possible we can evalu-
ate “how the network of commitments hangs together when
we recognize how it might fall apart, how easily it might fall
apart, and what the consequences of its doing so would be.”
(Elgin, 2017, p. 307). The analysis captured by column Mix-
and-match, Table 2, comprises the metatheoretical calculus of
the field with respect to “reverse engineering” as conceived by
cognitive neuroscientists (Guest, 2024; Guest & Martin, 2023,
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2024): taking a little from column A, a little from column B.
The problem is that the two columns are incompatible. And
so we encounter problematic methodological manoeuvres both
in principle and in practice. In the remainder of this section,
not only do we see self-described computationalists methodo-
logically treat mind as a substance — a position incompatible
with core computationalist axioms — we also see a mixing and
matching of methodologically treating mind as a substance and
as a computer in violation of both of these mutually exclusive
belief systems (column Mix-and-match, Table 2).

Foundational cases of methodological proposals have
already been touched on in section 2, Cognitive science as re-
verse engineering, where we can see in light of Table 2 how
the commitments by philosophers of mind and of cognitive sci-
ence are themselves at odds with seeing mind either as a com-
puter or as a substance, instead framing them as a mishmash of
both, which is in violation both of consistency and of compu-
tationalism.11 Using each row in Table 2, we can discern that
practitioners:

1) attempt both a functional and a mechanistic analysis in
name, but avoid a functional decomposition and/or an
analysis of the causal mechanistic components in practice;

2) prize correlation with data, where the more correlations
between computational model and neuroimaging and be-
havioural data, the better;

3) reject multiple realisability, implicitly or accidentally, es-
pecially when explicitly stating there are few candidate
instances of minds;

4) believe that we are somehow close to (reverse) engineer-
ing brain, cognition, and/or behaviour instead of acknow-
ledging there are infinitely many candidate solutions un-
der computationalism;

5) seek similarity between putative structures in the brain
and their models; and finally,

6) assert that more and more data collection is a necessary
activity to evaluate, or furthermore validate as brain-like,
our computational models.

Such methodological properties place scientists predominantly
in the mind-as-substance column, something perhaps discom-
bobulating and disparaging to contend with if one is a compu-
tationalist (captured in column Mix-and-match, Table 2). To
further elucidate this, in Table 2 words and phrases have been
highlighted in colour as a function of which thesis they are con-
sistentwith, seeVocabulary columns underMind-as-substance
(pink) and Mind-as-computer (grey) columns. For example:

In our framing, reverse engineering consists of fig-
uring out the input-output mapping for all neur-
ons and muscle cells as well as the inputs from
the world (i.e. system identification), then reas-
sembling the collection of input-output functions
into a robust, simulatable model that can exhibit key
behaviors when connected to the simulated body. To
be successful, this workingmodel should recapitulate

11The authors condone neither a mixing of the two nor either individually:
reverse engineering is not a viable scientific methodology (see section 6, Will
the real computationalist please stand up?).

behavior under a range of conditions, stimuli, and
perturbations.
Gal Haspel et al. (2023, reference to figure removed,
n.p.)

Another example of this pattern of reasoning is present here:

Recently, a new “reverse engineering” approach to
computational modeling in systems neuroscience
has transformed our algorithmic understanding of
the primate ventral visual stream (Bao et al., 2020;
Cadena et al., 2019; Cichy et al., 2016; Kietzmann
et al., 2019; Kubilius et al., 2019; Schrimpf et al.,
2018, 2020; Yamins et al., 2014) and holds great
promise for other aspects of brain function. This
approach has been enabled by a breakthrough in
artificial intelligence (AI): the engineering of arti-
ficial neural network (ANN) systems that perform
core perceptual tasks with unprecedented accur-
acy, approaching human levels, and that do so us-
ing computational machinery that is abstractly
similar to biological neurons. [ANNs] for object re-
cognition have now been shown to predict the re-
sponses of neural populations in multiple stages of
the ventral stream (V1, V2, V4, and inferior temporal
[IT] cortex), in both macaque and human brains, ap-
proaching the noise ceiling of the data .
Martin Schrimpf et al. (2021, citation style modified,
p. 1)

Explicit commitments to mind-as-computer and to reverse en-
gineering as methodology are made often (e.g. DiCarlo, 2018;
Dupoux, 2018; Haspel et al., 2023; Jonas & Kording, 2017;
Schrimpf et al., 2021; Zednik, 2018). These examples explain,
in other words, that they perform an analysis that is functional
(rowAnalysis, Table 2) and black boxwith respect to the system
they are interested in, e.g. “solving the problem by machine
learning from large datasets” (Haspel et al., 2023, n.p.) and

an alternative approach ‘reverse-engineering’ (Di-
Carlo, 2018): effectively searching through the very
large class of all possible neural network models by
iteratively improving the current best model, based
on guidance from benchmarks .
Martin Schrimpf et al. (2020, p. 420)

However, the reliance on benchmarks and datasets places
them in mind-as-substance (rows Correlation with data, Num-
ber of instances, and Verifiability, Table 2). In other words,
these cognitive (neuro)sciensts want an “input-output map-
ping” (Haspel et al., 2023, n.p.) provided by the ANN, essen-
tially used as a statistical model since it is used without any
deeper functional decomposition into cognitive capacities (and
this is quasi-scientific at best, viz. Guest & Martin, 2024; Sing-
mann et al., 2022; Sullivan, 2022). The models perform some-
thing more akin to function approximation, both in practice
and in their own words (Guest & Martin, 2024). This strategy
is distinct from brute forcing a functional specification of the
target system, since “implementations are not specifications”
(Cooper & Guest, 2014). This is an even lower bar than that
sought in section 4, Reverse engineering computers.12 In

12But note that use of benchmarks, and of functional approximation to them,
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many such examples, there is further elaboration: “The core
of reverse engineering a nervous system is figuring out how
interactions among components (here neurons) shape neural
dynamics and behavior” (Haspel et al., 2023, n.p.). As well as:

Only synthesis in a computer simulation can re-
veal what the interaction of the proposed com-
ponent mechanisms actually entails and whether
it can account for the cognitive function in ques-
tion. If we did have a full understanding of an
information-processing mechanism, then we should
be able to engineer it.
Nikolaus Kriegeskorte and Pamela K. Douglas (2018,
p. 1148)

This shifts back to a mechanistic analysis, given their focus on
proposed causal interactions between the theorised relevant
components (typical of neuroscience; Chirimuuta, 2013; Guest
& Martin, 2025; Miłkowski, 2016; Ross & Bassett, 2024; Zednik,
2014). These cases are explicit, e.g. “integrative benchmarking
[is] the next step to building neurally mechanistic models of
domains of human visual intelligence.”(Schrimpf et al., 2020,
p. 420) Looking at Table 2’s row Analysis, when previously
we were set up to expect a functional analysis to match com-
putationalism, we are now firmly placed in mind-as-substance
territory.

Another important aspect are claims like: “If we had away of
hypothesizing the right structure , then it would be reasonably
easy to test.” (Jonas & Kording, 2017, p. 16) Also:

in silico experiments would then allow us to build
understanding: to interpret the dynamics in terms
of computational concepts, from decision-making,
memory, and sensory integration to attention and
coordination, and indeed to understand fundamental
principles of circuit structure and function.
Gal Haspel et al. (2023, n.p.)

On the one hand, the analysis is one of a cognitive (e.g. ref-
erence to decision-making, attention, etc.) and computational
system (row Analysis, Table 2). However, on the other hand,
they ask:

Can we easily be misled and believe we understand
how a nervous system works from partial recording?
How probable is it that the models we fit get the
correlations right and the causalitywrong (Tremblay
et al. 2022)? Howmuch data of what kind is too little
to reverse engineer systems?
Gal Haspel et al. (2023, n.p.)

Here, they instead underline that using correlations as evalu-
ations of (statistical) model fit is potentially misleading (row
Correlation with data, Table 2).

Correlations are utterly misleading if one subscribes to
the mind-as-computer thesis. Two computers can be 100%
identical under any meaningful definition of identical, e.g. two
laptops can have identical hardware specifications, but have ut-
terly uncorrelated pixels on their screens as well as contents

is only reasonable as a reverse engineering method if multiple realisability is
rejected. Since, in the face of multiple realisability that follows from mind-as-
computer there is massive underdetermination of algorithms and implement-
ations for any given (approximate) function.

loaded in their memory or stored on their hard disk drives, e.g.
somebody can be watching a video on full screen, and another
user can have various windows open to do with programming.
And the opposite is true, a Raspberry Pi (a computer that is
built on a single circuit board) and a typical laptop can have
identical videos playing, but their hardware is divergent. In the
final question quoted, they invoke the amassing of data, stat-
ing the more, the better. In this context, this is irrelevant (both
philosophically and statistically, e.g. Davis-Stober & Regenwet-
ter, 2019; Douglas, 2000; Duhem et al., 1982; Egan, 1999; Elgin,
2017; Kellen et al., 2021; Lasonen-Aarnio & Littlejohn, 2024;
Longino, 1990; Quine, 1953) and the attention to such aspects
is incompatible with reverse engineering computers (rows Cor-
relation with data and Verifiability, Table 2). These tensions ap-
pear unacknowledged, with frequent shuttling between mind-
as-substance and -as-computer:

Brains are the product of evolution and development,
processes that are not constrained to generate sys-
tems whose behavior can be perfectly captured at
some abstract level of description. It may there-
fore not be possible to understand cognition without
considering its implementation in the brain or, con-
versely, to make sense of neuronal circuits except in
the context of the cognitive functions they support.
Nikolaus Kriegeskorte and Pamela K. Douglas (2018,
p. 1157)

Brains can only be understood “abstractly” (i.e. functionally) if
we seek computational understanding.

Further examples of toing and froing can be seen in state-
ments like: “We are not only interested in having correct model
outputs (behaviors) but also internals that match the brain’s
anatomical and functional constraints” (Kubilius et al., 2019,
p. 3); and:

Understanding the computational mechanisms of
human vision therefore requires us to measure and
model the rapid representational dynamics across the
different regions of the ventral stream.
Tim C. Kietzmann et al. (2019, p. 21854)

These two positions are irreconcilable in light of Table 2, espe-
cially rows Multiple realisability, Analysis, and Structural simil-
arity.

The principle of multiple realisability (Chirimuuta, 2018,
2021; Egan, 2017; Figdor, 2010; Guest & Martin, 2023; Hard-
castle, 1995, 1996; Litch, 1997; Polger & Shapiro, 2016; Ross,
2020) in the context of mind-as-computer causes a cascade of
further multiple realisability:

computational states are doubly multiply realizable.
In addition to being realizable within a multitude of
disparate objects, a computational state is also real-
izable in any of an infinite number of (continuously
varying) physical states within the same object.
Mary Litch (1997, p. 359)

Therefore, it becomes clear that we have no hope of finding
any single “computational state” (Litch, 1997). And this is the
case even if we can peek at the engineered system’s specific-
ation, because computational states are not important for the
reverse engineering of computers. Only functionalism stands
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a chance of providing us with needed answers in this scheme
(Chirimuuta, 2018; Egan, 2017; Figdor, 2010; Guest and Martin,
2023; Hardcastle, 1995; McCarthy and Keil, 2023; van Rooij and
Baggio, 2021, cf. Miłkowski, 2016).

As Sejnowski puts it, “Although a workingmodel can
help generate hypotheses, and rule some out, it can-
not prove that the brain necessarily solves the prob-
lem in the sameway” (Sejnowski et al., 1988, p. 1304).
In other words, simulating the behavior only shows
that you have a candidate explanation; it does not
show that you have the right explanation, i.e. one
that produces the behavior in the “same way”.
Catherine Stinson (2018, p. 126)

Ways of deciding to consult Table 2, can be noticing when
a research programme is described as “reverse engineering the
human cognitive toolkit” (Fan, 2020, n.p.) or as “seek[ing] to
‘reverse engineer’ [the brain’s] algorithms [in order] to learn
both about how our minds work and build more effective ar-
tificial intelligence systems” (Yamins, 2019, n.p.) or as: “Re-
verse engineering the mind, or understanding the computa-
tional principles that give rise to cognition, is a common goal
of cognitive science, artificial intelligence, and neuroscience.”
(Groen, 2022, n.p.) Although, the methodology and metathe-
oretical reasoning we critique need not be labelled as ‘reverse
engineering’ by practitioners.13 And so the burden is, unfairly
perhaps, on the reader to notice its deployment through the
prism of Table 2.

A metatheoretical calculus that consists of proposing revers-
ing the mind and shuttling between the mind-as-substance and
-as-computer theses should be troubling (column Mix-and-
match, Table 2). A scholarwho reasons thewayswe havemeta-
theoretically mapped herein may not be a computationalist. If
they are indeed not computationalist, now is the time to rid
themselves of the computationalist and functionalist vocabu-
lary, constraints, and concepts. However, if they are compu-
tationalist, then our analysis here should be a wake-up call. A
scholar who subscribes to makeism, i.e. intends to stay firmly
within the mind-as-computer thesis as presented in Table 2,
also needs to perhaps reconsider their makeist stance,14 but re-
gardless needs to take heed of the incompatibility of their views
in light of their methodological practice. On the contrary, if
one is to staywithin the bounds of themind-as-substance thesis
as a computationalist, they should be cautious, not least be-
cause it gives rise to a category mistake (viz. Egan, 2020; Roze-
mond, 1998; Ryle, 2009/1949; Sayward, 1983). These issues
are all the result of methodological and metatheoretical man-
oeuvres performed to avoid the “falling apart” of the “network
of commitments”, but instead constitute its disintegration as
such (recall quote from Elgin, 2017). In other words:

a) reverse engineering coupled with the mind-as-computer
13In fact, the examples given in this paragraph (Fan, 2020; Groen, 2022; Yam-

ins, 2019) are not taken from archival sources, but scientists’ writings outside
the official literature.

14For instance, it is known that “[s]imulation of the brain by a computer is
unlikely not because of the massive computational power of the brain, but be-
cause of the overhead required when one model of computation is simulated
by another” (Parberry, 2013, p. 125). In other words, if one wants hold on
to computationalism and wants to reverse engineer cognition then makeism
seems more feasible if one does not even try to simulate the brain at the imple-
mentational level. It also is not necessary, since from the mind-as-computer
perspective only functional equivalence is sought.

thesis falls under makeism with its many traps (column
Mind-as-computer, Table 2; van Rooij et al., 2024);

b) reverse engineering coupled with the mind-as-substance
thesis is prima facie flawed when deployed by computa-
tionalists because it is incompatible with computational-
ism (column Mind-as-substance, Table 2); and

c) reverse engineering shuttling between both is a network
of commitments in full-blown decay in multiple ways, as
outlined above (column Mix-and-match, Table 2).

These tensions are core towhy reverse engineering should have
been dismissed out of hand, along with makeism generally, as
well as formal realism (Chirimuuta, 2021), and the dehumanisa-
tion and pseudoscience that comes from AI and machine learn-
ing, and other limiting, reductionist, and positivist views (An-
drews et al., 2024; Birhane, 2022; Birhane & Guest, 2021; Erscoi
et al., 2023; Gebru & Torres, 2024; van der Gun & Guest, 2024).

In conclusion, it is perhaps worth while giving a
warning against a very popular fallacy. The hearsay
knowledge that everything in Nature is subject to
mechanical laws often tempts people to say that
Nature is either one big machine, or else a conglom-
eration of machines. But in fact there are very few
machines in Nature.
Gilbert Ryle (2009/1949, p. 68)

6 Will the real computationalist please
stand up?
Oftentimes, however, philosophers of mind and oth-
erswriting on the philosophical implications of artifi-
cial intelligence fail to understand what computation
is, and what computation (in the context of the com-
putational model of the mind) implies about mental
processes.
Mary Litch (1997, pps. 357–358)

We should be on guard and strive to avoid “ill-posed argument-
ation [being] unwittingly permitted during (meta)scientific in-
ference” (Guest &Martin, 2023, p. 218). This paper explains the
serious reasoning problems that arise when cognitive scientists
deploy (knowingly or not) reverse engineering as a method to
understand brain, behaviour, and cognition. We explain this
using a metatheoretical calculus, embodied in Table 2. We
demonstrate what it means when we as cognitive scientists
insist on using reverse engineering as a methodology. Unbe-
knownst to us, our beliefs become contorted in grotesqueways,
when we appear to shuttle between the two theses mind-as-
substance versus -as-computer (cf. Hardcastle, 1995; Leibniz,
1714; Rozemond, 2014; Ryle, 2009/1949; Sayward, 1983). In
other words, we show that the methodological commitments
and forms of reasoning taken by practitioners do not follow
from computationalism, but in fact oppose it (also see Guest
& Martin, 2025, Box 1). This is facilitated by and facilitates
framing the mind as a substance and not as a system that per-
forms computations. We show that mutually exclusive aspects
are held to be possible, e.g. scientists seek structural simil-
arity while also proclaiming to support the idea of mind-as-
computer. But the models, e.g. ANNs, are nonetheless run

12



on a substrate that is a von Neumann machine, which should
be anathema to those who think structural similarity is im-
portant, and to those with a mind-as-substance view (recall
section 5, Mind-as-substance versus mind-as-computer). The
same goes for the black box, i.e. functional analysis approach
(Petrick, 2020) — how can a model we do not understand fur-
nish us with mechanistic understanding? That is to say, state-
ments by practitioners are made that contradict their own com-
mitments to computationalism, to multiple realisability, and to
what functional analysis can grant us even in the best case, e.g.
“the problem of reverse engineering a computational system,
including the human mind, seems to inevitably move primar-
ily from function to mechanism.” (Chater et al., 2011, p. 196)
This move simply cannot be the case.

These reasoning issues, we posit, stem from philosophers of
science, and especially of mind and of brain sciences, assert-
ing makeist claims such as Dretske (1994)’s titular claim If You
Can’t Make One, You Don’t Know How It Works (e.g. Dennett,
1995; Kriegeskorte and Douglas, 2018; Miłkowski, 2013; for cri-
tique and history see: van Rooij et al., 2024). These views them-
selves have their origins in the cyberneticsmovement of the 40s
and 50s, which first employed engineering and other formal
methodologies in “transformative and imperialist” ways to the
brain and psychological sciences broadly construed (Abraham,
2012; Petrick, 2020). The type of makeism we tackle herein
takes the form ‘if we cannot make x, then we cannot under-
stand x’. Through contraposition this provides us with ‘if we
understand x, then we canmake x’, where x is brain, cognition,
and behaviour. Such syllogisms if taken at face value mean we
will never know how the mind or brain “work” because, under
computationalism, we cannot realistically, i.e. tractably, make
such a system in practice (Rich et al., 2021; van Rooij et al.,
2024). So when proponents argue that, e.g. “[t]he history of
psychology suggests that well-specified task analyses (Marr,
1982) are the most tractable way of reverse engineering the
structure of cognitive mechanisms” (Pietraszewski & Wertz,
2011, p. 209), they can be safely rejected out of hand. Rich et al.
(2021) and van Rooij et al. (2024) explain, using formal proofs,
why tractability is not guaranteed by any method, scientific or
engineering. Ultimately, “the brain is a […] non-decomposable
system, [and so] reverse engineering [as a methodology] must
necessarily fail and will not provide the envisaged understand-
ing!” (Schierwagen, 2012, p. 149)

An important caveat is that some scholars use this phase
metaphorically (Polger & Shapiro, 2023). For example, Natalia
Levshina (2021) explains that she uses it as an analogy: “Sim-
ilar to reverse engineering, we determine which of the prob-
abilistic measures could have been responsible for the recur-
rent cross-linguistic patterns described in the literature.” (p.
1) Also, Iris van Rooij and Todd Wareham (2008) use reverse
engineering as a contrast for the type of (forward) engineer-
ing that pervades computer science as an engineering field, i.e.
“cognitive science is engaged in a form of reverse engineering,
to be contrasted with the forward engineering that typically
occurs in computer science” (p. 2). Nina Poth (2022) also out-
lines that our own set of stances (Guest & Martin, 2021; van
Rooij & Baggio, 2021) “resonates well with the reverse engin-
eering perspective” (n.p). To such uses of language, since no
formal reversing method is described, we say that increasing
care should be taken when deploying the phrase “reverse en-
gineering” metaphorically or otherwise, as its baggage is be-
coming increasingly heavy, with non-makeist stances perhaps

requiring adjustment into actively anti-makeist ones (Guest &
Martin, 2023; van Rooij et al., 2024). Computationalism need
not be makeist — it need not subscribe to reverse engineering
(Marom, 2009; Rueckl, 2012; Schierwagen, 2012) nor to imple-
mentational multiple realisability (Miłkowski, 2016; Polger and
Shapiro, 2023 as a practical reality; but recall Litch, 1997, on
double multiple realisability above).

To recapitulate, no examples (can) exist of literally reverse
engineering non-human-engineered systems — only of criti-
cisms of attempting to do so (e.g. Marom, 2009; Rueckl, 2012;
Ryle, 2009/1949; Schierwagen, 2012). “[Cognition] cannot be
taken to bits and the laws it obeys are not those known to or-
dinary engineers.” (Ryle, 2009/1949, p. 9–10) Those who ar-
gue for reverse engineering non-engineered systems would be
on more solid ground if they accepted what we need are sci-
entific theories and models. What is actually going on is that
the “original system” (Schierwagen, 2012), the phenomenon, a
cognitive capacity, what have you, has been theoretically ana-
lysed, and a model is built of this (formal) specification; this
is typical computational modelling of a theory (e.g. Guest &
Martin, 2021; van Rooij & Baggio, 2021). There is no ground
truth of the original system, any more than there is a ground
truth for anything under pessimistic meta-induction (Laudan,
1981). On the contrary, a scientific model is built within a the-
ory and framework, and there is no remaking of cognition (as
others also explain: Guest & Martin, 2023; Schierwagen, 2012;
Stinson, 2018; van Rooij et al., 2024).

Taken all together, reverse engineering provides unstable
footing for the cognitive scientist when thinking about what
cognition — mind, brain, behaviour — is, causing erratic pick-
ing andmixing of views. To understand our own commitments,
metatheoretical and methodological, with respect to cognition,
looking at Table 2 suffices to alert us, e.g. if we work within
computationalism but get sidetracked into seeking structural
similarity. Makeist views without explicit use of reverse en-
gineering do not absolve us from entertaining — accidentally
or otherwise — framings that do not obtain. Makeism, re-
verse engineering, and other related hubristic and misplaced
cognitive scientific positions and endeavours, are “why, his-
torically, the use of AI to understand cognition fizzled out,
and why it will do so again if we do not change our present
course.” (van Rooij et al., 2024, p. 625) Much like how al-
chemy transitioned through chymistry6 to modern chemistry,
by shedding unscientific methods and goals (viz. Frietsch, 2021;
Rampling, 2020; Serrano et al., 2022), cognitive science can also
abandon imperfect and impossible methodologies, e.g. reverse
engineering, and goals, e.g. building makeist models. Exactly
because “uncultivated science can easily turn into occult sci-
ence or into the cult of science” (Stengers, 2018, p. 10) we need
to be on high alert.

We must strive to deeply understand that “[humans] are not
machines, not even ghost-ridden machines.” (Ryle, 2009/1949,
p. 67) If it is true that “we can think of engineering as science
for people who are impatient” (Simon, 1995, p. 100), then per-
haps that is the cause for much of this (e.g. Stengers, 2018).
Relatedly, “the engineer’s schooling and workshop experience
teach [them] to design bridges and not, save per accidens, to
build or expound theories.” (Ryle, 2009/1949, p. 289) The slow,
hard, often painful, but never tedious — except for those driven
by other motives (Harris, 2023; Legg et al., 2021) — process of
doing science is just that. It cannot be sped up, cannot be re-
placed with (reverse) engineering, cannot be outsourced to AI.
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There are no shortcuts. Those who do not take heed of these
warnings are doomed to fractally if not frantically mix-and-
match from incompatible ideologies. Computationalism may
or may not be abandoned, but either way it is not compatible
with anything goes.

Thou shalt not make a machine to counterfeit a hu-
man mind.
Frank Herbert (1965, p. 18)
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