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Abstract

What is the rational response to a scientific disagreement? Many epistemologists argue

that disagreement with an epistemic peer should generally lead to conciliation by lowering

confidence in the disputed belief or even suspending judgment altogether. Although this

conciliatory approach is widely regarded as a norm of individual rationality, its value in

the context of collective scientific inquiry is less clear. Some have even raised concerns

that conciliating in scientific disagreements may slow progress or reduce the efficiency of

inquiry. In this paper, we introduce a novel agent-based model that captures key aspects of

scientific disagreement by incorporating both epistemic norms, which govern belief revision,

and zetetic norms, which guide how scientists pursue inquiry. Our results indicate that the

effects of conciliating in the face of disagreement—whether detrimental or beneficial—depend

on the zetetic norms that scientists follow. When they focus on exploiting the hypothesis that

they believe is most likely to succeed, remaining steadfast is more effective. However, with

exploratory scientists, conciliation does not negatively affect group performance. These findings

highlight the critical role of zetetic norms in determining the rational response to disagreement

in scientific practice.
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1 Introduction

How should scientists respond when they find themselves in disagreement with epistemic peers—those
who are equally informed, equally competent, and have access to the same evidence? This question
has long been at the heart of debates in epistemology. The standard approach, embodied in the
Conciliatory View, holds that rational agents should conciliate, or revise their beliefs, in the face
of peer disagreement (Bogardus, 2009; Christensen, 2007; Elga, 2007; Feldman, 2005, 2006;
Kornblith, 2010; Matheson, 2009). According to this view, disagreement with an epistemic peer
provides a defeater for one’s belief, requiring a reassessment of one’s confidence and, often, a move
toward consensus.

Yet, despite the intuitive appeal of this position, the Conciliatory View has faced significant
challenges, especially in the context of scientific inquiry. This is an important challenge because
scientists working on the same problem or in the same research field often disagree (Dellsén and
Baghramian, 2021; Lawler, 2024). Notably, while most critiques of the Conciliatory View focus
on the individual rationality of agents, a growing body of work in the philosophy of science has
highlighted the broader implications of conciliation for group inquiry. These critiques suggest that
conciliating in the face of disagreement can have detrimental effects on collective epistemic goals,
such as promoting a diversity of approaches or fostering productive divisions of cognitive labor
(Cruz and Smedt, 2013; Elgin, 2010).1 Agent-based models, such as those developed by Douven
(2010), have bolstered these arguments, showing that conciliation may indeed hinder scientific
progress, particularly when the speed of inquiry is valued over accuracy.

In this paper, we argue that these critiques, while valuable, overlook a crucial dimension of
the debate: the role of zetetic norms—norms of inquiry—alongside epistemic (or doxastic) norms.
While epistemic norms concern what one should believe in light of disagreement, zetetic norms
govern how inquiry itself should proceed. Despite their importance, zetetic norms have been
underexplored in the context of scientific disagreement. We argue that this oversight may explain
why the question of the rational response to peer disagreement, particularly in scientific contexts,
remains unresolved. Our key insight is that the tension between conciliation and successful inquiry
does not only arise due to different epistemic goals but emerges from the interplay between epistemic
and zetetic norms.

Our contribution is twofold. First, we critically examine Douven’s influential agent-based model
of scientific disagreement and argue that it fails to accurately represent the conciliatory responses

1. Skipper and Steglich-Petersen (2020) make a similar point with respect to group deliberation.
They show that conciliation can frustrate a group’s favored trade-off between error-avoidance and
truth-seeking in making a collective decision.
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typically discussed in the literature on peer disagreement. Second, we introduce a novel agent-based
model, grounded in the bandit modeling framework (Zollman, 2007, 2010), to explore how both
epistemic and zetetic norms shape the rational response to disagreement in scientific communities.
Our findings show that the negative impact of conciliation on inquiry, as suggested by Douven, only
arises when agents prioritize exploitative inquiry strategies—those that aim to maximize immediate
epistemic payoff by pursuing hypotheses believed to be most likely true. In contrast, when scientists
adopt more exploratory inquiry strategies, conciliation does not impede the success of group inquiry.

This paper is structured as follows. In Section 2, we present and critically assess Douven’s
model of scientific disagreement. Section 3 introduces our alternative model, and presents the results
of our simulations, which highlight the role of zetetic norms in mediating the effects of conciliation.
In Section 4, we discuss the broader implications of our findings for the epistemology of peer
disagreement, before concluding in Section 5 with reflections on the importance of integrating
zetetic norms into normative accounts of rational disagreement.

2 An opinion dynamics model of peer disagreement

Douven’s (2010) argument against the Conciliatory View is based on an agent-based model (ABM)
of peer disagreement, also reproduced by Douven and Kelp (2011). ABMs are computer simulations
that enable us to study how the norms guiding individual agents impact their collective performance
(Šešelja, 2022). Here, we are interested in how different norms of peer disagreement, which guide
the behavior of individual agents, affect the epistemic performance of their group as a whole.

Douven based his work on the Hegselmann-Krause model of opinion dynamics. The model,
first introduced by Hegselmann and Krause (2002), simulates a group of agents who repeatedly
aggregate their beliefs to study the circumstances that lead them to consensus, polarization, or further
fragmentation. At the beginning of a simulation, each agent is assigned an opinion, represented by
a real number between 0 and 1. The model is round-based. In each round, the agents exchange their
opinions with others who have sufficiently similar views to their own. Each agent then updates their
opinions by averaging them with opinions of those who fall into one’s ‘confidence interval’. More
precisely, agent i with opinion xi will consider agent j’s opinion x j only if |xi − x j| ≤ ε , where ε is
a parameter of the model. Equation 1 describes the update of agent i’s opinion at round u+1:

xi(u+1)︸ ︷︷ ︸
posterior
opinion

= α · 1
|Xi(u)| ∑

j∈Xi(u)
x j(u)︸ ︷︷ ︸

conciliation
with peers

+(1−α) · (τ + rnd(ζ ))︸ ︷︷ ︸
noisy truth

signal

, (1)

weights

where Xi(u) contains all agents’ opinions that fall within the agent’s i confidence interval, deter-
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mined by ε , and |Xi(u)| is the cardinality of Xi(u). In Douven’s variation of the model, based on
Hegselmann and Krause’s (2006), scientists track a truth signal modeled by the parameter τ ∈ (0,1].
In simulation runs, agents not only communicate with each other, but also get a noisy signal about τ .
ζ represents noise in the truth signal—agents do not learn the value of the signal directly but draw
pulls from a uniform distribution of the interval [τ −ζ ,τ +ζ ]. This is meant to represent the fact
that “in real life, we have to deal with measurement errors and other facts that may make our data
noisy” (Douven, 2010, p. 151). α is a parameter that determines how much weight agents assign to
their (and other agents’) belief(s) on the one hand and to the truth-signal on the other. When α = 1,
agents ignore the truth signal. In an extreme scenario, where ε = 0 and α = 1, agents never change
their opinions since they cannot learn from other agents or from the truth signal. When 0 < α < 1
agents update both on the basis of previous opinions and the truth signal. Finally, when α = 0, they
update their opinions only based on the truth signal, disregarding even their own prior opinions.

Douven offers two interpretations of what an opinion represents in his model. On the first,
it reflects a belief about the true value of a parameter τ; splitting the difference then means that
if one agent believes τ = x and another believes τ = y, both adopt (x+ y)/2 as their new belief
(Douven, 2010, p. 140). On the second interpretation, opinions represent credences in a hypothesis
H, so disagreement is resolved by averaging the credences (e.g., from .6 and .4 to .5). The first
interpretation—adjusting the content of a factual belief—deviates from how most epistemologists
understand conciliation, which typically concerns revising one’s confidence in a proposition, not its
content. The second interpretation aligns more closely with standard views, modeling disagreement
as a difference in first-order uncertainty. Still, a challenge remains: what exactly does the parameter
τ represent if credences are to be interpreted as degrees of belief in a proposition? We return to this
issue in Section 3.2, where we extend our model to accommodate first and higher-order uncertainty.

Douven uses combinations of different values ε and α to model various ways of reacting to peer
disagreement. On the one hand, agents who do not learn from others (ε = 0) and consider their
priors and the new information about the world to an equal extent (α = 0.5) represent reasoners
who follow the Steadfast View. On the other hand, agents who learn from others (ε = 0.1) and give
more weight to the aggregate of their and their peers’ priors (α = 0.9) represent reasoners who
follow the Conciliatory View.

In his model Douven compares how successful groups of different agents are in converging to
the truth signal. His results, replicated in Figure 1, indicate a trade-off between speed and accuracy.
Steadfast agents “get within a moderate distance of the truth relatively quickly, but for them that
is about as good as it gets in terms of truth closeness” (Douven, 2010, p. 151). On the other hand,
conciliatory agents move closer to the true value more slowly, but “in the somewhat longer run they
are on average much closer to the truth” (Ibid.). More precisely: “communities of agents who may
obtain imprecise information about τ end up on average being closer to τ for higher values of both
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Figure 1: Reproduction of the results by Douven (2010). The x-axes represent time as steps in the
simulation, while the y-axes represent opinions. Each line represents how one agent’s opinions
change over time. All charts in this section are of this format. While each chart only shows the
initial 50 rounds of the given simulation, the results remain stable for up to 10,000 rounds.

α and ε . However, with lower values for these parameters, they on average tend to get faster to a
value that is at least moderately close to τ” (Douven and Kelp, 2011, p. 276). See also Figure 1.

These results show that conciliating with disagreeing peers can hurt the speed of inquiry. As
Douven argues, this implies that an appropriate response to peer disagreement depends on whether
we prioritize speed of inquiry over accuracy of opinions. Since our priorities may depend on context,
these results suggest that there are no “general and illuminating things to be said about what we
ought or ought not to do in cases of peer disagreement” (Douven, 2010, p. 156).2

This is a notable result already because it introduces the assessment of epistemic norms from
the perspective of collective inquiry. That said, the above model has important limitations. First, the

2. Langhe (2013) presents another ABM based on the Hegselmann-Krause model of opinion
dynamics, to study disagreements between agents working within different epistemic systems. The
latter concern methodological principles and considerations that scientists use when studying the
same problem, for example, Marxist and neoclassical approaches to economy. Since this presents
an explicit departure from the peer disagreement debate, we do not discuss this model here.
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agent’s reasoning is skewed towards recent evidence, and as such not entirely rational.3

In addition, the performance of agents largely depends on the value of α , which is problematic
since the specific α-values, used to generate the above results, are not well motivated by the
literature on peer disagreement. We elaborate on these points in the Appendix.4

Here, we wish to draw attention to a more general issue. Arguments against conciliation in the
context of group inquiry often make the mistake of conflating the dimensions of belief revision and
of inquiry. Cruz and Smedt (2013, p. 175), for example, argue that remaining steadfast can lead
scientists “to uncovering new evidence” and directs them “to a closer scrutiny of existing evidence
and assumptions”. However, both uncovering new evidence and scrutinizing existing evidence are
forms of inquiry, not belief states. When Cruz and Smedt (2013) talk about the epistemic value of
sustained disagreement, they do not refer to the value of remaining steadfast in one’s beliefs but to
the value of remaining steadfast in one’s line of pursuit or inquiry.

However, it is not self-evident that scientists do or should simply inquire what they believe to
be the true or most likely hypothesis.For example, scientists can suspend their judgment about a
hypothesis because a peer disagrees with them, but at the same time continue to gather evidence on
it (Fleisher, 2018). In addition, there has recently been a shift of attention to norms of inquiry in
epistemology more broadly. Some philosophers have argued that to better understand knowledge
and belief formation, we should consider not only norms of belief update but also the inquiry
process and the norms that guide it (Falbo, 2023; Friedman, 2020; Thorstad, 2021). This shift has
sometimes been termed the “zetetic turn” in epistemology.

Although Douven’s model does not aim at studying norms of inquiry, it exhibits a similar
limitation. It represents the dimension of inquiry in a simplified manner, where all agents gather
information from the truth signal in the same way. This raises the question of whether using different
modeling assumptions to represent, on the one hand, the dimension of belief formation and, on the
other hand, the dimension of inquiry would yield the same insights about the impact of conciliation

3. The inclusion of the truth signal is what sets Douven’s model apart from simple contagion
models (Oliveira et al., 2022; Piedrahita et al., 2018), which generally do not incorporate an
evidential aspect and rather view belief change as a process of social transmission or imitation.

4. In recent years, Douven presented several more complex models that improve upon this simple
one. Douven (2019) and Douven and Hegselmann (2021) introduced agents who are rational
Bayesian reasoners, while Douven and Hegselmann (2022) combined bounded-confidence social
learning with the bandit problem. Most recently, Douven (2025) presented an extension of the
Hegselmann-Krause model where agents’ reasoning is modeled by artificial neural nets. These
models are much more sophisticated than the one presented above. However, they do not discuss
peer disagreement explicitly.
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on collective inquiry.

3 A bandit model of peer disagreement

To better understand how conciliation affects group inquiry, we present a novel ABM of peer
disagreement based on the bandit modeling framework. In this section, we will first give a short
introduction to bandit models in general, motivate our choice of this modeling framework, and then
present our model in more detail.

3.1 A brief primer on bandit models

Bandit models, as now commonly employed in the philosophy of science based on the seminal
work by Bala and Goyal (1998), consist of two model entities, bandits (or slot machines), which
represent scientific theories and agents, who stand for scientists. Each bandit, Bi, has two possible
outcomes, success and failure, and a predetermined success rate, 0 ≤ si ≤ 1,si ∈ R. Agents don’t
know these values but can assess them by testing the bandits. Thus, every agent A j, has a subjective
probability of the success rate of each bandit, ci

j. For a given bandit Bi and an agent A j, the value of
this subjective probability is given as a beta distribution, where both the mean and the variance play
an important part.5 The mean of the distribution represents the agent’s numerical assessment of the
bandit. This is shown shown by Equation 2,

ci
j = α

i
j/(α

i
j +β

i
j), (2)

where α i
j is the number of successful tests of the bandit, and β i

j is the number of unsuccessful tests.
The variance, on the other hand, represents agent’s confidence in this assessment. For example, two
agents, A1 and A2, might assign the same success rate to the bandit, ci = 0.5, but where α1 = β1 = 10
while α2 = β2 = 10,000. In this case, the variance of A2’s distribution is much smaller, making the
agent much more “resilient” in the sense that new evidence would cause smaller belief changes
(Skyrms, 1977). Initially, the agents’ prior subjective probabilities are generated by randomly
drawing their α’s and β ’s from a uniform distribution on a given interval.

5. In contrast to Zollman (2010), Zollman (2007) does not rely on beta distributions to model
agents’ beliefs. In that model, agents already receive information about the payoff of an action,
which is randomly drawn from a distribution, and their beliefs are updated via Bayes’ rule (see
Rosenstock et al., 2017 for a detailed presentation of the model used in Zollman, 2007). O’Connor
and Weatherall (2018) use the same procedure but also add agents who update via Jeffrey condition-
alization.
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In addition to testing the bandits, agents can also share information among themselves. The way
agents exchange information is determined by the network structure of the model. The three most
common network structures are the complete graph, in which all agents are connected, the circle, in
which every agent is connected only with its two neighbors, and the wheel, which is similar to the
circle but has one additional fully connected agent in the center of the network. Of course, different
networks can also be randomly generated based on a desired density (Zollman, 2007). Agents use
this shared information to update their subjective probabilities in the same way as described in
Equation 2.

Simulations proceed in rounds where each round consists of four steps:

1. Agents choose a bandit. 3. Agents share their data.
2. Agents test the chosen bandit. 4. Agents update their credences (i.e., their subjective

probabilities).
The simulation ends when a stopping condition is met. The latter depends on the specific set-up

and goals of a concrete model. For example, in Zollman (2007), agents already start with a correct
belief about the worse of the two bandits, so choosing that bandit gives them no new information.
Thus, he implements two stopping conditions: the simulation stops (1) if all agents converge to the
worse of the bandits or (2) if all agents come to form the correct belief with a probability greater
than 0.9999. Meanwhile, Wu (2023), whose model is similar to Zollman (2007) but also allows
for permanent polarization between two subgroups of agents, adds an additional condition. In her
model, the simulation also stops if all agents in one subgroup become highly confident in the correct
belief while all agents in the other subgroup converge to the worse bandit.

A simulation run has three possible outcomes: (1) correct convergence, (2) incorrect conver-

gence, (3) polarization. The first outcome is achieved if, at the end of the simulation, all agents
choose to test the bandit with the highest probability of success. The second outcome is achieved if,
at the end of the simulation, all agents choose to test one of the other, sub-optimal bandits. The last
outcome is achieved if, at the end of the simulation, agents still decide to test different bandits. The
first outcome represents successful collective inquiry. More precisely, the epistemic performance of
a group can be calculated as the number of simulations that end with correct convergence divided
by the number of all simulation runs. Notice that this metric doesn’t distinguish between incorrect
convergence and polarization; both are simply understood as failures. Alternatively, the epistemic
performance of a group can also be measured in terms of the speed of convergence, i.e., by the
number of rounds it takes for a group to converge, correctly or incorrectly.

Since their introduction to the philosophy of science by Kevin Zollman (2007), bandit models
have been used to study a wide variety of problems, from demographic diversity (Fazelpour and
Steel, 2022), conformity (Weatherall and O’Connor, 2021), and epistemic benefit of marginalized
social positions (Wu, 2023) and confirmation bias (Gabriel and O’Connor, 2024) to scientific
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polarization (O’Connor and Weatherall, 2018; Weatherall and O’Connor, 2021), epistemic effects
of biased research (Holman and Bruner, 2017; Holman and Bruner, 2015; Weatherall et al.,
2020), diagnosticity of evidence (Michelini et al., 2023), restricting dual-use research (Wagner and
Herington, 2021) etc. As we show below, they are also useful for studying peer disagreement in the
context of group inquiry. In contrast to the model by Douven (2010) and Douven and Kelp (2011),
they allow a clear separation between different stages of inquiry, namely, choosing a hypothesis,
collecting data, and communicating with other group members.

This is important for two reasons. First, it means that updating beliefs based on first-order
evidence and sharing higher-order evidence of disagreement can be implemented as two separate,
sequential steps. This more closely resembles situations described in the literature on peer dis-
agreement. Second, it allows for an independent representation of epistemic (norms that deal with
agents’ beliefs) and zetetic norms (norms that deal with pursuits), which are not distinguished in
models based on the Hegselmann-Krause’s framework (Šešelja, 2021). The first kind of norm,
which includes Epistemic norms, including norms of responding to peer disagreement, can be
implemented by changing the agents’ updating function. Zetetic norms, on the other hand, can be
represented by modifying how agents decide which bandit to test at the beginning of each round.

3.2 Modeling peer disagreement with bandits

To model peer disagreement with a bandit model, we extended the basic framework in two ways.
First, in the extended model, agents also share their credences about bandits (i.e., beliefs).6 To do
this, the protocol of each round (see Sec. 3.1) is extended in the following way:

1. Agents choose a bandit, according to one of the zetetic norms (explained below).
2. Agents test the chosen bandit.
3. Agents share their data.
4. Agents update their credences (subjective probabilities).
5. Agents share their credences about both bandits.
6. Agents update their credences based on beliefs of other agents, according to one of the

epistemic norms (explained below).

Modeling epistemic norms. The above adjustments allow us to include different norms of
responding to disagreement in the model, specifically two norms that follow from the Conciliatory
View (which we will call Belief Conciliation and Resilience Conciliation) and the norm that follows

6. Santana (2021) similarly used a bandit model to study intragroup disagreements. However, in
his model, agents learn about each other’s pursuits (i.e., which bandit they are testing), not beliefs.

9



Figure 2: Update in a scenario with three agents and their beliefs in a given bandit represented
by the underlying beta-distribution. The dotted line is the belief of agent 2 after the update. Left:
Update according to Belief Conciliation. Right: Update according to Resilience Conciliation.

from the Steadfast View (which we will call the Steadfast Norm). Let’s consider in more detail how
these norms are implemented in the model.

The Steadfast View requires agents to stick to their beliefs in the face of disagreement. Agents
in the model who act in accordance with the steadfast norm, simply ignore the beliefs of other
agents. In other words, they act exactly the same way as agents in the base bandit model.

The Conciliatory View requires agents to dissolve their disagreements by meeting disagreeing
peers halfway. As there are different ways to interpret what “meeting one halfway” means, different
norms can follow from this view. We implemented two such norms. First, Belief Conciliation is a
norm that requires one to adjust one’s beliefs (credences) about the bandits. For this, agents take an
average of their own and other agents’ credences about both bandits following Equation 3,

cavg =
1
N
·

N

∑
i=1

ci, (3)

where N represents the number of neighbors and ci represents the belief of a given agent, Ai.
Since agents’ beliefs are given as a beta distribution, agents must change their α- and β -values

after adopting a new belief. This is done in such a way that the variance of the distributions remains
the same, and therefore also the agents’ resilience towards new evidence (see below for more on
this notion). For an agent Ai the new αi, i.e. α ′

i and the new βi, i.e. β ′
i , are given by Equation 4:

α
′
i =

(
1− c′i

σ2
i

− 1
c′i

)
· c′2i and β

′
i = α

′
i ·
(

1
c′i
−1

)
. (4)
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We provide an example of an update in Figure 2.7

This implementation of the Conciliatory Norm is an extension of Straight Averaging, as pre-
sented by Jehle and Fitelson (2009, p. 284). As Jehle and Fitelson (2009) point out, Straight
Averaging is not without problems—it may create incoherent sets of beliefs once applied to scenar-
ios that involve both peer beliefs and beliefs that are not governed by proper peerhood.8 However,
they also admit that it is the most natural formal interpretation of the norm that follows from the
Conciliatory View of peer disagreement, which is also employed in Douven’s model.

One might worry that our model does not adequately capture the conciliationist perspective in
the peer disagreement literature, since our agents appear to reconcile by averaging point estimates
of a bandit’s payoff—thereby adjusting the content of their beliefs rather than their uncertainty.
However, the agents’ credences can be naturally reinterpreted as expressing uncertainty about the
proposition “the next pull from this bandit will be a 1.” On this interpretation, when agents split
differences, they are conciliating over differing degrees of belief in a future event, aligning more
closely with the way conciliation is typically understood in epistemology: as an adjustment of
uncertainty in light of peer disagreement rather than a direct adjustment of factual estimates.

Second, we implement an alternative interpretation of the Conciliatory View: Resilience Con-
ciliation. This norm, first suggested by Steglich-Petersen (2019), states that agents could respond
to defeating higher-order evidence not by changing their beliefs but by undermining their beliefs’
resilience. By resilience of beliefs, Steglich-Petersen (2019, p. 214) refers to the beliefs’ sensitivity

7. Note that with Belief Conciliation, agents share only the mean of the beta distribution rep-
resenting their beliefs. While sharing their full beliefs would also include sharing the variance
(see Section 3.1), we have omitted this step since all agents have access to the same evidence,
making the differences in the variance between agents, which result from their priors, minimal.
For example, consider an extreme case where agent A starts with α0 = β0 = 1 and agent B starts
with α0 = β0 = 250 for the same bandit. Here, A’s variance is approximately 16.6 times higher
than B’s. However, this difference gets much smaller when they receive evidence. Let’s say there
are only three agents in the model, each taking 1000 pulls from the bandit, and, for simplicity, we
assume that the means stay 0.5. Then, after the update A’s α1 = β1 = 1501 and B’s α1 = β1 = 1750,
meaning that A’s variance is already only 1.17 times higher. The difference gets even smaller each
round or with each additional agent sharing more evidence.

8. This can lead to incoherence because the averaging procedure only governs updates to the
disputed propositions. For example, two agents might be epistemic peers with respect to p and
average their credences in p accordingly. However, because the rule is silent on how to update
credences in other propositions related to p, those may remain unchanged, resulting in a probability
distribution that no longer sums to 1.
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to new evidence. He argues that following this norm is rational in cases where you get some
higher-order evidence that suggests that you might have made a mistake but not how you should
revise your belief. While traditional cases of peer disagreement are not like that—you should move
in a specific direction, i.e., closer to your peer—group disagreements can be. Imagine that you are
a scientist working in a larger group. In a situation where some of your colleagues think that p

while others support an alternative theory, there is no clear direction in which to move your belief.
Resilience Conciliation seems to be a rational response in such cases.

While Steglich-Petersen (2019) does not present a precise formal account of this idea, there
is an intuitive way to represent the resilience of beliefs in our model. Since agents’ assessments
of the bandits are represented using beta distribution, we can make an assessment more or less
resilient to new evidence by changing the α and β values (i.e., the number of times an agent has
tested a bandit) while keeping the mean of the distribution (i.e., the beliefs about the success rate
of a bandit) the same. Two agents A1 and A2 can have the same belief about a given bandit, but if
A1 based it on only 10 tests while A2 based it on 1000 tests, A1’s belief will be more susceptible to
change under new evidence. Using this simple mechanism, we model Resilience Conciliation in the
following way. After updating on evidence, agents observe each other’s beliefs about both bandits.
If they disagree, they increase their variance proportionally to the size of the disagreement. Their
credences remain unchanged where their α and β values change in accordance with Equations 5
and 6, respectively.

α
′
i = ci ·

(
(αi +βi)−w ·∑

j ̸=i
|ci − c j|

)
, (5)

β
′
i = (1− ci) ·

(
(αi +βi)−w ·∑

j ̸=i
|ci − c j|

)
. (6)

These two equations first lower the sum of an agent’s α and β values for a given bandit proportional
to the weighted distance in credences with the disagreeing agent and then recalculate them to keep
the credence unchanged. The weighting factor w is needed since the distances in credences in the
model are quite small, while the α and β values are much larger. w represents the significance
that agents assign to their disagreements—larger w values means that they take even very small
differences in credences as important. In Figure 2 we provide a simple example of an update.

Modeling zetetic norms. The second extension in our model concerns the way agents decide
which bandit to test at the beginning of each round. This dimension of their behavior represents
different norms of inquiry or zetetic norms. In most of the existing bandit models, agents follow the
so-called myopic strategy and simply pursue the bandit they think has the highest success rate. We
will call this the Credence-Based Norm of inquiry. Despite this norm being the most commonly
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used in the literature, alternative strategies have also been suggested. Kummerfeld and Zollman
(2016), for example, describe the so-called epsilon greedy strategy in which agents can test different
bandits in the same rounds. Frey and Šešelja (2020), on the other hand, introduce a strategy called
rational inertia, in which agents do not immediately abandon their current bandit in face of evidence
showing the superiority of the rival, but stick to it for a certain number of rounds.

In our model, we implement these three ways of conducting an inquiry. Since the implementation
of the Credence-Based Norm is trivial—in each round, agents simply choose to test the bandit they
believe has the highest success rate—we will only discuss the other two in a bit more detail.

Let us first look at the Epsilon Greedy Norm for inquiry. This norm is similar to the Credence-
Based Norm in that agents mostly pursue the bandit they believe has the highest probability of
success. Unlike with the Epsilon Greedy Norm, there is a small chance, ε ∈ (0,0.5), that the agents
will test one of the other bandits. Since there are only two bandits in our model, the agents test the
preferred bandit with 1− ε probability and the other with ε probability (Kummerfeld and Zollman,
2016, p. 1061). ε is a parameter of the model. See Figure 3 (left) for an illustration.

Which bandit
to test?

Random ≤ ε?
Test

preferred
bandit

Test other bandit

no

yes

Which bandit
to test?

Is other bandit
better?

Increment counter

Counter ≥ threshold?Switch bandit

Stay with bandit

yes

yes

no

no

Figure 3: Decision procedures of the Epsilon-Greedy Norm (left) and Rational Inertia Norm (right).

In contrast to the epsilon-greedy agents who engage in exploratory behavior, agents who follow
the Rational Inertia Norm for inquiry are exploration-averse. These agents decide to test the other
bandit only after it has proven to have a better success rate for a certain number of rounds. Otherwise,
they stubbornly stick to the bandit they have been testing before (Frey and Šešelja, 2020). More
precisely, when deciding which bandit to test, they first check which of the two bandits has, in their
opinion, a higher probability of success. If that is the bandit they have tested in the previous round,
they simply continue to do so. If they think the other bandit is better, they still decide to test the
same bandit as in the previous round, but they also start a counter. If the bandit that is not tested,
turns out to be better for a certain number of rounds, they finally switch. The number of rounds that
they wait is a parameter of the model. See Figure 3 (right) for an illustration.

Table 1 lists all the norms implemented in our model.
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Epistemic Norms Zetetic Norms
Steadfast Norm Credence-Based Norm
Credence Conciliation Epsilon Greedy Norm
Resilience Conciliation Rational Inertia Norm

Table 1: List of epistemic and zetetic norms implemented in the model

3.3 Parameters used in the simulations

To test how different norms of responding to peer disagreement affect group performance, we
compare how agents following different epistemic norms perform under different norms of inquiry.
Specifically, we run simulations for all possible combinations of the three epistemic norms with
the three zetetic norms. We do so for groups of 3 to 12 agents, who communicate through a fully
connected network. Other parameters are kept constant throughout all simulation runs. The success
rates of the two bandits are fixed at 0.501 and 0.500, the number of tests each agent performed per
round is 1000, and agents’ prior α and β are taken from a uniform distribution of a closed interval
between 1 and 250. Each simulation is carried out for 10,000 rounds with no additional stopping
conditions, where each round consists of the six steps outlined above.

The values for the success rate of the two bandits, the tests per round, and the number of rounds
are modeled after Zollman (2010). The prior values are chosen to ensure the right amount of
disagreement between the agents at the beginning of the simulation. Since prior values determine
the possible range of the initial α- and β -values of the agents, smaller values mean more similar
prior subjective probabilities of the agents. To ensure some initial disagreement, we choose values
that are a bit higher than usual—Zollman (2010), for example, uses [0,4]—but not so high that they
cause agents to remain polarized for the whole simulation length of 10,000 rounds (which could
happen if they follow the Credence-Based Norm).

Three parameters are specific to our zetetic norms. For the Resilience Conciliation norm, we
set w = 10,000, modeling agents who lower confidence even in response to small disagreements.
For the Epsilon Greedy norm, we set ε = 0.005, indicating infrequent exploration. For the Rational

Inertia norm, we set i = 10, following Frey and Šešelja. We also test the Belief Conciliation norm
with bounded confidence, where agents update only if |ci − c j| ≤ 0.1. This yields 240 parameter
combinations, each run 1,000 times.

4 The tension between conciliation and successful inquiry

In this section, we will discuss our results, relate them to the broader literature on scientific
disagreements, and compare them to the findings in Douven (2010) and Douven and Kelp (2011).

14



4.1 Steadfast Norm helps myopic agents

Let us first look at Figure 4, which shows the epistemic performance of conciliatory and steadfast
agents under the Credence-Based Norm, representing myopic agents.

Figure 4: Epistemic performance of steadfast and conciliatory agents under the Credence-Based
Norm at Round 10,000. The x-axis represents different group sizes and the y-axis the frequency of
correct convergence. The error bars represent the 95% confidence interval. All of the following
charts are of this format.

What we can see is that agents who split the difference with their peers perform significantly
worse than agents who simply ignore their disagreeing peers. There is a natural explanation for this
effect. Agents who follow the Belief Conciliation resolve their disagreements by aggregating their
credences every round. Under the Credence-Based Norm for inquiry, they always test the bandit
they think has the highest probability of success. Because conciliatory agents never disagree, this
means that they always test the same bandit. This makes them much more vulnerable to misleading
evidence. Consider the following scenario: It can happen that, in one of the early rounds, agents get
evidence that convinces most of them that Bandit 2 is the better of the two (although it is actually
worse). When they aggregate their credences at the end of the round, they all end up adopting this
belief. Consequently, they all start testing Bandit 2 and do not get any new information about Bandit
1. Thus, they are unlikely to ever learn that Bandit 1 is actually the better one. A similar explanation
holds for agents who follow Resilience Conciliation. By lowering their confidence, these agents
make their beliefs much more prone to change and acutely responsive to evidence. Consequently,
they all quickly adopt similar beliefs, although they don’t explicitly aggregate them.

15



The negative effect of agents’ homogeneity on the epistemic performance of a group as a whole
is a well-established in bandit models (Zollman, 2007, 2010). It has also been illustrated in other
contexts, such as the division of cognitive labor in scientific communities (Kitcher, 1990). As a
consequence, remaining steadfast in the face of disagreement can be seen as a way of ensuring
transient diversity and improving the inquiry of a group. This adds to other such mechanisms
discussed in Smaldino et al. (2024) and Wu and O’Connor (2023).

The result that conciliation hurts inquiry also connects well with some previous work in the
philosophy of science. Using a case study from paleontology, Cruz and Smedt (2013) have, for
example, argued that sustaining disagreement, instead of suspending judgment, is epistemically
beneficial in science. Specifically, they argue that remaining steadfast in their belief can encourage
scientists to look for and generate new evidence. In addition, it can help them to re-evaluate the
evidence and overcome confirmation bias. They write: “Epistemic peer disagreement has the
advantage that it forces one to pay attention to anomalous data that one initially failed to detect or
had glossed over as a result of confirmation bias. Moreover, disconfirmation bias leads scientists to
be critical and especially vigilant to their opponents’ arguments and evidence” (Cruz and Smedt,
2013, p. 176). This insight is confirmed by the results summarized in Figure 4: agents who remain
steadfast in the face of disagreement are less likely to succumb to misleading evidence.

These results can also be interpreted as an example of the Independence Thesis (Mayo-Wilson
et al., 2011). The Independence Thesis is a conjunction of two claims: (1) that rational individuals
can form irrational groups and (2) that irrational individuals can form rational groups. As argued
above, conciliating with disagreeing peers can be considered as an epistemically rational response
to peer disagreement. Agents who follow Belief or Resilience Conciliation are thus individually
rational, but, as a group, they frequently end up epistemically worse off. On the other hand, steadfast
agents can be seen as individually irrational, but this in turn makes their collective inquiry better off.

4.2 . . . But not under other zetetic norms

The negative effect of conciliation on group inquiry is not robust under different norms of inquiry.
Figure 5 shows that under the Epsilon Greedy Norm, conciliatory and steadfast agents perform
equally well. This is because the negative effects of the homogeneity of conciliatory agents are
counteracted by their exploratory inquisitive behavior. In other words, although conciliatory agents
all have the same or at least very similar beliefs, they still get enough information about both
bandits from their exploratory behavior to prevent wrong convergence. In addition, it turns out that
increased diversity, furnished by the Steadfast Norm, brings no additional benefits.

One could argue that these results do not show much. Epsilon greedy behavior is, in general,
a very good strategy for agents solving a bandit problem (Kummerfeld and Zollman, 2016). This
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Figure 5: Steadfast and conciliatory agents under the Epsilon Greedy Norm for ε = .005.

means that, given enough time, agents who inquire in this way will be able to reach correct
convergence irrespective of the epistemic norm at work. Therefore, the fact that conciliatory and
steadfast agents perform equally well does not show anything interesting—most agents would reach
correct convergence given enough time. To address this concern, we opted for a very small ε value.
This way, agents’ inquiry is meaningfully different from the one under the Credence-Based Norm
but not so much as to make the problem too easy for them. The latter is shown by the fact that for
most group sizes agents did not always correctly converge. Consequently, the results summarized in
Figure 5 are not simply due to the problem being too easy for the agents. That is, a conciliatory
population is able to catch up with a steadfast one not because of easy inquiry, but because of their
inquisitive behavior which is now more exploratory than under the Credence-Based Norm.

Finally, we present the results for the Rational Inertia Norm in Figure 6. First, we see that both
conciliatory and steadfast agents perform better under the Rational Inertia Norm than under the
Credence-Based Norm. This was expected since, by preventing agents from switching bandits
immediately, the Rational Inertia Norm acts as a source of diversity. It also aligns with the results in
Frey and Šešelja (2020). Second, in contrast to Epsilon Greedy, there is a difference between the
performance of both kinds of agents. At least for a relatively small i-value, steadfast agents perform
the best and there is thus still a tension between the Conciliatory View and the collective inquiry.

Now, combining the insights of the previous discussion, we can predict that with higher i-values,
the difference between the epistemic performance of steadfast and conciliatory agents decreases.
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Figure 6: Steadfast and conciliatory agents under the Rational Inertia Norm for i = 10.

Forcing agents to stick to one bandit before switching is a way of ensuring diversity; making agents
stick for longer thus ensures more diversity. Furthermore, if diversity is already ensured by agents’
inquisitive behavior, their cognitive diversity—i.e., differences in their credences—matters less.
This is indeed borne out in the data. At i = 50, for example, a 10-member group of conciliatory
agents reaches the correct convergence 93.1 (±1.6) % of the time, while steadfast agents do in 95.7
(±1.3) %. The difference becomes even smaller if we further increase the i-value.

In sum, these results show that responding to peer disagreement in accordance with the Con-
ciliatory View can hurt the success of collective inquiry. However, the results also suggest that
this negative effect does not extend to all cases of disagreement. Agents who follow the Belief or
Resilience Conciliation do not perform worse than steadfast agents across all zetetic norms—when
agents follow the Epsilon Greedy Norm for inquiry, for example, conciliating does not have a
negative impact on their group performance.

4.3 Discussion

Now, we can ask how this compares with the results presented by Douven (2010) and Douven
and Kelp (2011). To recall, they discovered a trade-off between fast but less accurate steadfast
agents and slower but more accurate conciliatory agents. Based on this result, they similarly argued
that choosing the best response to peer disagreement is context dependent. Although we do not
replicate this exact trade-off—for example, under the Credence-Based Norm, agents who follow
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Belief Conciliation converge faster but are less accurate—our results seem to confirm that choosing
an appropriate norm of peer disagreement is context-dependent. But there is a crucial difference
between our results and Douven and Kelps’ ones. In their case, deciding between the two norms of
responding to peer disagreement depends on whether we prioritize speed or accuracy of inquiry.
Our results, on the other hand, show that even if we only focus on one outcome—in our case, correct
convergence, i.e., accuracy—the results depend on the underlying zetetic norm. In other words, our
model shows that the decision about an appropriate response to disagreement is context-dependent
in a deeper sense: it depends not only on our epistemic goals (do we want speed or accuracy?) but
also on the underlying inquisitive behavior of scientists.

This is important because it highlights a broader methodological point. It shows that the
epistemic effects of norms of responding to peer disagreement cannot be meaningfully studied
independently from other kinds of norms, such as norms of inquiry. We therefore disagree with
Douven (2010) that there are no “general and illuminating things to be said about what we ought
or ought not to do in cases of peer disagreement”. Our results do not discredit this possibility
wholeheartedly; rather, they show that norms of responding to peer disagreement are closely
intertwined with norms of inquiry and should thus be studied together with them. This does not
exclude the possibility that, when considered together, one such combination of epistemic and
zetetic norms would turn out to be the best for achieving our epistemic goals.

Consequently, our results show that idealizing away different zetetic norms is not inconsequential
modeling decision. Idealization is of course crucial in modeling (and scientific representation in
general). “Toy” (Reutlinger et al., 2018) or “minimalist” (Weisberg, 2007) models, such as Douven’s,
Zollman’s, or indeed our model, allow us to “offer simple explanatory hypotheses about the causal
dependencies” underlying the immensely complex target phenomena (Frey and Šešelja, 2020).
However, as Frey and Šešelja point out, it is important to ask whether the results of these models
remain robust under different idealizing assumptions about the underlying causal dependencies.
Our results show that zetetic norms significantly impact the results and should thus be considered
when deciding which features to present in the model.

This is important since many current models share the assumption that we can abstract away
from different zetetic norms. This is true for Douven (2010) and Douven and Kelp (2011) but
also for many bandit models which only focus on the “myopic” agents who follow what we call
Credence-Based Norm (see, for example, Holman and Bruner, 2015; Weatherall and O’Connor,
2021; Wu, 2023; Zollman, 2007, 2010). Nevertheless, we do not wish to claim that our model is in
any respect more descriptive than those mentioned here. It is still highly idealized and simple.

For example, our three zetetic norms are abstract and idealized versions of norms that guide
actual scientific inquiry. In real life, zetetic norms may both look different and vary from one field
to another due to various factors constraining scientists’ approach to inquiry. Some of these factors
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are practical. Some research, for example, in experimental physics requires enormous investments
in equipment, making an exploratory inquisitive strategy prohibitively expensive. In contrast, in
some other fields, like cognitive psychology, the cost of conducting experiments may be comparably
low, allowing researchers to pursue multiple lines of research at the same time. Other factors that
constrain the inquiry are ethical. For instance, it is sometimes unethical for medical researchers
to continue to conduct trials and treat patients with a drug they believe to be much less effective
than an alternative drug. While these complexities show that scientists may not be able to simply
replace one zetetic norm with another, our main interest in this paper was to investigate whether
zetetic norms, in principle, make a difference for the impact of epistemic norms on the collective
inquiry, rather than to determine the optimal combination of these two kinds of norms.

These issues also concern a broader methodological challenge: how much detail should we
build into models of scientific inquiry? Overly simple models may miss crucial interactions between
norms, while overly detailed models risk being unwieldy or context-specific. Our modeling approach
aims to strike a middle ground, showing that even basic representations of zetetic norms can reveal
dependencies between inquiry strategies and belief-updating norms. This balance, we suggest, is
key to drawing meaningful lessons from formal models of scientific inquiry.9

5 Conclusion

In this paper, we argued that the existing criticism of the Conciliatory View on peer disagreement
among scientists overlooks a crucial dimension of the debate: the role of zetetic norms—norms of
inquiry—alongside epistemic (or doxastic) norms. The Conciliatory View states that in cases of peer
disagreement, one should dissolve the disagreement by meeting the disagreeing peer halfway. An
important argument against the view, brought up by Douven (2010) and Douven and Kelp (2011),
states that conciliation can be detrimental to achieving our epistemic goals. They support their
argument by developing an agent-based model of peer disagreement. In Section 2, we presented
their model and highlighted some shortcomings. In Section 3, we then presented a novel model of
peer disagreement based on the bandit modeling framework. Our model improves on previous work
in two ways. First, it allows for implementing norms of peer disagreement that align better with the
literature by explicitly separating between belief updating based on first-order evidence and sharing
higher-order evidence as two sequential steps in the simulation. Second, it provides an example
of modeling zetetic norms (norms of inquiry) in addition to epistemic norms. In Section 4, we
discussed the results of the model and embedded them in the broader literature on disagreements.

9. We thank anonymous reviewers for encouraging us to discuss the issues related to idealizing
assumptions about the zetetic norms and to simplicity and idealization in general.
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We found that norms of responding to peer disagreement cannot be studied independently
from norms that guide agents’ inquiry. This connection between the two kinds of norms has been
overlooked both in the literature on peer disagreement and in the study of scientific inquiry more
broadly. Thus, our paper presents an exemplary study of how zetetic and epistemic norms interact
in the context of group inquiry. Looking ahead, the model can be further extended by incorporating
and comparing additional norms of responding to peer disagreement, as well as additional zetetic
norms. For example, on the former, it would be interesting to test the norm according to which
agents not only remain steadfast but also boost their confidence upon discovering agreement from
others. Concerning the latter, it would be worthwhile exploring how zetetic norms proposed in the
literature on the pursuit-worthiness of scientific theories perform in this model (e.g. Šešelja et al.
(2012)). For instance, a zetetic norm following Laudan (1977) suggests that one should pursue
a theory that exhibits a higher rate of problem solving than its rivals. This could be captured by
agents pursuing a bandit that has exhibited the highest growth in its success rate.

Going beyond the bandit models, the approach taken here can be fruitfully employed to study
the interaction between epistemic and zetetic norms in other frameworks. For instance, a similar
study could be conducted using the argumentative landscape model presented by Borg et al. (2019,
2018). In that model, a scientific theory is represented as a set of arguments, modeled in an abstract
way. While an individual theory is conflict-free, meaning that no argument in a theory attacks
another in the same theory, arguments from different theories attack each other. By exploring
the argumentative landscape and discovering new arguments, agents gradually learn which of the
theories is more “defensible”, and therefore superior to its rivals. Although the authors do not
describe them as such, the model already contains both epistemic and zetetic norms. On the one
hand, agents can employ different norms to evaluate which theory they should accept. On the other
hand, agents can employ different strategies for deciding which theory to pursue, that is, when
to switch from one theory to another and explore that one instead. We take the first to be a clear
example of epistemic and the latter an example of zetetic norms.

Another area of study where the interaction between the two kinds of norms could be explored
is the problem of the division of cognitive labor. For example, the epistemic landscape model has
been frequently used to study different norms to ensure an optimal division of labor in exploring an
unknown epistemic landscape (Alexander et al., 2015; Pöyhönen, 2017; Thoma, 2015; Weisberg
and Muldoon, 2009). This model can also be used to study both zetetic norms—e.g., Weisberg
and Muldoon have compared agents follow others and agents who work independently in deciding
which part of the landscape to explore—and epistemic norms—e.g., different ways in which agents
evaluate the significance of the patch on the landscape they are currently exploring. Similarly, the
dynamic could be explored in the NK-landscape models. In the model by Wu (2024), agents employ
both social learning and individual inquiry to explore the highly multidimensional landscape. While

21



her paper focuses on comparing the two different social learning strategies, in a footnote, Wu
already suggests implementing alternative search rules, which could be understood as alternative
zetetic norms. Thus, the approach of studying the combinations of these norms presented in this
paper could provide a new perspective on this and similar debates.
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Appendix

This appendix expands on our critique of the model presented in Douven (2010). We argue that the
model has two limitations: first, agents do not update their beliefs in a rational way, and second, the
conciliatory norm is not represented in an adequate way. We discuss each of these points in turn.

Let’s first recall how agents take the truth-signal into account. In each turn, they simply draw
a new value from a uniform distribution between τ − ζ and τ + ζ . Then, they give it a certain
weight and sum it with their weighted prior belief (or, in the case of conciliatory agents, a weighted
aggregate of their prior belief and the prior beliefs of their peers). Consequently, with each update,
agents only consider the newest draw from the truth-signal. This doesn’t mean that they simply
discard their old evidence—they keep it as part of what formed their prior belief. However, it entails
that for the agents, every new piece of evidence has the same impact on one’s belief about τ no
matter how much evidence they have previously gathered.10

We find this assumption inadequate for modeling rational reasoners. For one, it does not apply
to scientists; they do not simply disregard the amount of existing evidence when considering the
results of a new study. For example, for a scientist, acting as Douven’s agent, a new study showing
that p = 0.9 would have the same impact on her belief about p as a long series of consistent studies
showing that p = 0.9. To relax this assumption, we modified a model so that agents remember
previous draws from the truth signal and update using an average of the new draw and a certain
number of previous ones. The number of the previous draws—the size of agents’ memories—is a
parameter of the model and can be modified.

Furthermore, we believe that modeling the noise of the truth signal using a uniform distribution
is unrealistic. Rather, we model noise as normally distributed. Although, as Lyon (2014) points out,
“normal distributions are not as normal as we once thought they were,” the fact that it is found in
nature makes it a better contender for modeling this kind of idealized noisy truth signal.

Figure 7 compares conciliatory and steadfast agents with memory who draw from a normally
distributed noisy truth signal. We can still see the trade-off between speed and accuracy.11 However,
in comparison to the original results (Figure 1), the difference in accuracy is less pronounced.
Specifically, we see that the erratic behavior of steadfast agents in the original model was an artifact

10. Take as an example an agent i who received the sequence .5, .5, .5, .9 in rounds 1–4 from the
noisy truth signal. We suppose that i has no other agents in their confidence interval and that i starts
with the belief .5. In Douven’s model the sequence of beliefs is xi(1) = .5+.5

2 = .5 = xi(2) = xi(3)
and xi(4) = .5+.9

2 = .7. In contrast, a Bayesian agent will average all previous data to obtain
xi(4) = .5+.5+.5+.9

4 = .6.

11. Code for the modified model is publicly available at: [REDACTED].
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Figure 7: Comparison of conciliatory and steadfast agents with memory and normally distributed
noisy data.

of implementing reasoning with noisy truth signal in an overly simplified manner.
That being said, Douven’s main result concerning the trade-off between speed and accuracy

remains robust (even if less pronounced) under these changes. However, the model has another
issue. This has to do with the way different norms for responding to peer disagreement are
implemented in the model. As mentioned above, Douven represents conciliatory and steadfast
agents by manipulating α- and ε-values in Equation 1. Conciliatory agents split the difference with
their close peers (ε = 0.1) and give more weight to this aggregate belief (α = 0.9). Steadfast agents,
on the other hand, ignore other agents with different beliefs (ε = 0) and give equal weight to their
prior belief and the information from the truth signal (α = 0.5).

Using different ε-values is an intuitive way of modeling various ways of responding to peer
disagreement: conciliatory agents take their peers into account, while steadfast agents do not. What
about using different α-values? At face value, this also seems reasonable. After all, the Conciliatory
View does require that reasoners prioritize higher-order evidence, coming from the testimony of
others to first-order evidence they gathered in their own research. In addition, some philosophers,
for example Kelly (2010) and Sliwa and Horowitz (2015), argue that the Conciliatory View requires
reasoners to ignore first-order evidence. Since, as Jehle and Fitelson (2009) emphasize, it is not
clear what updating rule follows from the Conciliatory View, this issue is open to interpretation,
with Douven taking one possible take on it.

While we agree that Douven’s model represents conciliatory agents who put much more weight
on higher-order evidence than on evidence each agent gathered on their own, this doesn’t seem
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to adequately capture conciliation in case of scientific disagreements. Scientists conciliating in
this way would barely consider evidence acquired through their own research. Instead, they would
form their views mainly on the basis of their peers’ beliefs, which is a rather extreme kind of
conciliation. This suggests taking lower values for α as a more suitable assumption to model
scientific disagreements.

Figure 8: Comparison between Douven’s conciliatory and steadfast agents with α-value fixed at
0.5.

Figure 8 compares the performance of conciliating (ε = 0.1) and steadfast (ε = 0) agents
under the same α-value. The figure shows that if we hold α fixed between both kinds of agents,
conciliating doesn’t have downsides: conciliatory agents are at least as accurate as steadfast ones
while speed of accuracy depends mainly on α . The trade-off between speed and accuracy, reported
by Douven (2010) and Douven and Kelp (2011) thus seems to be simply a consequence of using
different α-values for different kinds of populations.
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