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Abstract
According to the Kolmogorovian Censorship Hypothesis, everything

that quantum theory says about the world in the language of the quan-
tum mechanical Hilbert space formalism is actually about relationships
between ordinary relative frequencies expressible in operational terms us-
ing classical Kolmogorovian probability theory. In other words, a quantum
theoretical description of a system should in principle be translatable into
a purely operational–probabilistic description. However, our goal in this
paper is different; we do not want to deal with the problem how to trans-
late the known theory of quantum mechanics into operational terms, or to
reconstruct the theory from postulates which can be interpreted in opera-
tional terms. Our aim is somewhat broader and points in the opposite di-
rection. We start with a general scheme for the operational description of
an arbitrary physical system. The description is based solely on the notion
of observable events (measurement operations and measurement results)
and on general, empirically established simple laws concerning their rela-
tive frequency. These laws are so simple and fundamental that they apply
equally to any physical system—no plausibly conceivable physical system
is known that would violate our basic assumptions. In the first part of the
paper, we outline the basic elements of such an operational–probabilistic
theory; such as the notion of state, the mathematical description of state
space, and the basic notions of dynamics. All these notions are expressed
in classical terms, within the framework of Kolmogorovian probability
theory, and, since our goal is not necessarily to reproduce standard quan-
tum mechanics, we try to avoid making assumptions that are restrictive
and would not hold in the most general case. In the second part of the
paper, we discuss how this operational–probabilistic description compares
to the quantum mechanical description and to what extent the standard
Hilbert space quantum mechanics can be regarded as a reformulation of
the general operational–probabilistic theory.
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1 Introduction
The main motivation of this paper is the so called Kolmogorovian Censorship
Hypothesis, which was first formulated in (Szabó 1995). For long decades it
had been the widely accepted view that quantum mechanics not only teaches
us that the world is essentially of probabilistic nature, but also that the notion
of probability itself, as it is used in quantum mechanics, is a new one, essen-
tially different from the traditional Kolmogorovian notion of probability. The
main difference, and the source of many other differences, is that the event
algebra in quantum probability theory is not a Boolean algebra, but a more
general algebraic structure, an orthomodular lattice, isomorphic with the sub-
space lattice of a Hilbert space. On the one hand, this insight has helped us
to understand more deeply the curiosities of quantum theory, but on the other
hand, it has raised a number of additional foundational problems. Nevertheless,
it was agreed that classical Kolmogorovian probability theory was unable to
accommodate quantum phenomena and that some form of quantum probability
theory was inevitable.

The Kolmogorovian Censorship Hypothesis challenged this picture. The
hypothesis is a generalization of the observation that whenever quantum prob-
abilities appear in the description of real physical phenomena, they appear in
combination with classical Kolmogorovian probabilities, such that, on the sur-
face, the probabilities of all observable, or at least ontologically occurring, phys-
ical events are classical Kolmogorovian probabilities, which can be interpreted
as ordinary relative frequencies.

Take the simplest example. Let A be a quantum observable, a self-adjoint
operator with spectral decomposition A =

∑
i αiPi where αi denotes an eigen-

value and Pi denotes the corresponding spectral projector. Let the system be in
quantum state W . The most fundamental probabilistic claim of quantum the-
ory is that the quantum probability of getting value αi in an A-measurement
is

q (αi) = tr(WPi)

However, comparing this prediction of the theory with the laboratory observa-
tions, what we actually verify is that

p ([αi]) = tr (WPi) p(a) (1)

where p ([αi]) is the relative frequency of the outcome event [αi], say, that
the pointer’s position is “αi,” and p(a) is the relative frequency of the event a
consisting in that an A-measurement is performed. That is, quantum probability
tr (WPi) never stands naked, “facing the tribunal of sense experience,” but is
surrounded by classical Kolmogorovian probabilities.

While this problem does not arise if we restrict ourselves to the spectral
projectors of a single observable, it is easy to see that an arbitrary set of
quantum probabilities, collectively, cannot constitute the relative frequencies
of events. (Due to violation of Bell–type inequalities, Pitowsky 1989, Ch. 2.
See Szabó 1998; 2001; 2008.) Don’t be misled by the fact that in expressions
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like (1), the quantum probability can be interpreted as a classical conditional
probability,

tr (WPi) = p ([αi])
p(a) = p ([αi] |a)

assuming that p(a) ̸= 0 and p ([αi] ∧ a) = p ([αi]), and that the conditional
probability can be interpreted as another probability function on the same event
algebra. The different quantum probabilities can be interpreted as classical
conditional probabilities, but they may belong to different conditioning events,
and therefore do not together form a classical probability function over the event
algebra in question; or over an arbitrary event algebra in general.

This means that there can be no events or any states of affairs in the ontology
of the physical world whose relative frequencies, counted on the Humean mosaic,
are equal to quantum probabilities. According to the Kolmogorovian Censorship
Hypothesis, however, quantum probabilities can always be expressed in terms
of the relative frequencies of such real events. Typically, as suggested by (1),
in terms of the relative frequencies of the outcomes of measurements and the
relative frequencies of executions of measurements.

It should be noted that the possibility of interpreting quantum probability
as formulated in the Hypothesis can be formally proved under different spe-
cial conditions (Bana and Durt 1997; Szabó 2001; Rédei 2010; Hofer-Szabó et
al. 2013, Ch. 9).

Thus, according to the Kolmogorovian Censorship Hypothesis, everything
that quantum theory says about the world in the language of the quantum
mechanical Hilbert space formalism is actually about relationships between or-
dinary relative frequencies expressible in operational terms using classical Kol-
mogorovian probability theory. In other words, a quantum theoretical descrip-
tion of a system should in principle be translatable into a purely operational–
probabilistic description.

To translate quantum mechanics into operational terms is not a new idea,
of course (e.g. Jauch and Piron 1963; Ludwig 1970; Foulis and Randall 1974;
Davies 1976; Busch, Grabowski, and Lahti 1995; Spekkens 2005; Barum et
al. 2007; 2008; Hardy 2008; Aerts 2009; Abramsky and Heunen 2016; Schmid,
Spekkens, and Wolfe 2018). Nevertheless, what such a translation of standard
quantum mechanics looks like is not a self-evident question. However, we do
not wish to discuss this question here. Our goal is different; we do not want to
translate the known theory of quantum mechanics into operational terms, or to
reconstruct the theory from postulates which can be interpreted in operational
terms. The aim of this paper is somewhat broader and points in the opposite
direction.

We start with a general scheme for the operational description of an arbi-
trary physical system. The description is based solely on the notion of observable
events (measurement operations and measurement results) and on general, em-
pirically established simple laws concerning their relative frequency. These laws
are so simple and fundamental that they apply equally to any physical system,
whether it is traditionally considered as classical or quantum, or even “more
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general than quantum” (Müller 2021, Sec. 2). In other words, our goal is not
necessarily to reproduce standard quantum mechanics, and therefore we try to
avoid making assumptions that are restrictive and would not hold in the most
general case—no plausibly conceivable physical system is known that would vi-
olate our basic assumptions. In this sense, our operational–probabilistic model
significantly differs from the other similar approaches in the above mentioned lit-
erature; including the most recent GPT approaches (Hardy 2008; Holevo 2011;
Müller 2021). The main differences are briefly highlighted in several places
throughout the paper; on two key aspects we reflect in more detail in Appen-
dices 2 and 3.

Although our main—technically non-trivial—result concerns how this
operational–probabilistic description compares to the quantum mechanical de-
scription and to what extent the standard Hilbert space quantum mechanics can
be regarded as a reformulation of the general operational–probabilistic theory,
we would like to draw the reader’s attention to the first part of the paper in
which we outline the basic elements of such an operational–probabilistic theory;
such as the notion of state, the mathematical description of state space, and the
basic notions of dynamics. All these notions are expressed in classical terms,
within the framework of Kolmogorovian probability theory. It remains an in-
triguing question how to continue this project, how to apply it, for example,
for the description of well-known quantum mechanical systems with the known
symmetries and dynamics, etc.; to which the authors plan to return somewhere
else.

The paper is structured as follows. We describe a typical empirical scenario
in the following way: One can perform different measurement operations on
a physical system, each of which may have different possible outcomes. The
performance of a measuring operation is regarded as a physical event on par
with the measurement outcomes. Empirical data are, exclusively, the observed
relative frequencies of how many times different measurement operations are
performed and how many times different outcome events occur, including the
joint performances of two or more measurements and the conjunctions of their
outcomes. In terms of the observed relative frequencies we stipulate two em-
pirical conditions, (E1) and (E2), which are simple, plausible, and empirically
testable.

Of course, the observed relative frequencies essentially depend on the fre-
quencies with which the measurement operations are performed; that is, on cir-
cumstances external to the physical system under consideration; for example,
on the free choice of a human. Under a further empirically testable assumption
about the observed frequencies, (E3), we can isolate a notion which is inde-
pendent of the relative frequencies of the measurement operations and can be
identified with the system’s own state; in the sense that it characterizes the sys-
tem’s probabilistic behavior against all possible measurement operations. The
largest part of our further investigation is at the level of generality defined by
assumptions (E1)–(E3).

In Section 3, we derive important theorems, solely from conditions (E1)–
(E3), concerning the possible states of the system. In Section 4, we characterize
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the time evolution of these states, first in its most general form under conditions
(E1)–(E3) alone, then on the basis of a further, empirically testable assumption
(E4). Section 5 considers various possible ontological pictures consistent with
our probabilistic notion of state.

All these investigations are expressed in terms of relative frequencies, which
by definition satisfy the Kolmogorovian axioms of classical probability theory.
This means that any physical system—traditionally categorized as classical or
quantum, or “more general than quantum”—that can be described in opera-
tional terms can be described within classical Kolmogorovian probability theory;
including the system’s state, time evolution or ontology. In the second part of
the paper, at the same time, we will show that anything that can be described
in these operational terms can, if we wish, be represented in the Hilbert space
quantum mechanical formalism. It will be proved that there always exists:

• a suitable Hilbert space, such that

• the outcomes of each measurement can be represented by a system of
pairwise orthogonal closed subspaces, spanning the whole Hilbert space,

• the states of the system can be represented by pure state operators with
suitable state vectors, and

• the probabilities of the measurement outcomes can be reproduced by the
usual trace formula of quantum mechanics.

Moreover, if appropriate, one can label the possible outcomes of a measure-
ment with numbers, and talk about them as the measured values of a physical
quantity. Each such quantity

• can be associated with a suitable self-adjoint operator, such that

• the expectation value of the quantity, in all states of the system, can
be reproduced by the usual trace formula applied to the associated self-
adjoint operator,

• the possible measurement results are exactly the eigenvalues of the oper-
ator, and

• the corresponding outcome events are represented by the eigenspaces per-
taining to the eigenvalues respectively, according to the spectral decom-
position of the operator in question.

This suggests that the basic postulates of quantum theory are in fact analytic
statements: they do not tell us anything about a physical system beyond the
fact that the system can be described in operational terms. This is almost
true. Nevertheless, it must be mentioned that the quantum-mechanics-like rep-
resentation we will obtain is not completely identical with standard quantum
mechanics. The interesting fact is that most of the deviations from the quantum
mechanical folklore, discussed in Section 8, are related to exactly those issues
in the foundations of quantum mechanics that have been hotly debated for long
decades.
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2 The General Operational Schema
Consider a general experimental scenario: we can perform different measure-
ment operations denoted by a1, a2, . . . ar, . . . am on a physical system. We shall
use the same notation ar for the physical event that the measurement operation
ar happened. Each measurement ar may have different outcomes denoted by
Xr

1 , X
r
2 , . . . X

r
nr

. Let M =
∑m

r=1 nr, and let IM denote the following set of
indices:

IM = {r
i | 1 ≤ r ≤ m, 1 ≤ i ≤ nr } (2)

Sometimes we perform two or more measurement operations simultaneously—
that is, in the same run of the experiment. So we also consider the double, triple,
and higher conjunctions of measurement operations and the possible outcome
events. In general, we consider the free Boolean algebra A generated by the set
of all measurement operation and measurement outcome events

G = {ar}r=1,2,...m ∪ {Xr
i }r

i
∈IM (3)

with the usual Boolean operations, denoted by ∧, ∨ and ¬. Introduce the
following concise notation: let SM

max denote the set of the indices of all double,
triple, and higher conjunctions of the outcome events in G. That is, for example,
r1r2...rL
i1i2...iL

∈ SM
max will stand for the conjunction Xr1

i1
∧Xr2

i2
. . . ∧XrL

iL
, etc.

The event algebra A has 2M+m atoms, each having the form of

∆ε⃗,η⃗ =
(

∧
r
i

∈IM
[Xr

i ]ε
r
i

)
∧
(

m
∧

s=1
[as]ηs

)
(4)

where ε⃗ = (εr
i ) ∈ {0, 1}M , η⃗ = (ηs) ∈ {0, 1}m, and

[Xr
i ]ε

r
i =

{
Xr

i if εr
i = 1

¬Xr
i if εr

i = 0

[as]ηs =
{
as if ηs = 1
¬as if ηs = 0

And, of course, all events in algebra A can be uniquely expressed as a disjunction
of atoms.

Assume that we can repeat the same experimental situation as many times
as needed; that is, we can prepare the same (or identical) physical system in
the same way and we can repeat the same measuring operations with the same
(or identical) measuring devices, etc. In every run of the experiment we observe
which measurement operations are performed and which outcome events occur,
including the joint performances of two or more measurements and the conjunc-
tions of their outcomes. In this way, we observe the relative frequencies of all
elements of the event algebra A. Let p denote this relative frequency function
on A. Obviously, (A, p) constitutes a classical probability model satisfying the
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Kolmogorovian axioms. Since the relative frequencies on the whole event alge-
bra are uniquely determined by the relative frequencies of the atoms, p can be
uniquely given by

p(∆ε⃗,η⃗) ε⃗ ∈ {0, 1}M ; η⃗ ∈ {0, 1}m (5)

The observed relative frequencies on A are considered the empirical data, ex-
clusively.

We do not make a priori assumptions about these relative frequencies. Any
truth about them will be regarded as empirical fact observed in the experi-
ment. For example, we do not assume that the stipulated set of measurements
a1, a2, . . . ar, . . . am, or a subset of them, is sufficient to “fully characterize the
system’s state” (in the GPT terminology: “fiducial” measurements, Müller 2021,
p. 23). The reason is we have no operationally meaningful notion of “state” prior
to setting up a collection of measurements (such a notion will be defined in the
next section). If there is any redundancy in a1, a2, . . . ar, . . . am, this will be
reflected in the observed relative frequencies on A.

Another example is the fact that two or more measurements ar1 , ar2 , . . . arL

cannot be performed simultaneously; which reveals in the observed fact that
p (ar1 ∧ ar2 . . . ∧ arL

) always equals 0. Though, this “always” needs some fur-
ther explanation. For, it is obviously true that the frequencies p(ar) sensi-
tively depend on the will of the experimenter. Therefore, it can be the case
that p (ar1 ∧ ar2 . . . ∧ arL

) = 0 simply because the experimenter never chooses
to perform the measurements ar1 , ar2 , . . . arL

simultaneously. At least at first
sight this seems to significantly differ from the situation when a certain com-
bination of experiments are never performed due to objective reasons; because
the simultaneous performance of the measurement operations is—as we usually
express—impossible. Without entering into the metaphysical disputes about
possibility–impossibility, we only say that the impossibility of a combination of
measurements is a contingent fact of the world; the measuring devices and the
measuring operations are such that the joint measurement ar1 ∧ ar2 . . . ∧ arL

never occurs. Let us denote by I ⊂ P ({1, 2, . . .m}) (where P (A) is the power
set of set A) the set of indices of such “impossible” conjunctions. That is, for
all 2 ≤ L ≤ m,

p (ar1 ∧ ar2 . . . ∧ arL
) = 0 if {r1, r2, . . . rL} ∈ I (6)

In contrast, let P ⊂ P ({1, 2, . . .m}) denote the set of indices of the “possible”
conjunctions:

P =
{

{r1, r2, . . . rL} ∈ P ({1, 2, . . .m})
∣∣∣ 2 ≤ L ≤ m; {r1, r2, . . . rL} /∈ I

}
(E1) We assume, as empirically observed fact, that every conjunction of mea-

surements that is possible does occur with some non-zero frequency:

p (ar1 ∧ ar2 . . . ∧ arL
) > 0 if {r1, r2, . . . rL} ∈ P (7)

We also assume that for all 1 ≤ r ≤ m,

p (ar) > 0 (8)
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Similarly to (2), we introduce the following sets of indices:

S =
{

r1r2...rL
i1i2...iL

∈ SM
max | {r1, r2, . . . rL} ∈ P

}
SI =

{
r1r2...rL
i1i2...iL

∈ SM
max | {r1, r2, . . . rL} ∈ I

}
(E2) The following assumptions are also regarded as empirically observed reg-

ularities: for all r
i ,

r′

i′ ∈ IM and {r1, r2, . . . rL} ∈ P,

p (ar ∧Xr
i ) = p (Xr

i ) (9)

if r = r′ and i ̸= i′ then p
(
Xr

i ∧Xr′

i′

)
= 0 (10)∑

k(
r
k ∈ IM

)
p (Xr

k |ar) = 1 (11)

∑
k1 . . . kL(

r1...rL

k1...kL
∈ S

)
p
(
Xr1

k1
∧ . . . ∧XrL

kL
|ar1 ∧ . . . ∧ arL

)
= 1 (12)

where p ( | ) denotes the usual conditional relative frequency defined by
the Bayes rule—p (ar) ̸= 0 and p (ar1 ∧ ar2 . . . ∧ arL

) ̸= 0, due to (7)–(8).
That is to say, an outcome event does not occur without the performance
of the corresponding measurement operation; it is never the case that two
different outcomes of the same measurement occur simultaneously; when-
ever a measurement operation is performed, one of the possible outcomes
occurs; whenever a conjunction of measurement operations is performed,
one of the possible outcome combinations occurs.

In the picture we suggest, an outcome of a measurement is, primarily, a physical
event, an occurrence of a certain state of affairs at the end of the measuring
process; rather than obtaining a numeric value of a quantity. To give an example,
the state of affairs when the rotated coil of a voltmeter takes a new position of
equilibrium with the distorted spring is ontologically prior to the number on the
scale to which its pointer points at that moment. Nevertheless, in some cases
the measurement outcomes are labeled by real numbers that are interpreted as
the “measured value” of a real-valued physical quantity:

αr : Xr
i 7→ αr

i ∈ R (13)

In this case, at least formally, it may make sense to talk about conditional
expectation value, that is the average of the measured values, given that the
measurement is performed:

⟨αr⟩ =
nr∑

i=1
αr

i p (Xr
i |ar)

About all labelings αr we will assume that αr
i ̸= αr

j for i ̸= j.

8



3 The State of the System
Of course, the relative frequency p in (A, p) depends not only on the behavior
of the physical system after a certain physical preparation but also on the au-
tonomous decisions of the experimenter to perform this or that measurement
operation. One can hope a scientific description of the system only if the two
things can be separated. Whether this is possible is a contingent fact of the
empirically observed reality, reflected in the observed relative frequencies.

Let |S| denote the number of elements of S. Consider the following vector:

Z⃗ =
(
Zr

i , Z
r1...rL
i1...iL

)
∈ RM+|S| (14)

where
Zr

i = p (Xr
i |ar) r

i ∈ IM (15)

and
Zr1...rL

i1...iL
= p

(
Xr1

i1
∧ . . . ∧XrL

iL
|ar1 ∧ . . . ∧ arL

)
r1...rL
i1...iL

∈ S (16)

In general, even if the physical preparation of the system is identical in every run
of the experiment, the conditional relative frequencies on the right hand sides of
(15)–(16), hence the values of Zr

i and Zr1...rL
i1...iL

, may vary if the actual frequencies
{p (ar)}1≤r≤m and {p (ar1 ∧ . . . ∧ arL

)}{r1,...rL}∈P vary, for example, upon the
experimenter’s decisions.

However, we make the following stipulation as observed empirical fact:

(E3) For all physical preparations, keeping the preparation fixed, Z⃗
is independent of the actual nonzero values of {p (ar)}1≤r≤m and
{p (ar1 ∧ . . . ∧ arL

)}{r1,...rL}∈P.

In other words, what (E3) says is that for all fixed physical preparations, the
observed relative frequencies are such that

p (Xr
i ) = Zr

i p (ar) r
i ∈ IM (17)

p
(
Xr1

i1
∧ . . . ∧XrL

iL

)
=
{
Zr1...rL

i1...iL
p (ar1 ∧ . . . ∧ arL

) r1...rL
i1...iL

∈ S

0 r1...rL
i1...iL

∈ SI

(18)

with one and the same Z⃗ =
(
Zr

i , Z
r1...rL
i1...iL

)
. Z⃗ is therefore determined only by the

physical preparation. Notice that (E3) does not exclude that different physical
preparations lead to the same Z⃗.

Z⃗ can be regarded as a characterization of the system’s state right after
the given physical preparation, in the sense that it characterizes the system’s
probabilistic behavior against all possible measurement operations. This char-
acterization is complete in the following sense:

Theorem 1. State Z⃗ together with arbitrary relative frequencies of measure-
ments, {p (ar)}1≤r≤m and {p (ar1 ∧ . . . ∧ arL

)}{r1,...rL}∈P, uniquely determine
the relative frequency function p on the whole event algebra A.
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Proof. Using the same notations we introduced in (4), each atom has the form
of

∆ε⃗,η⃗ =
(

∧
r
i

∈IM
[Xr

i ]ε
r
i

)
︸ ︷︷ ︸

Γε⃗

∧
(

m
∧

s=1
[as]ηs

)
(19)

Notice that the part Γε⃗ = ∧
r
i

∈IM
[Xr

i ]ε
r
i in (19) uniquely determines the whole

∆ε⃗,η⃗, whenever p (∆ε⃗,η⃗) ̸= 0. Namely, due to (9) and (11),

p (∆ε⃗,η⃗) ̸= 0 implies that for all 1 ≤ r ≤ m,
nr∑

i=1
εr

i = 0 iff ηr = 0 (20)

In other words, for each ε⃗ ∈ {0, 1}M there is exactly one η⃗ ∈ {0, 1}m for which
(9) and (11) do not imply that p (∆ε⃗,η⃗) = 0. Let us denote it by η⃗ (ε⃗); and, for
the sake of brevity, introduce the following notation: δε⃗ = p

(
∆ε⃗,η⃗(ε⃗)

)
. (It is not

necessarily the case that δε⃗ ̸= 0. For example, the empirical fact (10) will be
accounted for in terms of the values on the right hand side of (24) below.)

It must be also noticed that {Γε⃗}ε⃗∈{0,1}M constitute the atoms of the free
Boolean algebra AM generated by the set {Xr

i }r
i

∈IM . Events Xr
i and Xr1

i1
∧

. . . ∧ XrL
iL

on the right hand sides of (15)–(16) are elements of AM , and have
therefore a unique decomposition into disjunction of atoms of AM . Accordingly,
taking into account (20), we have∑

ε⃗∈{0,1}M

δε⃗ = 1 (21)

∑
ε⃗∈{0,1}M

r
iRε⃗ δε⃗ = p (Xr

i ) = Zr
i p (ar) r

i ∈ IM (22)

∑
ε⃗∈{0,1}M

r1...rL
i1...iL

Rε⃗ δε⃗ = p
(
Xr1

i1
∧ . . . ∧XrL

iL

)
= Zr1...rL

i1...iL
p (ar1 ∧ . . . ∧ arL

) r1...rL
i1...iL

∈ S (23)∑
ε⃗∈{0,1}M

r1...rL
i1...iL

Rε⃗ δε⃗ = p
(
Xr1

i1
∧ . . . ∧XrL

iL

)
= 0 r1...rL

i1...iL
∈ SI (24)

with

r
iRε⃗ =

{
1 if Γε⃗ ⊆ Xr

i

0 if Γε⃗ ⊈ Xr
i

r1...rL
i1...iL

Rε⃗ =
{

1 if Γε⃗ ⊆ Xr1
i1

∧ . . . ∧XrL
iL

0 if Γε⃗ ⊈ Xr1
i1

∧ . . . ∧XrL
iL

where ⊆ is meant in the sense of the partial ordering in AM .
Now, (21)–(24) constitute a system of 1+M+

∣∣SM
max

∣∣ = 2M linear equations
with 2M unknowns δε⃗, ε⃗ ∈ {0, 1}M . The equations are linearly independent due
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to the uniqueness of decomposition into disjunction of atoms of AM , and due
to the fact that there are only conjunctions on the right hand side. (A similar
equation for, say, Xr1

i1
∨Xr2

i2
could be expressed as the sum of equations for Xr1

i1
and Xr2

i2
minus the one for Xr1

i1
∧ Xr2

i2
.) Therefore, the system has a unique

solution for all δε⃗, that is, for the relative frequencies of
{
∆ε⃗,η⃗(ε⃗)

}
ε⃗∈{0,1}M . The

rest of the atoms of A have zero relative frequency.

Thus the notion of state we introduced aligns with the traditional notion of
state in a probabilistic and operational context. In fact, it corresponds precisely
to Lucien Hardy’s formulation, which has been widely used in recent GPT-like
approaches:

The state associated with a particular preparation is defined to be
(that thing represented by) any mathematical object that can be
used to determine the probability associated with the outcomes of
any measurement that may be performed on a system prepared by
the given preparation. (2008, p. 2)

To avoid misunderstandings, however, it is worthwhile pointing out two impor-
tant differences. On the one hand, in our definition the state determines not only
the probability associated with the outcomes of any measurement but also the
probability associated with the outcomes of any conjunction of measurements
that can be jointly performed on the system. By contrast, in the GPT approach
measurement conjunctions are only introduced in connection with “composite
systems,” in a way that one measurement is performed on one “subsystem” and
simultaneously another measurement on a different “subsystem” (Müller 2021,
pp. 24-28). In this paper we do not want to talk about “composite systems”
and “subsystems,” and just note that any operationally meaningful conception
of those will be based on the notion of an overall state which comprises the
statistics of all measurements performable on the total system, including all
possible measurement conjunctions.

On the other hand, it must be clear that the state, in itself, does not de-
termine the probabilities of the measurement outcome events; only the state of
the system Z⃗ and the relative frequencies of the measurements {p (ar)}1≤r≤m

and {p (ar1 ∧ . . . ∧ arL
)}{r1,...rL}∈P together. And the fact that the frequen-

cies of the measurements in (17)–(18) can be arbitrary does not imply that the
components of Z⃗ {

Zr
i , Z

r1...rL
i1...iL

}
r
i ∈ IM ; r1...rL

i1...iL
∈ S

constitute relative frequencies of the corresponding outcome events{
Xr

i , X
r1
i1

∧ . . . ∧XrL
iL

}
r
i ∈ IM ; r1...rL

i1...iL
∈ S

(or events whatsoever), as will be shown in Section 5.
It is essential in our present analysis that the measurement operations are

treated on par with the outcome events; they belong to the ontology. However,
as it is clearly seen from (21)–(24), the notion of Z⃗ detaches the “system’s
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contribution” to the totality of statistical facts observed in the measurements
from the “experimenter’s contribution”.

Still, the state of the system depends not only on the features intrinsic to
the system in itself, but also on the content of I, i.e., which combinations of
measuring operations cannot be performed simultaneously. This means that the
measuring devices and measuring operations, by means of which we establish
the empirically meaningful semantics of our physical description of the system,
play a constitutive role in the notion of state attributed to the system. This kind
of constitutive role of the semantic conventions is however completely natural
in all empirically meaningful physical theories (Szabó 2020).

The following lemma will be important for our further investigations:

Lemma 2. For all states,

Zr1...rL
i1...iL

≤ min
{
Z

rγ1 ...rγL−1
iγ1 ...iγL−1

}
{γ1,...γL−1}⊂{1,...L}

(25)

where r1...rL
i1...iL

∈ S.

Proof. It is known that similar inequality holds for arbitrary relative frequencies.
Therefore,

p
(
Xr1

i1
∧ . . . ∧XrL

iL

)
≤ min

{
p
(
X

rγ1
iγ1

∧ . . . ∧X
rγL−1
iγL−1

)}
{γ1,...γL−1}⊂{1,...L}

(26)

for all r1...rL
i1...iL

∈ SM
max, and

p (ar1 ∧ . . . ∧ arL
) ≤ min

{
p
(
arγ1

∧ . . . ∧ arγL−1

)}
{γ1,...γL−1}⊂{1,...L}

(27)

for all 2 ≤ L ≤ m, 1 ≤ r1, . . . rL ≤ m. It follows from the definition of state
that

p
(
Xr1

i1
∧ . . . ∧XrL

iL

)
= Zr1...rL

i1...iL
p (ar1 ∧ . . . ∧ arL

) (28)

p
(
X

rγ1
iγ1

∧ . . . ∧X
rγL−1
iγL−1

)
= Z

rγ1 ...rγL−1
iγ1 ...iγL−1

p
(
arγ1

∧ . . . ∧ arγL−1

)
(29)

for all r1...rL
i1...iL

∈ S and {γ1, . . . γL−1} ⊂ {1, . . . L}. Consequently, from (26) we
have

Zr1...rL
i1...iL

Z
rγ1 ...rγL−1
iγ1 ...iγL−1

≤
p
(
arγ1

∧ . . . ∧ arγL−1

)
p (ar1 ∧ . . . ∧ arL

) (30)

Since, according to the definition of state, (28)–(29) hold for all possible relative
frequencies {p (ar)}1≤r≤m and {p (ar1 ∧ . . . ∧ arL

)}{r1,...rL}∈P, inequality (30)
must hold for the minimum value of the right hand side, which is equal to 1, due
to (27). And this is the case for all r1...rL

i1...iL
∈ S and {γ1, . . . γL−1} ⊂ {1, . . . L}.
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It is of course an empirical question what states a system has after different
physical preparations. In what follows, we will answer the question: what can
we say about the “space” of theoretically possible states of a system? Where
by “theoretically possible states” we mean all vectors constructed by means
of definition (14)–(16) from arbitrary relative frequencies satisfying (7)–(12)
and (17)–(18). Here we should note that the general probabilistic description
includes the possibility—again, as an eventual empirical fact observed from the
frequencies (5)—that the system is deterministic, meaning that Z⃗ ∈ {0, 1}M+|S|,
or at least it behaves deterministically in some states.

We will show that the possible state vectors constitute a closed convex poly-
tope in RM+|S|, which we will denote by φ (M,S). First we will prove an
important lemma.
Lemma 3. If Z⃗1 and Z⃗2 are possible states then their convex linear combination
Z⃗3 = λ1Z⃗1 + λ2Z⃗2 (λ1, λ2 ≥ 0 λ1 + λ2 = 1) also constitutes a possible state.
Proof. According to the definition of state, the observed relative frequencies of
the measurement outcomes in the two states are

p1 (Xr
i ) = Z1

r
i p1 (ar) (31)

p1
(
Xr1

i1
∧ . . . ∧XrL

iL

)
= Z1

r1...rL
i1...iL

p1 (ar1 ∧ . . . ∧ arL
) (32)

and
p2 (Xr

i ) = Z2
r
i p2 (ar) (33)

p2
(
Xr1

i1
∧ . . . ∧XrL

iL

)
= Z2

r1...rL
i1...iL

p2 (ar1 ∧ . . . ∧ arL
) (34)

for all r
i ∈ IM and r1...rL

i1...iL
∈ S. Due to (E3), p1 (ar) and p1 (ar1 ∧ . . . ∧ arL

)
as well as p2 (ar) and p2 (ar1 ∧ . . . ∧ arL

) can be arbitrary relative frequencies
satisfying (6)–(8). Therefore, without loss of generality, we can take the case of

p1 (ar) = p2 (ar) = p0 (ar)
p1 (ar1 ∧ . . . ∧ arL

) = p2 (ar1 ∧ . . . ∧ arL
) = p0 (ar1 ∧ . . . ∧ arL

)
Now, consider the convex linear combination p3 = λ1p1 + λ2p2. Obviously,

p3 satisfies (7)–(11), and
p3 (ar) = p0 (ar)

p3 (ar1 ∧ . . . ∧ arL
) = p0 (ar1 ∧ . . . ∧ arL

)
Accordingly, we have

p3 (Xr
i ) = λ1p1 (Xr

i ) + λ2p2 (Xr
i ) = (λ1Z1

r
i + λ2Z2

r
i ) p3 (ar)

p3
(
Xr1

i1
∧ . . . ∧XrL

iL

)
= λ1p1

(
Xr1

i1
∧ . . . ∧XrL

iL

)
+ λ2p2

(
Xr1

i1
∧ . . . ∧XrL

iL

)
=
(
λ1Z1

r1...rL
i1...iL

+ λ2Z2
r1...rL
i1...iL

)
p3 (ar1 ∧ . . . ∧ arL

)

This means that Z⃗3 = λ1Z⃗1 + λ2Z⃗2 satisfies condition (17)–(18), as p3 (ar) and
p3 (ar1 ∧ . . . ∧ arL

) can be arbitrary frequencies satisfying (6)–(8). That is, Z⃗3
complies with the definition of state, meaning that Z⃗3 is a possible state of the
system.
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3.1 The State Space – Polytope View
Now we turn to the question of the “space” of possible states. Let e⃗ r

i , e⃗
r1...rL
i1...iL

∈
RM+|S| denote the r

i -th and r1...rL
i1...iL

-th coordinate base vector of RM+|S|, where
r
i ∈ IM and r1...rL

i1...iL
∈ S, and let f⃗ =

(
fr

i , f
r1...rL
i1...iL

)
∈ RM+|S| denote an arbitrary

vector.
The empirical facts (E1)–(E3), partly through Lemmas 2–3, imply that the

possible state vectors constitute a closed convex polytope φ (M,S) ⊂ RM+|S|

defined by the following system of linear inequalities:

fr
i ≥ 0 (35)
fr

i ≤ 1 (36)
fr1...rL

i1...iL
≥ 0 (37)

fr1...rL
i1...iL

− f
rγ1 ...rγL−1
iγ1 ...iγL−1

≤ 0 {γ1, . . . γL−1} ⊂ {1, . . . L} (38)∑
k(

r
k ∈ IM

)
fr

k = 1 (39)

∑
k1, k2 . . . kL(
r1...rL

k1...kL
∈ S

)
fr1...rL

k1...kL
= 1 (40)

f
r′

1...r′
L

i′
1...i′

L
= 0 r′

1...r′
L

i′
1...i′

L
∈ S0 (41)

for all r
i ∈ IM , r1...rL

i1...iL
∈ S, and

S0 =
{

r1...rL
i1...iL

∈ S
∣∣∣rγ1 = rγ2 , iγ1 ̸= iγ2 , {γ1, γ2} ⊂ {1, . . . L}

}
Denote by l (M,S) ⊂ RM+|S| the closed convex polytope defined by the first
group of inequalities (35)–(38). As is well known (Pitowsky 1989, pp. 51 and
65), the vertices of l (M,S) are all the vectors v⃗ ∈ RM+|S| such that

(a) vr
i , v

r1...rL
i1...iL

∈ {0, 1} for all r
i ∈ IM and r1...rL

i1...iL
∈ S.

(b) vr1...rL
i1...iL

≤
∏

{γ1,γ2,...γL−1}⊂ {1,2,...L}

v
rγ1 ...rγL−1
iγ1 ...iγL−1

for all r1...rL
i1...iL

∈ S.

A vertex is called classical if the equality holds everywhere in (b), and non-
classical otherwise.

Obviously, φ (M,S) ⊆ l (M,S). What can be said about the vertices of
φ (M,S)?

Lemma 4. The vertices of φ (M,S) are all the vectors f⃗ ∈ φ (M,S) such that
fr

i , f
r1...rL
i1...iL

∈ {0, 1} for all r
i ∈ IM and r1...rL

i1...iL
∈ S.

14



Proof. One direction is trivial: if f⃗ ∈ φ (M,S) and fr
i , f

r1...rL
i1...iL

∈ {0, 1} for all
r
i ∈ IM and r1...rL

i1...iL
∈ S, then f⃗ is a vertex. For, if there exist f⃗ ′, f⃗ ′′ ∈ φ (M,S)

such that f⃗ = λf⃗ ′ +(1−λ)f⃗ ′′ with some 0 < λ < 1, then obviously f⃗ ′ = f⃗ ′′ = f⃗ .
The proof of the other direction is quite involved. For a more concise nota-

tion, introduce the following sets of indices:

I =
{

1|ri , 2|ri , 3|r1...rL
i1...iL

, 4|r1...rL
i1...iL

|
rγ1 ...rγL−1
iγ1 ...iγL−1

, 5|r, 6|r1 . . . rL, 7|r
′
1...r′

L

i′
1...i′

L

∣∣∣ for all

r
i ∈ IM , r1...rL

i1...iL
∈ S,r

′
1...r′

L

i′
1...i′

L
∈ S0, and {γ1, . . . γL−1} ⊂ {1, . . . L}

}
I0 =

{
1|ri , 2|ri , 3|r1...rL

i1...iL
, 4|r1...rL

i1...iL
|
rγ1 ...rγL−1
iγ1 ...iγL−1

∣∣∣ for all r
i ∈ IM , r1...rL

i1...iL
∈ S,

and {γ1, . . . γL−1} ⊂ {1, . . . L}
}

I+ =
{

5|r, 6|r1 . . . rL, 7|r
′
1...r′

L

i′
1...i′

L
| for all 1 ≤ r ≤ m, {r1 . . . rL} ∈ P,

and r′
1...r′

L

i′
1...i′

L
∈ S0

}
Obviously, I = I0 ∪ I+ and I0 ∩ I+ = ∅. Rewrite (35)–(41) in the following
standard form: 〈

ω⃗µ, f⃗
〉

− bµ ≤ 0 for all µ ∈ I0 (42)〈
ω⃗µ, f⃗

〉
− bµ = 0 for all µ ∈ I+ (43)

with the following ω⃗µ ∈ RM+|S| and bµ ∈ R:

ω⃗1|r
i

= (0 . . . 0

r
i
⌣

−1 0 . . . 0) (44)
b1|r

i
= 0 (45)

ω⃗2|r
i

= (0 . . . 0

r
i
⌣

1 0 . . . 0) (46)
b2|r

i
= 1 (47)

ω⃗3|r1...rL
i1...iL

= (0 . . . 0

r1...rL
i1...iL

⌣

−1 0 . . . 0) (48)

b3|r1...rL
i1...iL

= 0 (49)

ω⃗4|r1...rL
i1...iL

|
rγ1 ...rγL−1
iγ1 ...iγL−1

= (0 . . . 0

rγ1 ...rγL−1
iγ1 ...iγL−1

⌣

−1 0 . . . 0

r1...rL
i1...iL

⌣

1 0 . . . 0) (50)

b4|r1...rL
i1...iL

|
rγ1 ...rγL−1
iγ1 ...iγL−1

= 0 (51)

ω⃗5|r = (0 . . . 0

r
1
⌣

1

r
2
⌣

1

r
3
⌣

1 . . .

r
nr
⌣

1 0 . . . 0) (52)
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b5|r = 1 (53)

ω⃗6|r1...rL
= (0 . . . 0

r1r2...rL
1 1 ... 1

⌣

1

r1r2...rL
2 1 ... 1

⌣

1 . . .

r1 r2 ...rL
nr1 nr2 ...nrL

⌣

1 0 . . . 0) (54)
b6|r1...rL

= 1 (55)

ω⃗
7|

r′
1...r′

L
i′
1...i′

L

= (0 . . . 0

r′
1...r′

L
i′
1...i′

L
⌣

1 0 . . . 0) (56)

b
7|

r′
1...r′

L
i′
1...i′

L

= 0 (57)

where r
i ∈ IM , r1...rL

i1...iL
∈ S, {γ1, . . . γL−1} ⊂ {1, . . . L}, and r′

1...r′
L

i′
1...i′

L
∈ S0. Notice

that l (M,S) is defined by (42).
For an arbitrary f⃗ ∈ l (M,S) we define the following sets:

If⃗ =
{
µ ∈ I

∣∣∣ 〈ω⃗µ, f⃗
〉

− bµ = 0
}

I0
f⃗

=
{
µ ∈ I0

∣∣∣ 〈ω⃗µ, f⃗
〉

− bµ = 0
}

Notice that if f⃗ ∈ φ (M,S), then If⃗ = I0
f⃗

∪ I+, due to the fact that (39)–(41)
can be satisfied only with equality.

If⃗ constitutes the so called ‘active index set’ for f⃗ ∈ φ (M,S); and according
to a known theorem (see Appendix 1) f⃗ is a vertex of φ (M,S) if and only if

span {ω⃗µ}µ∈I
f⃗

= RM+|S| (58)

Similarly, a vector f⃗ ∈ l (M,S) is a vertex of l (M,S) if and only if

span {ω⃗µ}µ∈I0
f⃗

= RM+|S| (59)

For all f⃗ ∈ l (M,S) define

Jf⃗ =
{

r
i

∣∣r
i ∈ IM and 0 < fr

i < 1
}

J ′
f⃗

=
{

r1...rL
i1...iL

∣∣r1...rL
i1...iL

∈ S and 0 < fr1...rL
i1...iL

< 1
}

Notice that for all r
i ∈ IM and r1...rL

i1...iL
∈ S,

e⃗ r
i ∈ span {ω⃗µ}µ∈I0

f⃗

if fr
i ∈ {0, 1} (60)

e⃗ r1...rL
i1...iL

∈ span {ω⃗µ}µ∈I0
f⃗

if fr1...rL
i1...iL

∈ {0, 1} (61)

since the corresponding inequalities (35)–(38) must hold with equality. The
only case that requires a bit of reflection is when fr1...rL

i1...iL
= 1. For example, if
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fr1r2
i1i2

= 1 then (38) is satisfied with equality, so that fr1
i1

= 1, therefore (36) is
also satisfied with equality. Consequently,

ω⃗2|r1
i1

∈ span {ω⃗µ}µ∈I0
f⃗

ω⃗4|r1r2
i1i2

|r1
i1

∈ span {ω⃗µ}µ∈I0
f⃗

At the same time, as it can be seen from (46) and (50),

e⃗ r1r2
i1i2

= ω⃗2|r1
i1

+ ω⃗4|r1r2
i1i2

|r1
i1

∈ span {ω⃗µ}µ∈I0
f⃗

This can be recursively continued for the triple and higher conjunction indices.
Assume now that f⃗ ∈ φ (M,S) is such that Jf⃗ ∪ J ′

f⃗
̸= ∅, and at the same

time it is a vertex of φ (M,S), that is, (58) is satisfied. We are going to show
that this leads to contradiction.

Due to (60)–(61), the assumption that f⃗ is a vertex implies that all base
vectors of RM+|S| must belong to span {ω⃗µ}µ∈I0

f⃗

save for some e⃗ r
i ’s with r

i ∈ Jf⃗

and/or some e⃗ r1...rL
i1...iL

’s with r1...rL
i1...iL

∈ J ′
f⃗
. On the other hand, f⃗ being a vertex

implies that (58) holds, therefore

e⃗ r
i ∈ span {ω⃗µ}µ∈I

f⃗
for all r

i ∈ Jf⃗

e⃗ r1...rL
i1...iL

∈ span {ω⃗µ}µ∈I
f⃗

for all r1...rL
i1...iL

∈ J ′
f⃗

Taking into account that If⃗ = I0
f⃗

∪I+, it means that for all r
i ∈ Jf⃗ and arbitrary

τ r
i ̸= 0 there exist vectors

r
i v⃗ ∈ span {ω⃗µ}µ∈I0

f⃗

(62)

such that,

τ r
i e⃗

r
i = r

i v⃗ +
m∑

s=1

r
iκsω⃗5|s +

∑
{r1,...rL′ }∈P

r
iκ

′
r1...rL′ ω⃗6|r1...rL′

+
∑

r′
1...r′

L
i′
1...i′

L

∈S0

r
iλr′

1...r′
L

i′
1...i′

L

ω⃗
7|

r′
1...r′

L
i′
1...i′

L

(63)

with some real numbers r
iκs, r

iκ
′
r1...rL′ , and r

iλr′
1...r′

L
i′
1...i′

L

. From the definitions of

ω⃗5|r, ω⃗6|r1...rL
, and ω⃗

7|
r′

1...r′
L

i′
1...i′

L

in (44)–(57) we can write:

τ r
i e⃗

r
i =r

i v⃗ +
∑

s
j
∈IM

r
iκse⃗

s
j +

∑
s1...s

L′
j1...j

L′
∈S

r
iκ

′
s1...sL′ e⃗

s1...sL′
j1...jL′
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+
∑

r′
1...r′

L
i′
1...i′

L

∈S0

r
iλr′

1...r′
L

i′
1...i′

L

e⃗
r′

1...r′
L

i′
1...i′

L
(64)

Mutatis mutandis, we have the same equation for e⃗ r1...rL
i1...iL

for all r1...rL
i1...iL

∈ J ′
f⃗

with arbitrary τ r1...rL
i1...iL

̸= 0 and with some numbers r1...rL
i1...iL

κs, r1...rL
i1...iL

κ′
r1...rL′ , and

r1...rL
i1...iL

λr′
1...r′

L
i′
1...i′

L

:

τ r1...rL
i1...iL

e⃗ r1...rL
i1...iL

= r1...rL
i1...iL

v⃗ +
∑

s
j
∈IM

r1...rL
i1...iL

κse⃗
s
j +

∑
s1...s

L′
j1...j

L′
∈S

r1...rL
i1...iL

κ′
s1...sL′ e⃗

s1...sL′
j1...jL′

+
∑

r′
1...r′

L
i′
1...i′

L

∈S0

r1...rL
i1...iL

λr′
1...r′

L
i′
1...i′

L

e⃗
r′

1...r′
L

i′
1...i′

L
(65)

With some rearrangement, from (64) we have∑
s
j ∈ Jf⃗

s
j ̸=r

i

r
iκse⃗

s
j + (r

iκr − τ r
i ) e⃗ r

i +
∑

s1...s
L′

j1...j
L′

∈J′
f⃗

r
iκ

′
s1...sL′ e⃗

s1...sL′
j1...jL′

= −
∑

r′
1...r′

L
i′
1...i′

L

∈S0

r
iλr′

1...r′
L

i′
1...i′

L

e⃗
r′

1...r′
L

i′
1...i′

L
−

∑
s1...sL′
j1...jL′ ∈ S

s1...sL′
j1...jL′ /∈ J ′

f⃗

r
iκ

′
s1...sL′ e⃗

s1...sL′
j1...jL′

−
∑

s
j ∈ IM

s
j /∈ Jf⃗

r
iκse⃗

s
j − r

i v⃗ (66)

for all r
i ∈ Jf⃗ .

Similarly, from (65) we have∑
s
j
∈J

f⃗

r1...rL
i1...iL

κse⃗
s
j +

∑
s1...sL′
j1...jL′ ∈ J ′

f⃗
s1...sL′
j1...jL′ ̸= r1...rL

i1...iL

r1...rL
i1...iL

κ′
s1...sL′ e⃗

s1...sL′
j1...jL′

+
(

r1...rL
i1...iL

κ′
r1...rL′ − τ r1...rL

i1...iL

)
e⃗ r1...rL

i1...iL

= −
∑

r′
1...r′

L
i′
1...i′

L

∈S0

r1...rL
i1...iL

λr′
1...r′

L
i′
1...i′

L

e⃗
r′

1...r′
L

i′
1...i′

L

−
∑

s1...sL′
j1...jL′ ∈ S

s1...sL′
j1...jL′ /∈ J ′

f⃗

r1...rL
i1...iL

κ′
s1...sL′ e⃗

s1...sL′
j1...jL′
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−
∑

s
j ∈ IM

s
j /∈ Jf⃗

r1...rL
i1...iL

κse⃗
s
j − r1...rL

i1...iL
v⃗ (67)

for all r1...rL
i1...iL

∈ J ′
f⃗
.

Denote the right hand side of (66) by B⃗r
i

and the right hand side of (67) by
B⃗r1...rL

i1...iL

. Notice that the vectors B⃗r
i

and B⃗r1...rL
i1...iL

are contained in span {ω⃗µ}µ∈I0
f⃗

,
due to (62), and (60)–(61). So, in (66)–(67), together, we have a system of linear
equations with vector-variables

{
e⃗ s

j

}
s
j
∈J

f⃗

and
{
e⃗

s1...sL′
j1...jL′

}
s1...s

L′
j1...j

L′
∈J′

f⃗

, which can

be written in the following form:∑
s
j
∈J

f⃗
,

s1...s
L′

j1...j
L′

∈J′
f⃗

β(
r
i

,
r1...rL
i1...iL

)(
s
j
,

s1...s
L′

j1...j
L′

) (e⃗ s
j , e⃗

s1...sL′
j1...jL′

)
=
(
B⃗r

i
, B⃗r1...rL

i1...iL

)
(68)

where β(
r
i

,
r1...rL
i1...iL

)(
s
j
,

s1...s
L′

j1...j
L′

) is a
(

|Jf⃗ | + |J ′
f⃗
|
)

×
(

|Jf⃗ | + |J ′
f⃗
|
)

matrix with di-

agonal elements

βr
i

r
i

=r
i κr − τ r

i

βr1...rL
i1...iL

r1...rL
i1...iL

=r1...rL
i1...iL

κ′
r1...rL

− τ r1...rL
i1...iL

The off diagonal elements depend only on r
iκs’s and r1...rL

i1...iL
κ′

s1...sL′ ’s. Since the
numbers τ r

i ̸= 0 and τ r1...rL
i1...iL

̸= 0 in the diagonal can be chosen arbitrarily, we
may assume that detβ(

r
i

,
r1...rL
i1...iL

)(
s
j
,

s1...s
L′

j1...j
L′

) ̸= 0. Therefore, the system of linear

equations (68) has a unique solution for all vector-variables e⃗ r
i and e⃗ r1...rL

i1...iL
,

namely,(
e⃗ r

i , e⃗
r1...rL
i1...iL

)
=

∑
s
j
∈J

f⃗
,

s1...s
L′

j1...j
L′

∈J′
f⃗

β−1(
r
i

,
r1...rL
i1...iL

)(
s
j
,

s1...s
L′

j1...j
L′

) (B⃗s
j
, B⃗s1...s

L′
j1...j

L′

)

Taking into account that B⃗r
i
, B⃗r1...rL

i1...iL

∈ span {ω⃗µ}µ∈I0
f⃗

, this all means that for
all r

i ∈ Jf⃗ , the base vectors e⃗ r
i , and for all r1...rL

i1...iL
∈ J ′

f⃗
, the base vectors e⃗ r1...rL

i1...iL

can be expressed as linear combinations of vectors contained in span {ω⃗µ}µ∈I0
f⃗

.
As all the rest of base vectors belong to span {ω⃗µ}µ∈I0

f⃗

(as we have already
mentioned above), we have

span {ω⃗µ}µ∈I0
f⃗

= RM+|S|

meaning that f⃗ must be a vertex of l (M,S). Due to the fact that all components
of a vertex of l (M,S) are necessarily 0 or 1, there cannot exists a vertex f⃗ ∈
φ (M,S) with 0 < fr

i < 1 and/or 0 < fr1...rL
i1...iL

< 1.
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Figure 1: Baised coin

All this means that the vertices of φ (M,S) are those vertices of l (M,S) that
satisfy the further restrictions (39)–(41).

To sum up, the “space” of possible states is a closed convex polytope
φ (M,S) ⊂ RM+|S| whose vertices are the vectors w⃗ ∈ RM+|S| such that

(a) wr
i , w

r1...rL
i1...iL

∈ {0, 1} for all r
i ∈ IM and r1...rL

i1...iL
∈ S.

(b) wr1...rL
i1...iL

≤
∏

{γ1,...γL−1}⊂ {1,...L}

w
rγ1 ...rγL−1
iγ1 ...iγL−1

for all r1...rL
i1...iL

∈ S.

(c) wr1...rL
i1...iL

= 0 for all r1...rL
i1...iL

∈ S0.

(d) For all 1 ≤ r ≤ m there is exactly one 1 ≤ ir∗ ≤ nr such that wr
ir

∗
= 1.

(e) For all {r1, . . . rL} ∈ P there is exactly one r1...rL

i∗
1 ...i∗

L
∈ S such that wr1...rL

i∗
1 ...i∗

L
=

1.

(We note in advance that property (d) will be crucial in the proof of Theorem 9.)
Let W = {w⃗ϑ}ϑ∈Θ denote the set of vertices of φ (M,S).

Again, we emphasize that φ (M,S) is the total space of theoretically possible
states, determined by the totality of possible relative frequency functions over A
that satisfy conditions (E1)–(E3). It may be that the empirically determined
possible states of the system for different physical preparations constitute only a
subset Φ ⊆ φ (M,S). Note that such a subset is not necessarily a convex subset
in φ (M,S)—notice that Lemma 3 is about the whole φ (M,S).

As a simple illustration, consider a coin made of a very light material, which
is empty inside. Inside we install a heavy metal disk, such that the disk can
be fixed in different positions. (Fig. 1) In this way, the system can be prepared
in different states. There is only one measurement we may perform, tossing
the coin, with two possible outcomes, Heads and Tails, and one conjunction.
Keeping the preparation fixed, that is, keeping the position of the disk fixed,
we can take the statistics of Heads and Tails. The observed data will perfectly
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satisfy (E1)–(E3), and the state space φ (M,S) (where M = 2 and S =
{1 1

1 2
}

)
is a one-dimensional polytope in R3, determined by two vertices (1, 0, 0) and
(0, 1, 0). Denote an arbitrary state vector by Z⃗ = (zH , zT , 0), meaning that
whenever we perform the coin-toss and the coin is in state Z⃗, we get Heads
with relative frequency zH , Tails with zT , but never the Heads and Tails in
conjunction.

Consider now the particular physical situation on the left hand side of Fig. 1.
The position of the disk can be continuously varied between two extreme posi-
tions; one in which the coin is maximally biased for Heads,

Z⃗H = (0.8, 0.2, 0)

the other in which the coin is maximally biased for Tails,

Z⃗T = (0.2, 0.8, 0)

Each intermediate position is possible and the corresponding state vector Z⃗x falls
between vectors Z⃗H and Z⃗T . So, the physically possible sates are restricted to
a proper subset Φ ⊂ φ (M,S), the line segment between Z⃗H and Z⃗T ; but, Φ is
closed under convex combination.

Consider now another physical situation shown on the right hand side of
Fig. 1. There are three separate slots where the disk can be clicked. Accordingly,
there are only three possible positions, the two extremes and a third in the
middle. The corresponding state vectors are Z⃗H , Z⃗T , and the “fair” state

Z⃗F = (0.5, 0.5, 0)

Now,
Φ =

{
Z⃗H , Z⃗F , Z⃗T

}
⊂ φ (M,S) (69)

and it is obviously not closed under convex combination. While for example
1
2 Z⃗H + 1

2 Z⃗T = Z⃗F is indeed contained in Φ, 2
3 Z⃗H + 1

3 Z⃗T = (0.6, 0.4, 0) is not.
Thus, the set of physically possible states Φ can be a strongly restricted

subset of the total space of theoretically possible states φ (M,S); and it is not
necessary closed under convex combination. (We do not see any reason to adopt
for example the a priori argumentation in the GPT literature that Φ must be
convex; see Appendix 2.) The actual content of Φ ⊆ φ (M,S) is determined
by further physical facts beyond the stipulated (E1)–(E3). We do not wish to
impose such an additional restriction, even if it could be empirically justified
for certain types of physical systems. The point of assumptions (E1)-(E3) is
precisely that they are general; we know of no physical system whose description
in operational terms does not satisfy them.

Keeping all this in mind, for the sake of generality, we will consider φ (M,S)
as if it were the space of states without any restrictions. For the purposes of
our analysis below, this is of no particular relevance, and all of our results below
can be easily modified for a particular subset Φ ⊂ φ (M,S).
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3.2 The State Space – Manifold View
A closed convex polytope like φ (M,S) ⊂ RM+|S| is a dim (φ (M,S))-
dimensional manifold with boundary. Any coordinate system in the affine hull
of φ (M,S) can be a natural coordination of φ (M,S).

Thus, φ (M,S) as a manifold with boundary is a perfect mathematical rep-
resentation of the states of the system; in fact, it is the most straightforward
one, expressible directly in empirical terms. This is however not the only one.
Any mathematical object can represent the state of the system that determines
the system’s probabilistic behavior against all possible measurement operations.
For example, for our later purposes the convex decomposition

Z⃗ =
∑
ϑ∈Θ

λϑw⃗ϑ λϑ ≥ 0,
∑
ϑ∈Θ

λϑ = 1 (70)

will be a more suitable characterization of a point of the state space. However,
in general, this decomposition is not unique. In fact there are continuum many
ways of such decomposition for all Z⃗ ∈ Intφ (M,S); and a unique one if Z⃗ is on
the boundary. As we will show, there are various good solutions for obtaining
a unique representation of states in terms of their vertex decomposition (70).

Introduce the following notation: λ⃗ = (λϑ)ϑ∈Θ ∈ R|Θ|. Let

Λ =
{
λ⃗ ∈ R|Θ|

∣∣∣∣∣λϑ ≥ 0,
∑
ϑ∈Θ

λϑ = 1
}

Λ is the (|Θ| − 1)-dimensional standard simplex in R|Θ|. Obviously,

D : Λ → φ (M,S) ; D
(
λ⃗
)

=
∑
ϑ∈Θ

λϑw⃗ϑ (71)

is a continuous projection, and it preserves convex combination.

Lemma 5. For all Z⃗ ∈ φ (M,S), D−1
(
Z⃗
)

is a polytope contained in Λ.

Proof. To satisfy (70), beyond being contained in Λ, λ⃗ has to satisfy the follow-
ing system of linear equations:∑

ϑ∈Θ
λϑwϑ

r
i = Zr

i
r
i ∈ IM (72)∑

ϑ∈Θ
λϑwϑ

r1...rL
i1...iL

= Zr1...rL
i1...iL

r1...rL
i1...iL

∈ S (73)

For a given Z⃗, the set of solutions constitute an affine subspace aZ⃗ ⊂ R|Θ|

with difference space B ⊂ R|Θ| constituted by the solutions of the homogeneous
equations ∑

ϑ∈Θ
λϑwϑ

r
i = 0 r

i ∈ IM
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∑
ϑ∈Θ

λϑwϑ
r1...rL
i1...iL

= 0 r1...rL
i1...iL

∈ S

Notice that D−1
(
Z⃗
)

= Λ ∩ aZ⃗ . Due to the fact that an intersection of a

polytope with an affine subspace is a polytope (Henk et al. 2004), each D−1
(
Z⃗
)

is a polytope contained in Λ.

Lemma 6. D−1
(
Z⃗
)

, as a subset of R|Θ|, continuously depends on Z⃗ in the
following sense:

lim
Z⃗′→Z⃗

max
λ⃗∈D−1(Z⃗)

d
(
λ⃗, D−1

(
Z⃗ ′
))

= 0 (74)

lim
Z⃗′→Z⃗

max
λ⃗∈D−1(Z⃗′)

d
(
λ⃗, D−1

(
Z⃗
))

= 0 (75)

where d ( , ) denotes the usual distance of a point from a set.

Proof. We have to show that (74)–(75) hold approaching from all possible di-
rections to Z⃗. In other words, if t ∈ [0, 1] and ∆Z⃗ ∈ RM+|S| is an arbitrary
non-zero vector such that Z⃗ −∆Z⃗ ∈ φ (M,S), then

lim
t→0

max
λ⃗∈D−1(Z⃗)

d
(
λ⃗, D−1

(
Z⃗ − t∆Z⃗

))
= 0 (76)

lim
t→0

max
λ⃗∈D−1(Z⃗−t∆Z⃗)

d
(
λ⃗, D−1

(
Z⃗
))

= 0 (77)

Let ∆λ⃗ be a solution of equations (72)–(73) with ∆Z⃗:∑
ϑ∈Θ

∆λϑwϑ
r
i = ∆Zr

i
r
i ∈ IM (78)∑

ϑ∈Θ
∆λϑwϑ

r1...rL
i1...iL

= ∆Zr1...rL
i1...iL

r1...rL
i1...iL

∈ S (79)

∆λ⃗ can be orthogonally decomposed as follows:

∆λ⃗ = ∆λ⃗⊥ +∆λ⃗∥ ∆λ⃗⊥ ∈ B⊥ and ∆λ⃗∥ ∈ B

Obviously, ∆λ⃗⊥ is uniquely determined by ∆Z⃗; accordingly, replacing ∆Z⃗ with
t∆Z⃗ on the right hand side of (78)–(79) we get t∆λ⃗⊥ in place of ∆λ⃗⊥. Notice
that

∣∣∣t∆λ⃗⊥
∣∣∣ is the distance between the affine subspaces of solutions aZ⃗ and

aZ⃗−t∆Z⃗ ; tending to zero if t → 0.
Let λ⃗ be an arbitrary point in D−1

(
Z⃗
)

and let λ⃗′ be the point in

D−1
(
Z⃗ −∆Z⃗

)
closest to λ⃗, that is,
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d
(
λ⃗, D−1

(
Z⃗ −∆Z⃗

))
=

∣∣∣λ⃗′ − λ⃗
∣∣∣

Consider the point
λ⃗t = λ⃗+ t

(
λ⃗′ − λ⃗

)
Obviously, λ⃗t ∈ Λ and λ⃗t ∈ aZ⃗−t∆Z⃗ for all t ∈ [0, 1], that is,

λ⃗t ∈ D−1
(
Z⃗ − t∆Z⃗

)
Therefore,

d
(
λ⃗, D−1

(
Z⃗ − t∆Z⃗

))
≤ t

∣∣∣λ⃗′ − λ⃗
∣∣∣

which implies (76).
Also, notice that

lim
t→0

max
λ⃗∈D−1(Z⃗−t∆Z⃗)

d
(
λ⃗, aZ⃗

)
= 0

which implies (77), otherwise there would exist a convergent sequence of points
from different D−1

(
Z⃗ − t∆Z⃗

)
sets such that the limiting point is not contained

in D−1
(
Z⃗
)

, contradicting to the facts that Λ is closed and D−1
(
Z⃗
)

= Λ ∩
aZ⃗ .

Lemma 5 and 6 mean that the states of the system can be represented in a
continuous way by a disjoint family of polytopes contained in Λ. This is of course
a very unusual and inconvenient way of representation. However, we can easily
make it more convenient by assigning a point in each D−1

(
Z⃗
)

representing the
entire polytope. There are several possibilities: for example, the center of mass,
or any other notion of the center of a polytope. Here we will use the notion
of the point of maximal entropy, which is perhaps physically also meaningful
(Pitowsky 1989, p. 47).

The point of maximal entropy of an arbitrary polytope S ⊂ Λ:

c⃗(S) =
{

maximize H
(
λ⃗
)

= −
∑

ϑ∈Θ λϑlogλϑ

subject to λ⃗ ∈ S

Since S is contained in Λ, this maximization problem always has a solution.
Meaning that c⃗(S) is uniquely determined and always contained in S.

Lemma 7. Let us define the following section of the bundle projection (71):

σ : φ (M,S) → Λ

σ
(
Z⃗
)

= c⃗
(
D−1

(
Z⃗
))

∈ D−1
(
Z⃗
)

(80)
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Then, σ
(
Z⃗
)

is continuous in Z⃗, that is, for all Z⃗, Z⃗ ′ ∈ φ (M,S),

lim
Z⃗′→Z⃗

σ
(
Z⃗ ′
)

= σ
(
Z⃗
)

Proof. Consider a sufficiently fine division of the unit cube C |Θ| ⊂ R|Θ| into
equally sized small cubes of volume ∆V . Denote the i-th such elementary cube
by Ci. The point of maximal entropy of a polytope S ⊂ Λ ⊂ C |Θ| can be
approximated with arbitrary precision in the following way:

c⃗ (S) ≃

{
maximize H

(
iλ⃗
)

= −
∑

ϑ∈Θ
iλϑlogiλϑ

subject to i ∈ {j | S ∩ Cj ̸= Ø}
(81)

where iλ⃗ is, say, the center of Ci. Due to Lemma 6, for all ∆V > 0 there is an
ε > 0 such that, for all elementary cube Ci,

D−1
(
Z⃗ ′
)

∩ Ci ̸= Ø ⇔ D−1
(
Z⃗
)

∩ Ci ̸= Ø if
∣∣∣Z⃗ ′ − Z⃗

∣∣∣ < ε

Meaning that, for a sufficiently small ε, approximation (81) leads to the same
result for D−1

(
Z⃗ ′
)

and D−1
(
Z⃗
)

. Therefore,

lim
Z⃗′→Z⃗

c⃗
(
D−1

(
Z⃗ ′
))

= c⃗
(
D−1

(
Z⃗
))

By means of σ (or any similar continuous section) the whole state space
φ (M,S) can be lifted into a dim (φ (M,S))-dimensional submanifold with
boundary:

Λσ = σ (φ (M,S)) ⊂ Λ (82)

4 Dynamics
So far, nothing has been said about the dynamics of the system, that is, about
the time evolution of the state Z⃗. First we have to introduce the concept of
time evolution in general operational terms. Let us start with the most general
case.

Imagine that the system is in state Z⃗ (t0) after a certain physical prepara-
tion at time t0. According to the definition of state, this means that the system
responds to the various measurement operations right after time t0 in a way
described in (17)–(18). Let then the system evolve under a given set of cir-
cumstances until time t. Let Z⃗ (t) be the system’s state at moment t. Again,
this means that the system responds to the various measurement operations
right after time t in a way described in (17)–(18) with Z⃗ (t). Thus, we have a
temporal path of the system in the space of states φ (M,S).
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By means of a continuous cross section like (80), of course, Z⃗ (t) can be lifted
into Λσ and expressed as a curve σ

(
Z⃗ (t)

)
on Λσ.

At this level of generality, we say nothing about the temporal path Z⃗ (t).
Whether it has some specific feature or the time evolution of the system shows
any regularity whatsoever, is a matter of empirical facts reflected in the ob-
served relative frequencies under various circumstances. As a possible empiri-
cally observed such regularity, we formulate a typical situation when the time
evolution Z⃗ (t) can be generated by a one-parameter group of transformations
of φ (M,S).

(E4) The time evolutions of states are such that there exists a one-parameter
group of transformations of φ (M,S), Ft, satisfying the following condi-
tions:

Ft : φ (M,S) → φ (M,S) is one-to-one

F : R × φ (M,S) → φ (M,S) ;
(
t, Z⃗
)

7→ Ft

(
Z⃗
)

is continuous

Ft+s = Fs ◦ Ft

F−t = F−1
t ; consequently, F0 = idφ(M,S)

and the time evolution of an arbitrary initial state Z⃗(t0) ∈ φ (M,S) is
Z⃗(t) = Ft−t0

(
Z⃗(t0)

)
.

It is worth mentioning that although the state space φ (M,S) is closed under
convex combination, and, in some cases, the subset Φ ⊆ φ (M,S) of the actually
observable states may be closed under convex combination, the stipulated em-
pirical facts (E1)–(E3) do not imply that the time evolution should preserve
convex combinations. That is,

Z⃗3 (t0) = λ1Z⃗1 (t0) + λ2Z⃗2 (t0) λ1, λ2 ≥ 0;λ1 + λ2 = 1

at time t0 generally does not imply that

Z⃗3 (t) = λ1Z⃗1 (t) + λ2Z⃗2 (t)

at any other moment of time t. This does not follow even if the time evolution
additionally satisfies condition (E4).

As an illustration, consider our previously discussed example with the coin
that can be prepared into different biased states, shown on the left hand side
of Fig. 1, with the following modification. Imagine that the disk is mounted on
a threaded rod that rotates in a given direction at a constant angular velocity.
(Fig. 2) The threading of the rod is not uniform, but becomes denser and denser
towards the two ends, and the density of threads tends to infinity as the two
extreme disk positions are approached. Due to the rotation of the rod, the
disk, when placed in an arbitrary initial position, moves upwards with velocity
determined by the threading. Meaning, that the coin continuously evolves from
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Figure 2: Moving disk

being maximally biased for Heads towards being maximally biased for Tails.
One can imagine continuously many ways of such threading. For example, let
us assume that the resulted change of probabilities of Heads and Tails, Ft :
(zH , zT , 0) 7→ (Ft (zH) , Ft (zT ) , 0), is something like this:

Ft(zH) = 0.8 − 0.6
(0.8−zH )

0.6
(0.8−zH )

0.6 +
(

1 − (0.8−zH )
0.6

)
exp (−t)

(83)

Ft(zT ) = 1 − Ft(zH) (84)

This is a physically entirely possible dynamics, and it satisfies (E4). But, as
it must be obvious from the formula (83) itself, it does not preserve convex
combination. (For a concrete numeric example, see the end of Appendix 3.)

Thus, in our general operational-probabilistic framework based on the as-
sumptions (E1)–(E3), even if (E4) is satisfied, the time-evolution of states does
not necessarily preserve convex combination; and, as the above simple example
suggests, there is no reason to assume that experience shows such a restriction
on the possible dynamics. (This is in stark contrast to stipulations in the GPT
framework; see Appendix 3.)

By means of the continuous cross section (80), Ft generates a one-parameter
group of transformations on Λσ, Kt = σ ◦ Ft ◦ D, with exactly the same prop-
erties:

Kt : Λσ → Λσ is one-to-one

K : R × Λσ → Λσ;
(
t, Z⃗
)

7→ Kt

(
Z⃗
)

is continuous

Kt+s = Ks ◦Kt

K−t = K−1
t ; consequently, K0 = idΛσ

Despite all the mathematical attractiveness of (E4), and despite the fact that
it is satisfied for many physical systems, (E4) is not taken to be satisfied by
the time-evolution of a system in general, and so will not be assumed in the
remainder of this paper—with some rare exceptions where we will indicate this.
The main reason is that (E4) is too strong a requirement, the violation of which
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doesn’t mean that the system cannot have a meaningful time-evolution. For in-
stance, consider the example depicted in Fig. 2 with the modification that the
density of threads does not go to infinity at the ends, therefore the disk reaches
its extreme positions in finite time, but there is a mechanism which changes
the direction of the rod’s rotation whenever the disk reaches an endpoint. In
this way, the state (zH , zT , 0) will continuously oscillate between the two ex-
tremes (0.8, 0.2, 0) and (0.2, 0.8, 0). Consequently, the state—in the operational–
probabilistic sense—does not in itself determine its subsequent value, since that
will depend on whether it is in the downward or upward period. So, (E4) is not
satisfied because there does not exist such an Ft : φ (M,S) → φ (M,S) function.
Yet, it is worth emphasizing that there is a definite regularity according to which
temporal development takes place in the underlying ontology. This underlying
temporal development is, in the above example, deterministic and Markovian
(cf. Barandes 2023). The only lesson is that the operational–probabilistic no-
tion of state is conceptually different from the notion of Cauchy data for the
underlying dynamics.

5 Ontology
So, at a given time instant, the operational–probabilistic state fully characterizes
the probabilistic behavior of the system with respect to all possible measure-
ments at that time instant—according to Theorem 1. In general, however, such
a probabilistic state admits different underlying ontological pictures even at the
given time instant. Though, as we will see, some of those underlying ontologies
imply further conditions on the observed relative frequencies. We will mention
three important cases, but various combinations are conceivable.

Case 1 In the most general case, without any further restriction on the ob-
served relative frequencies, the outcomes of the measurements are random events
produced in the measurement process itself. The state Z⃗ characterizes the sys-
tem in a dispositional sense: the system has a propensity to behave in a certain
way, that is, to produce a certain statistics of outcomes, if a given combination
of measurements is performed. In general, the produced statistics is such that,
for example,

p (Xr
i |ar ∧ ar′) ̸= p (Xr

i |ar) {r, r′} ∈ P (85)

meaning that the underlying process is “contextual” in the sense that the sys-
tem’s statistical behavior against measurement ar can be influenced by the
performance of another measurement ar′ .

Case 2 In the second case we assume that there is no such cross-influence in
the underlying ontology. That is, the observed relative frequencies satisfy the
following general condition:

p
(
Xr1

i1
∧ . . . ∧XrL

iL
|ar1 ∧ . . . ∧ arL

∧ ar′
1

∧ . . . ∧ ar′
L′

)
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= p
(
Xr1

i1
∧ . . . ∧XrL

iL
|ar1 ∧ . . . ∧ arL

)
(86)

for all L,L′, 2 ≤ L + L′ ≤ m, r1...rL
i1...iL

∈ S, and {r1, . . . rL, r
′
1, . . . r

′
L′} ∈ P.

This does not mean that there cannot be correlation between the outcomes
Xr1

i1
∧. . .∧XrL

iL
and the performance of measurement ar′

1
∧. . .∧ar′

L′
It only means

that the correlation must be the consequence of the fact that the measurement
operations ar′

1
∧ . . .∧ ar′

L′
and ar1 ∧ . . .∧ arL

are correlated; ar1 ∧ . . .∧ arL
must

be the common cause responsible for the correlation. Indeed, (86) is equivalent
with the following “screening off” condition:

p
(
ar′

1
∧ . . . ∧ ar′

L′
∧Xr1

i1
∧ . . . ∧XrL

iL
|ar1 ∧ . . . ∧ arL

)
= p

(
ar′

1
∧ . . . ∧ ar′

L′
|ar1 ∧ . . . ∧ arL

)
× p

(
Xr1

i1
∧ . . . ∧XrL

iL
|ar1 ∧ . . . ∧ arL

)
(87)

for all L,L′, 2 ≤ L+ L′ ≤ m, r1...rL
i1...iL

∈ S, and {r1, . . . rL, r
′
1, . . . r

′
L′} ∈ P.

All this means that the state of the system Z⃗ reflects the propensities of
the system to produce a certain statistics of outcomes against each possible
measurement/measurement combination, separately. The observed statistics
reveals the propensity in question, but, in general, we are not entitled to say
that a single outcome (of a measurement/measurement combination) reveals an
element of reality existing independently of the measurement(s). As we will see
below, that would require a stronger restriction on the observed frequencies.

Case 3 Assume that the underlying ontology contains such elements of reality.
Let us denote them by #Xr

i (r
i ∈ IM ). More precisely, let #Xr

i denote the event
that the element of reality revealed in the outcome Xr

i is present in the given
run of the experiment. Certainly, every such event #Xr

i , even if hidden to us,
must have some relative frequency. That is to say, there must exists a relative
frequency function p′ on the extended free Boolean algebra A′ generated by the
set

G′ = {ar}r=1,2,...m ∪ {Xr
i }r

i
∈IM ∪

{
#Xs

j

}
s
j
∈IM (88)

such that

p′ ∣∣
A⊂A′ = p (89)

The ontological assumption that #Xr
i is revealed by the measurement out-

come Xr
i means that

p′ (Xr
i |ar ∧ #Xr

i ) = 1 (90)
p′ (Xr

i |ar ∧ ¬#Xr
i ) = 0 (91)

p′ (ar ∧ #Xr
i ) = p′ (ar) p′ (#Xr

i ) (92)

Similarly,

p′ (Xr1
i1

∧ . . . ∧XrL
iL

|ar1 ∧ . . . ∧ arL
∧ #Xr1

i1
∧ . . . ∧ #XrL

iL

)
= 1 (93)

29



p′ (Xr1
i1

∧ . . . ∧XrL
iL

|ar1 ∧ . . . ∧ arL
∧ ¬

(
#Xr1

i1
∧ . . . ∧ #XrL

iL

))
= 0 (94)

p′ (ar1 ∧ . . . ∧ arL
∧ #Xr1

i1
∧ . . . ∧ #XrL

iL

)
= p′ (ar1 ∧ . . . ∧ arL

)
× p′ (#Xr1

i1
∧ . . . ∧ #XrL

iL

)
(95)

for all r1...rL
i1...iL

∈ S.
Now, (90)–(95) and (89) imply that

p′ (#Xr
i ) = p (Xr

i |ar) = Zr
i (96)

p′ (#Xr1
i1

∧ . . . ∧ #XrL
iL

)
= p

(
Xr1

i1
∧ . . . ∧XrL

iL
|ar1 ∧ . . . ∧ arL

)
= Zr1...rL

i1...iL
(97)

for all r
i ∈ IM and r1...rL

i1...iL
∈ S.

Notice that on the right hand side of (96)–(97) we have the components of Z⃗.
At the same time, on the left hand side of (96)–(97) we have numbers that are
values of relative frequencies. Therefore the components of Z⃗ must constitute
values of relative frequencies (of the occurrences of elements of reality #Xr

i and
#Xr1

i1
. . .∧#XrL

iL
). Since values of relative frequencies satisfy the Kolmogorovian

laws of classical probability, Z⃗ must be in the so-called classical correlation
polytope (Pitowsky 1989, Ch. 2):

Z⃗ ∈ c (M,S) (98)

(Equivalently, the components of Z⃗ must satisfy the corresponding Bell-type
inequalities.) In this case the physical state of the system admits a more
fine-grained characterization than the probabilistic description provided by Z⃗:
in each run of the experiment the system can be thought of as being in an
underlying physical state (fixing whether the elements of reality #Xr

i and
#Xr1

i1
. . . ∧ #XrL

iL
are present or not) that predetermines the outcome of every

possible measurement, given that the measurement in question is performed.
Thus, as we have seen from the above examples, the probabilistic–operational

notion of state admits different underlying ontologies, depending on whether
some further conditions are met or not. Note that condition (86) in Case 2
is sometimes called “no-signaling condition”; and Case 3 is usually interpreted
as “admitting deterministic non-contextual hidden variables”. In what follows,
we do not assume anything more about the observed relative frequencies than
we stipulated in (E1)–(E3). Meaning that we remain within the most general
framework of Case 1.

6 Quantum Representation
So far in the previous sections, we have stayed within the framework of classical
Kolmogorovian probability theory; including the notion of state, which is a
simple vector constructed from classical conditional probabilities. Meaning that
any physical system—traditionally categorized as classical or quantum, or “more
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general than quantum”—that can be described in operational terms can be
described within classical Kolmogorovian probability theory. It is worth pointing
out that this is also the case when the system is traditionally described in
terms of the Hilbert space quantum mechanical formalism. That is, all the
empirically expressible content of the quantum mechanical description can be
described in the language of classical Kolmogorovian probabilities; including
what we refer to as “quantum probability”, given by the usual trace formula,
which can be expressed simply as classical conditional probability. All this is in
perfect alignment with the Kolmogorovian Censorship Hypothesis.

In the remainder of the paper we will show that the opposite is also true:
anything that can be described in operational terms can be represented in the
Hilbert space quantum mechanical formalism, if we wish. From assumptions
(E1)-(E3) alone, we will show that there always exists:

(Q1) a suitable Hilbert space, such that

(Q2) the outcomes of each measurement can be represented by a system
of pairwise orthogonal closed subspaces, spanning the whole Hilbert
space,

(Q3) the states of the system can be represented by pure state operators
with suitable state vectors, and

(Q4) the probabilities of the measurement outcomes, with arbitrarily high
precision, can be reproduced by the usual trace formula of quantum
mechanics.

Moreover, in the case of real-valued quantities,

(Q5) each quantity, if we wish, can be associated with a suitable self-
adjoint operator, such that

(Q6) in all states of the system, the expectation value of the quantity can
be reproduced, with arbitrarily high precision, by the usual trace
formula applied to the associated self-adjoint operator,

(Q7) the possible measurement results are the eigenvalues of the operator,

(Q8) and the corresponding outcome events are represented by the
eigenspaces pertaining to the eigenvalues respectively, according to
the spectral decomposition of the operator in question.

In preparation for our quantum representation theorem, first we prove a lemma,
which is a straightforward consequence of previous results in Pitowsky’s Quan-
tum Probability – Quantum Logic.

Lemma 8. For each vector f⃗ ∈ l (M,S) there exists a Hilbert space (f⃗)H and
closed subspaces (f⃗)Er

i in the subspace lattice L
(

(f⃗)H
)

and a pure state PΨ
f⃗
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with a suitable unit vector Ψf⃗ ∈ (f⃗)H, such that

fr
i ≃ tr

(
PΨ

f⃗

(f⃗)Er
i

)
(99)

fr1...rL
i1...iL

≃ tr
(
PΨ

f⃗

(
(f⃗)Er1

i1
∧ . . . ∧(f⃗) ErL

iL

))
(100)

for all r
i ∈ IM and r1...rL

i1...iL
∈ S.

Proof. It follows from a straightforward generalization of a theorem in
(Pitowsky 1989, p. 65) that the so called quantum polytope q (M,S), consti-
tuted by the vectors satisfying (99)–(100) with exact equality, is a dense convex
subset of l (M,S); it is essentially l (M,S) save for some points on the boundary
of l (M,S), namely the finite number of non-classical vertices. q (M,S) contains
the interior of l (M,S). This means that arbitrary vector f⃗ ∈ l (M,S) can be re-
garded as “an element of” q (M,S) with arbitrary precision. That is, there exists
a Hilbert space (f⃗)H and for each r

i ∈ IM a closed subspace/projector (f⃗)Er
i in

the subspace/projector lattice L
(

(f⃗)H
)

and a suitable unit vector Ψf⃗ ∈ (f⃗)H,
such that the approximate equalities (99)–(100) hold.

Theorem 9. There exists a Hilbert space H and for each outcome event Xr
i a

closed subspace/projector Er
i in the subspace/projector lattice L (H), such that

for each state Z⃗ of the system there exists a pure state PΨZ⃗
with a suitable unit

vector ΨZ⃗ ∈ H, such that

Zr
i ≃ tr

(
PΨZ⃗

Er
i

)
(101)

Zr1...rL
i1...iL

≃ tr
(
PΨZ⃗

(
Er1

i1
∧ . . . ∧ ErL

iL

))
(102)

and

Er
i ⊥Er

j i ̸= j (103)
nr∨

k=1
Er

k = H (104)

for all r
i ,

r
j ∈ IM and r1...rL

i1...iL
∈ S.

Proof. The proof is essentially based on Lemma 4 and proceeds in two major
steps.

Step I

Consider the vertices of φ (M,S), {w⃗ϑ}ϑ∈Θ. Each w⃗ϑ is a vector in l (M,S) .
Therefore, due to Lemma 8, for each w⃗ϑ there exists a Hilbert space ϑH̃ and
closed subspaces ϑẼr

i in the subspace lattice L
(

ϑH̃
)

and a pure state PΨ̃ϑ
with

a suitable unit vector Ψ̃ϑ ∈ ϑH̃, such that

wϑ
r
i ≃ tr

(
PΨ̃ϑ

ϑẼr
i

)
(105)
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wϑ
r1...rL
i1...iL

≃ tr
(
PΨ̃ϑ

(
ϑẼr1

i1
∧ . . . ∧ ϑẼrL

iL

))
(106)

for all r
i ∈ IM and r1...rL

i1...iL
∈ S.

Now, let
ϑH = Hn1 ⊗Hn2 ⊗ . . .⊗Hnm ⊗ ϑH̃ (107)

where Hn1 , Hn2 , . . . Hnm are Hilbert spaces of dimension n1, n2, . . . nm. Let
er

1, e
r
2, . . . e

r
nr

be an orthonormal basis in Hnr . Define the corresponding sub-
space for each event Xr

i as follows:
ϑEr

i = Hn1 ⊗ . . . Hnr−1 ⊗ [er
i ] ⊗Hnr+1 . . .⊗Hnm ⊗ ϑẼr

i (108)

where [er
i ] stands for the one-dimensional subspace spanned by er

i inHnr . Notice
that, for all r,

ϑEr
i ⊥ϑEr

j if i ̸= j (109)

due to the fact that er
1, e

r
2, . . . e

r
nr

is an orthonormal basis in Hnr .
Due to Lemma 4, for all 1 ≤ r ≤ m there is exactly one 1 ≤ ϑir∗ ≤ nr such

that wϑ
r
ϑir

∗
= 1. This makes it possible to define the state vector in ϑH as the

following unit vector:

Ψϑ = e1
ϑi1

∗
⊗ e2

ϑi2
∗

⊗ . . .⊗ er
ϑir

∗
⊗ . . .⊗ em

ϑim
∗

⊗ Ψ̃ϑ

Now, it is easily verifiable that

wϑ
r
i ≃ tr

(
PΨϑ

ϑEr
i

)
(110)

wϑ
r1...rL
i1...iL

≃ tr
(
PΨϑ

(
ϑEr1

i1
∧ . . . ∧ ϑErL

iL

))
(111)

for all r
i ∈ IM , r1...rL

i1...iL
∈ S, and for all ϑ ∈ Θ. For example:

If wϑ
r
i = 1, and so i =ϑ ir∗, then

tr
(
PΨϑ

ϑEr
i

)
= tr

(
Pe1

ϑi1
∗
Hn1

)
︸ ︷︷ ︸

1

tr

(
Pe2

ϑi2
∗
Hn2

)
. . . tr

(
Per

ϑir
∗

[
er

ϑir
∗

])
︸ ︷︷ ︸

1

. . .

tr

(
Pem

ϑim
∗
Hnm

)
tr
(
PΨ̃ϑ

ϑẼr
i

)︸ ︷︷ ︸
≃ wϑ

r
i

=1

≃ 1

If wϑ
r
i = 0, and so i ̸= ϑir∗, then

tr
(
PΨϑ

ϑEr
i

)
= tr

(
Pe1

ϑi1
∗
Hn1

)
︸ ︷︷ ︸

1

tr

(
Pe2

ϑi2
∗
Hn2

)
. . . tr

(
Per

ϑir
∗

[
er

i ̸=ϑir
∗

])
︸ ︷︷ ︸

0

. . .

tr

(
Pem

ϑim
∗
Hnm

)
tr
(
PΨ̃ϑ

ϑẼr
i

)︸ ︷︷ ︸
≃ wϑ

r
i

=0

= 0

33



Similarly, if wϑ
r1
i1

= 0, wϑ
r2
i2

= 1 then

tr
(
PΨϑ

(
ϑEr1

i1
∧ ϑEr2

i2

))
= tr

(
Pe1

ϑi1
∗
(Hn1 ∧Hn1)

)
︸ ︷︷ ︸

1

. . .

tr

(
Pe

r1
ϑi

r1
∗

([
er1

i1 ̸=ϑi
r1
∗

]
∧Hnr1

))
︸ ︷︷ ︸

0

. . . tr

(
Pe

r2
i
r2
∗

(
Hnr2 ∧

[
er2

i2=ϑi
r2
∗

]))
︸ ︷︷ ︸

1

. . .

tr

(
Pem

ϑim
∗

(Hnm ∧Hnm)
)
tr
(
PΨ̃ϑ

(
ϑẼr1

i1
∧ ϑẼr2

i2

))︸ ︷︷ ︸
≃ wϑ

r1r2
i1i2

=0

= 0

in accordance with that ϑwr1r2
i1i2

must be equal to 0, due to (38).
If wϑ

r1
i1

= 1, wϑ
r2
i2

= 1 then

tr
(
PΨϑ

(
ϑEr1

i1
∧ ϑEr2

i2

))
= tr

(
Pe1

ϑi1
∗
(Hn1 ∧Hn1)

)
︸ ︷︷ ︸

1

. . .

tr

(
Pe

r1
ϑi

r1
∗

([
er1

i1=ϑi
r1
∗

]
∧Hnr1

))
︸ ︷︷ ︸

1

. . . tr

(
Pe

r2
i
r2
∗

(
Hnr2 ∧

[
er2

i2=ϑi
r2
∗

]))
︸ ︷︷ ︸

1

. . .

tr

(
Pem

ϑim
∗

(Hnm ∧Hnm)
)
tr
(
PΨ̃ϑ

(
ϑẼr1

i1
∧ ϑẼr2

i2

))︸ ︷︷ ︸
≃ wϑ

r1r2
i1i2

≃ wϑ
r1r2
i1i2

Step II

Consider an arbitrary state Z⃗. Since Z⃗ ∈ φ (M,S), it can be decomposed
in terms of the vertices {w⃗ϑ}ϑ∈Θ in the fashion of (70) with some coefficients
{λϑ}ϑ∈Θ.

Now we construct the Hilbert space H and the state vector ΨZ⃗ :

H = ⊕
ϑ∈Θ

ϑH (112)

ΨZ⃗ = ⊕
ϑ∈Θ

√
λϑΨϑ (113)

Obviously, 〈
ΨZ⃗ ,ΨZ⃗

〉
=
∑
ϑ∈Θ

λϑ ⟨Ψϑ,Ψϑ⟩ = 1

The subspaces Er
i representing the outcome events will be defined further below.

First we consider the following subspaces of H:
∗Er

i = ⊕
ϑ∈Θ

ϑEr
i
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Since

tr
(
PΨZ⃗

∗Er
i

)
=

〈
ΨZ⃗ ,

∗Er
i ΨZ⃗

〉
=
∑
ϑ∈Θ

〈√
λϑΨϑ,

ϑ Er
i

√
λϑΨϑ

〉
=
∑
ϑ∈Θ

λϑtr
(
PΨϑ

ϑEr
i

)

tr
(
PΨZ⃗

(∗Er1
i1

∧ . . . ∧ ∗ErL
iL

))
=

〈
ΨZ⃗ ,

(∗Er1
i1

∧ . . . ∧ ∗ErL
iL

)
ΨZ⃗

〉
=

∑
ϑ∈Θ

〈√
λϑΨϑ,

(
ϑEr1

i1
∧ . . . ∧ ϑErL

iL

)√
λϑΨϑ

〉
=

∑
ϑ∈Θ

λϑtr
(
PΨϑ

(
ϑEr1

i1
∧ . . . ∧ ϑErL

iL

))
from (110)–(111) and (70) we have

Zr
i ≃ tr

(
PΨZ⃗

∗Er
i

)
(114)

Zr1...rL
i1...iL

≃ tr
(
PΨZ⃗

(∗Er1
i1

∧ . . . ∧ ∗ErL
iL

))
(115)

Also, as direct sum preserves orthogonality, from (109) we have

∗Er
i ⊥∗Er

j if i ̸= j (116)

For all 1 ≤ r ≤ m, let ∗Er
i0

∈
{∗Er

1 ,
∗Er

2 , . . .
∗Er

nr

}
be arbitrarily chosen, and

let ∗Er
⊥ =

( nr∨
i=1

∗Er
i

)⊥
=

nr∧
i=1

(∗Er
i )⊥. We define the subspaces representing the

outcome events as follows:

Er
i =

{
∗Er

i i ̸= i0
∗Er

i0
∨ ∗Er

⊥ i = i0
(117)

Obviously, (116) implies ∗Er
i0

≤ ∧
i ̸=i0

(∗Er
i )⊥. Due to the orthomodularity of the

subspace lattice L(H), we have

∗Er
i0

∨

(∗Er
i0

)⊥ ∧
(

∧
i ̸=i0

(∗Er
i )⊥
)

︸ ︷︷ ︸
∗Er

⊥

 = ∧
i ̸=i0

(∗Er
i )⊥

meaning that
Er

i0
= ∧

i ̸=i0
(∗Er

i )⊥

Therefore, taking into account (116) and (117),

Er
i ⊥Er

j if i ̸= j (118)
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Also, it is obviously true that
nr∨

i=1
Er

i = H (119)

Both (118) and (119) hold for all 1 ≤ r ≤ m. There remains to show (101)–
(102).

It follows from (117) that
Er

i ≥ ∗Er
i

for all r
i ∈ IM . Similarly,

Er1
i1

∧ . . . ∧ ErL
iL

≥ ∗Er1
i1

∧ . . . ∧ ∗ErL
iL

for all r1...rL
i1...iL

∈ S. Therefore, for all Z⃗ ∈ φ (M,S),〈
ΨZ⃗ , E

r
i ΨZ⃗

〉
≥
〈
ΨZ⃗ ,

∗Er
i ΨZ⃗

〉
(120)

and 〈
ΨZ⃗ , E

r1
i1

∧ . . . ∧ ErL
iL

ΨZ⃗

〉
≥
〈
ΨZ⃗ ,

∗Er1
i1

∧ . . . ∧ ∗ErL
iL

ΨZ⃗

〉
(121)

Now, (11) and (114) imply that∑
i(

r
i ∈ IM

)
〈
ΨZ⃗ ,

∗Er
i ΨZ⃗

〉
≃ 1

At the same time, taking into account (118)–(119), we have

1 =
∑
i(

r
i ∈ IM

)
〈
ΨZ⃗ , E

r
i ΨZ⃗

〉
≥

∑
i(

r
i ∈ IM

)
〈
ΨZ⃗ ,

∗Er
i ΨZ⃗

〉
≃ 1 (122)

From (120) and (122), therefore,

tr
(
PΨZ⃗

Er
i

)
≃ tr

(
PΨZ⃗

∗Er
i

)
(123)

Similarly, on the one hand, (12) and (115) imply that∑
i1, i2 . . . iL(
r1...rL
i1...iL

∈ S
)
〈
ΨZ⃗ ,

∗Er1
i1

∧ . . . ∧ ∗ErL
iL

ΨZ⃗

〉
≃ 1 (124)

On the other hand,
{
Er1

i1
∧ . . . ∧ ErL

iL

}
i1, i2 . . . iL(
r1...rL
i1...iL

∈ S
) is an orthogonal system of

subspaces. Therefore,

1 ≥
∑

i1, i2 . . . iL(
r1...rL
i1...iL

∈ S
)
〈
ΨZ⃗ , E

r1
i1

∧ . . . ∧ ErL
iL

ΨZ⃗

〉
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≥
∑

i1, i2 . . . iL(
r1...rL
i1...iL

∈ S
)
〈
ΨZ⃗ ,

∗Er1
i1

∧ . . . ∧ ∗ErL
iL

ΨZ⃗

〉
≃ 1 (125)

From (121) and (125), for all r1...rL
i1...iL

∈ S, we have

tr
(
PΨZ⃗

Er1
i1

∧ . . . ∧ ErL
iL

)
≃ tr

(
PΨZ⃗

∗Er1
i1

∧ . . . ∧ ∗ErL
iL

)
(126)

Thus, (114)–(115) together with (123) and (126) imply (101)–(102).

With Theorem 9 we have accomplished (Q1)–(Q4). The next two theorems
cover statements (Q5)–(Q8).

Theorem 10. Let ar be the measurement of a real valued quantity with labeling
(13). On the Hilbert space H, there exists a self-adjoint operator Ar such that
for every state of the system Z⃗,

⟨αr⟩Z⃗ ≃ tr
(
PΨZ⃗

Ar

)
(127)

Proof. Let

Ar =
nr∑

i=1
αr

iE
r
i (128)

Ar is obviously a self-adjoint operator, and

⟨αr⟩Z⃗ =
nr∑

i=1
αr

i p (Xr
i |ar) =

nr∑
i=1

αr
iZ

r
i ≃

nr∑
i=1

αr
i tr
(
PΨZ⃗

Er
i

)
= tr

(
PΨZ⃗

nr∑
i=1

αr
iE

r
i

)
= tr

(
PΨZ⃗

Ar

)

Theorem 11. The possible measurement results of the αr-measurement are ex-
actly the eigenvalues of the associated operator Ar. The subspace Er

i representing
the outcome event labeled by αr

i is the eigenspace pertaining to eigenvalue αr
i .

Accordingly, (128) constitutes the spectral decomposition of Ar.

Proof. First, let ψ ∈ Er
i . Then, due to (103), Arψ = (

∑nr

i=1 α
r
iE

r
i )ψ = αr

iψ.
Meaning that every αr

i is an eigenvalue of Ar. Now consider an arbitrary eigen-
vector of Ar, that is, a vector ψ ∈ H such that

Arψ = xψ (129)

with some x ∈ R. Due to (103)–(104),
{
Er

1 , E
r
2 , . . . E

r
nr

}
constitutes an orthog-

onal decomposition of H, meaning that arbitrary ψ ∈ H can be decomposed
as

ψ =
nr∑

i=1
ψi ψi ∈ Er

i
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From (128) we have
nr∑

i=1
αr

iψi =
nr∑

i=1
xψi (130)

About the labeling we have assumed that αr
i ̸= αr

j for i ̸= j, therefore, (130)
implies that

x = αr
i for one αr

i

ψj = 0 for all j ̸= i

that is, ψ ∈ Er
i . Meaning that (128) is the spectral decomposition of Ar.

A consequence of Theorems 10 and 11 is that if f : R → R is an arbitrary
injective function “re-labeling” the outcomes, then

⟨f(αr)⟩Z⃗ =
nr∑

i=1
f(αr

i )p (Xr
i |ar) =

nr∑
i=1

f(αr
i )Zr

i ≃
nr∑

i=1
f(αr

i ) tr
(
PΨZ⃗

Er
i

)
= tr

(
PΨZ⃗

nr∑
i=1

f(αr
i )Er

i

)
= tr

(
PΨZ⃗

f(Ar)
)

7 Representation of Dynamics
Notice that not all unit vectors of H are involved in the representation of states.
In order to specify the ones being involved, consider the following subspace
H ⊂ H:

H = span {Ψϑ}ϑ∈Θ

where {Ψϑ}ϑ∈Θ is the set of vectors in the direct sum (113), understood as being
pairwise orthogonal, unit-length elements of H. Denote by O the closed first
hyperoctant (orthant) of the (|Θ| − 1)-dimensional sphere of unit vectors in H:

O =
{∑

ϑ∈Θ
oϑΨϑ

∣∣∣∣∣oϑ ≥ 0
∑
ϑ∈Θ

o2
ϑ = 1

}
Obviously, there is a continuous one-to-one map between the Λ and O:

O : Λ → O; O
(
λ⃗
)

=
∑
ϑ∈Θ

√
λϑΨϑ

As we have shown, however, the states of the system actually are repre-
sented on the dim (φ (M,S))-dimensional slice Λσ ⊂ Λ (see (82)). Accordingly,
the quantum mechanical representation of states constitutes a dim (φ (M,S))-
dimensional submanifold with boundary: Oσ = O (Λσ) ⊂ O.

Consequently, the time evolution of state Z⃗ (t) will be represented by a path
in Oσ:

Ψ(t) = O ◦ σ
(
Z⃗ (t)

)
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The representation is of course not unique, as it depends on the choice of cross
section σ. This is however inessential; just like a choice of a coordinate system.

As emphasized at the beginning of Section 6, the quantum representation
was derived exclusively from the assumptions (E1)-(E3). If in addition (E4)
holds, that is the time evolution Z⃗ (t) can be generated by a one-parameter
group of transformations on φ (M,S), Z⃗(t) = Ft−t0

(
Z⃗(t0)

)
, then the same is

true for Oσ. Let Gt = O ◦ σ ◦ Ft ◦D ◦O−1. Obviously, Gt is a map Oσ → Oσ,
such that

Gt : Oσ → Oσ is one-to-one

G : R × Oσ → Oσ; (t,Ψ) 7→ Gt (Ψ) is continuous

Gt+s = Gs ◦Gt

G−t = G−1
t ; consequently, G0 = idOσ

and the time evolution of an arbitrary initial state Ψ(t0) ∈ Oσ is Ψ(t) =
Gt−t0 (Ψ(t0)).

8 Questionable and Unquestionable in Quan-
tum Mechanics

What we have proved in the above theorems, that is, statements (Q1)–(Q8), are
nothing but the basic postulates of quantum theory. This means that the basic
postulates of quantum theory are in fact analytic statements: they do not tell
us anything about a physical system beyond the fact that the system can be
described in empirical/operational terms—even if this logical relationship is not
so evident. In this sense, of course, these postulates of quantum theory are un-
questionable. Though, as we have seen, the Hilbert space quantum mechanical
formalism is only an optional mathematical representation of the probabilistic
behavior of a system—empirical facts do not necessitate this choice.

Nevertheless, it must be mentioned that the quantum-mechanics-like repre-
sentation, characterized by (Q1)–(Q8), is not completely identical with standard
quantum mechanics. There are several subtle deviations:

(D1) There is no one-to-one correspondence between operationally meaningful
physical quantities and self-adjoint operators. First of all, it is not neces-
sarily true that every self-adjoint operator represents some operationally
meaningful quantity.

(D2) There is no necessary connection between commutation of the associated
self-adjoint operators and joint measurability of the corresponding physical
quantities. In general, there is no obvious role of the mathematically defin-
able algebraic structures over the self-adjoint operators in the operational
context. First of all because those mathematically “natural” structures
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are mostly meaningless in an operational sense. As we have already men-
tioned, the outcome events are ontologically prior to the labeling of the
outcomes by means of numbers; and the events themselves are well repre-
sented in the subspace/projector lattice, prior to any self-adjoint operator
associated with a numerical coordination.
For example, consider three real-valued physical quantities with labelings
αr1 , αr2 , αr3 . The three physical quantities reflect three different features
of the system defined by three different measurement operations. A func-
tional relationship αr1 = f (αr2 , αr3) means that whenever we perform the
measurements ar1 , ar2 , ar3 in conjunction (meaning that {r1, r2, r3} ∈ P)
the outcomes Xr1

i1
, Xr2

i2
, Xr3

i3
are strongly correlated: if Xr2

i2
and Xr3

i3
are

the outcomes of ar2 and ar3 , labeled by αr2
i2

and αr3
i3

, then the outcome of
measurement ar1 , Xr1

i1
, is the one labeled by αr1

i1
= f

(
αr2

i2
, αr3

i3

)
. That is,

in probabilistic terms:

p
(
α−1

r1

(
f
(
αr2

i2
, αr3

i3

))
∧ α−1

r2

(
αr2

i2

)
∧ α−1

r3

(
αr3

i3

)
|ar1 ∧ ar2 ∧ ar3

)
= p

(
α−1

r2

(
αr2

i2

)
∧ α−1

r3

(
αr3

i3

)
|ar1 ∧ ar2 ∧ ar3

)
(131)

This contingent fact of regularity in the observed relative frequencies of
physical events is what is a part of the ontology. And it is well reflected
in our quantum mechanical representation, in spite of the fact that the
relationship (131) is generally not reflected in some algebraic or other
functional relation of the associated self-adjoint operators Ar1 , Ar2 and
Ar3 .
The fact that in our quantum-mechanics-like representation there is no
correspondence between commutation and co-measurability explains why
there is no need to require satisfaction of the Cirel’son inequalities (cf.
Cirenl’son 1980; Popescu and Rohrlich 1994; Müller 2021), which would
mean further restriction on the observed relative frequencies beyond (E1)–
(E3).

(D3) It is worthwhile emphasizing that the Hilbert space of representation is
finite dimensional and real. It is of course no problem to embed the whole
representation into a complex Hilbert space of the same dimension. As
it follows from (103) and (107), the required minimal dimension increases
with increasing the number of possible measurements m, and/or increasing
the number of possible outcomes nr. In any event, it is finite until we
have a finite operational setup. Employing complex Hilbert spaces is only
necessary if, in addition to the stipulated operational setup, we have some
further algebraic requirements, for example, in the form of commutation
relations, and the likes. How those further requirements are justified in
operational terms, of course, can be a question.

(D4) There is no problem with the empirical meaning of the lattice-theoretic
meet of subspaces/projectors representing outcome events: the meet rep-
resents the empirically meaningful conjunction of the outcome events, re-
gardless whether the corresponding projectors commute or not. Of course,

40



by definition (18), the conjunctions that do not belong to S have zero
probability in all states of the system.
In contrast, the lattice-theoretic joins and orthocomplements, in general,
have nothing to do with the disjunctions and negations of the outcome
events. Nevertheless, as we have seen, the quantum state uniquely deter-
mines the probabilities on the whole event algebra, including the conjunc-
tions, disjunctions and negations of all events—in the sense of Theorem 1.

(D5) All possible states of the system, Z⃗ ∈ φ (M,S), are represented by pure
states. That is to say, the quantum mechanical notion of mixed state is
not needed. The reason is very simple. φ (M,S) is a convex polytope
being closed under convex linear combinations. The state of the system
intended to be represented by a mixed state, say,

W = µ1PΨZ⃗1
+ µ2PΨZ⃗2

µ1, µ2 ≥ 0; µ1 + µ2 = 1

is nothing but another element of φ (M,S),

Z⃗3 = µ1Z⃗1 + µ2Z⃗2 ∈ φ (M,S)

However, in our representation theorem (Theorem 9) the Hilbert space
and the representations of the outcome events are constructed in a way
that all states Z⃗ ∈ φ (M,S) are represented by a suitable state vector in
one and the same Hilbert space. Therefore, Z⃗3 is also represented by a
pure state PΨZ⃗3

with a suitably constructed state vector ΨZ⃗3
. Namely,

given that

Z⃗1 =
∑
ϑ∈Θ

λ1
ϑw⃗ϑ λ1

ϑ ≥ 0,
∑
ϑ∈Θ

λ1
ϑ = 1

Z⃗2 =
∑
ϑ∈Θ

λ2
ϑw⃗ϑ λ2

ϑ ≥ 0,
∑
ϑ∈Θ

λ2
ϑ = 1

we have

Z⃗3 =
∑
ϑ∈Θ

(
µ1λ

1
ϑ + µ2λ

2
ϑ

)
w⃗ϑ

therefore, from (113),

ΨZ⃗3
= ⊕

ϑ∈Θ

√
µ1λ1

ϑ + µ2λ2
ϑΨϑ

To avoid a possible misunderstanding, it is worthwhile mentioning that all
we said above is not in contradiction with the mathematical fact that the
density operators W and PΨZ⃗3

generate different “quantum probability”
measures over the whole subspace lattice L (H). The two measures will
coincide on those elements of L (H) that represent operationally mean-
ingful events—Er

i , E
r1
i1

∧ . . . ∧ ErL
iL

for r
i ∈ IM , r1...rL

i1...iL
∈ S. This reinforces

the point in (D4) that there is no one-to-one correspondence between the
operationally meaningful events and the elements of L (H).
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(D6) We don’t need to invoke the entire Hilbert space for representing the to-
tality of operationally meaningful possible states of the system; subspace
H is sufficient. Even in this restricted sense, there is no one-to-one cor-
respondence between the rays of the subspace H ⊂ H and the states of
the system. The unit vectors involved in the representation are the ones
pointing to Oσ, a dim (φ (M,S))-dimensional submanifold with boundary
on the unit sphere of H.

(D7) The so called “superposition principle” does not hold. The ray determined
by the linear combination of two different vectors pointing to Oσ does not
necessarily intersect Oσ; meaning that such a linear combination, in gen-
eral, has nothing to do with a third state of the system. Neither has it
anything to do with the logical/probability theoretic notion of “disjunc-
tion” of events, of course. Nevertheless, as we have already emphasized in
(D4) and (D5), all possible states of the system are well represented in Oσ;
and these states uniquely determine the probabilities on the whole event
algebra of operationally meaningful events, including their disjunctions
too.

(D8) The dynamics of the system can be well represented in the usual way,
by means of temporal evolution on the state manifold Oσ. In the case
where (E4) is also satisfied, this temporal evolution can be generated by a
one-parameter group of transformations of Oσ. However, these transfor-
mations are in no way related to the unitary transformations of H (or H);
because they do not respect the linear structure of the Hilbert space or
orthogonality; but they do respect that the state space Oσ is a manifold
with boundary.

It is remarkable that most of the above mentioned deviations from the quan-
tum mechanical folklore are related with exactly those issues in the founda-
tions of quantum mechanics that have been hotly debated for long decades
(e.g. Strauss 1936; Reichenbach 1944; Popper 1967; Park and Margenau 1968;
1971; Ross 1974; Bell 1987; Gudder 1988; Malament 1992; Leggett 1998; Grif-
fiths 2013; Cassinelli and Lahti 2017; Fröhlich and Pizzo 2022). The fact that so
much of the core of quantum theory can be unquestionably deduced from three
elementary empirical conditions, equally true about all physical systems whether
classical or quantum, or beyond, may shed new light on these old problems in
the foundations.

Appendices
Appendix 1
The following theorem is mentioned as an exercise in most texts. We formulate
it using the same notation we used in the proof of Lemma 4.
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Theorem 12. Let P be a polytope in Rd, defined by the following set of linear
inequalities: 〈

ω⃗µ, f⃗
〉

− bµ ≤ 0 for all µ ∈ I (132)

For each f⃗ ∈ P , define the active index set:

If⃗ :=
{

µ ∈ I
∣∣ 〈ω⃗µ, f⃗

〉
− bµ = 0

}
f⃗ ∈ P is a vertex of P if and only if

span {ω⃗µ}µ∈I
f⃗

= Rd (133)

Proof. First, suppose f⃗ is vertex of P , but span {ω⃗µ}µ∈I
f⃗

̸= Rd. Then choose

a non-zero g⃗ ∈
(

span {ω⃗µ}µ∈I
f⃗

)⊥
. Obviously, if µ ̸∈ If⃗ then there exists a

neighborhood U of f⃗ such that µ ̸∈ If⃗∗
for all f⃗∗ ∈ U . Consider the points

f⃗ + λg⃗. If λ is small enough, both f⃗ + λg⃗ and f⃗ − λg⃗ are in P , since (132) are
satisfied. Now, we can write

f⃗ = 1
2

((
f⃗ + λg⃗

)
+
(
f⃗ − λg⃗

))
which contradicts the fact that f⃗ is vertex of P .

Second, now suppose that f⃗ ∈ P and span {ω⃗µ}µ∈I
f⃗

= Rd. Suppose f⃗ =
λf⃗∗ + (1 − λ)f⃗∗∗ with some f⃗∗, f⃗∗∗ ∈ P and 0 < λ < 1. We know that µ ∈ If⃗
implies 〈

ω⃗µ, f⃗
〉

= λ
〈
ω⃗µ, f⃗∗

〉
+ (1 − λ)

〈
ω⃗µ, f⃗∗∗

〉
= bµ

On the other hand, from (132) we have〈
ω⃗µ, f⃗∗

〉
≤ bµ〈

ω⃗µ, f⃗∗∗

〉
≤ bµ

which implies that
〈
ω⃗µ, f⃗

〉
=
〈
ω⃗µ, f⃗∗

〉
=
〈
ω⃗µ, f⃗∗∗

〉
(for all µ ∈ If⃗ ). Therefore,

(
f⃗ − f⃗∗

)
,
(
f⃗ − f⃗∗∗

)
∈
(

span {ω⃗µ}µ∈I
f⃗

)⊥
= Ø

meaning that f⃗ = f⃗∗ = f⃗∗∗. Therefore, f⃗ is a vertex.

Appendix 2
The standard argumentation in the GPT literature (Hardy 2008; Holevo 2011,
pp. 4–5; Müller 2021, p. 14) that the space of physically possible states Φ must
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be convex is based on a problematic notion of “statistical mixture of preparation
procedures”. A “mixture” of two preparation procedures, resulting in states Z⃗1
and Z⃗2, would be a procedure in which we alternate between two preparations
in some ratio of λ1 and λ2 (λ1 +λ2 = 1), say randomly, with probabilities λ1 and
λ2. Under some circumstances—excluding any tricky correlations, for example,
between the choice of preparations and the choice of measurements, or between
the system’s behavior in one run and its preparation in the previous run, etc.—
the surface observed statistics would indeed be as if the system were in state
λ1Z⃗1 + λ2Z⃗2. “The situation described above can be considered as a special
way of state preparation” (Holevo 2011, p. 5), the argument says, therefore
λ1Z⃗1 + λ2Z⃗2 ∈ Φ.

We believe that this argument is conceptually flawed. After all, the notion of
relative frequency itself is based on a series of measurements that are performed
in the same probabilistic setup, and not in a setup changing from one run to
the next. Taking into account what the probabilistic setup is that is fixed in the
“mixing” procedure, the “mixture” λ1Z⃗1 + λ2Z⃗2 is not a state of the original
system, but a state of the composed system consisting of the preparation device
(denote it by D) and the original physical system (denote it by S ). We should
not be mislead by the fact that different physical things can be described by the
same mathematical object. In order to avoid the confusion it is better to use
different notation for the physically different things. When we are talking about
the mixture, we are talking about states of the composed (D+S ) system:
(D+S )Z⃗1 ∈ (D+S )Φ: the state of (D+S ) in which the preparation device D

has propensity 1 to set system S into state Z⃗1 ∈ Φ

(D+S )Z⃗2 ∈ (D+S )Φ: the state of (D+S ) in which the preparation device D

has propensity 1 to set system S into state Z⃗2 ∈ Φ

(D+S )Z⃗3 ∈ (D+S )Φ: the state of (D+S ) in which the preparation device D

has propensity λ1 to set system S into state Z⃗1 ∈ Φ and propensity
λ2 to set system S into state Z⃗2 ∈ Φ

Indeed,
(D+S )Z⃗3 = λ1

(D+S )Z⃗1 + λ2
(D+S )Z⃗2

and, if the preparation device is such that propensities λ1 and λ2 (λ1 + λ2 = 1)
can be arbitrary, then (D+S )Φ is closed under convex combination.

Just take our Biased Coin example we discussed at the end of section 3.1.
Consider a composed (D+S ) system, where S is the coin on the right hand side
of Fig. 1, and D is a device setting the disk inside the coin into one of the possible
positions ZH , ZF , or ZT with some probabilities λH , λF , and λT . Consider only
one possible measurement, tossing the coin, with two possible outcomes, Heads
and Tails, and one conjunction. Now, keeping the preparation of the (D+S )
system fixed, that is, the coin always has the same three slots where the disk can
be clicked and the preparation device always has the same propensities λH , λF ,
and λT , we can take the statistics of Heads and Tails. The observed data
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will satisfy (E1)–(E3), and the state space φ (M,S) (where M = 2 and S ={1 1
1 2
}

) is the one-dimensional polytope in R3, determined by vertices (1, 0, 0) and
(0, 1, 0)—just as it was the case in our coin example. Denote an arbitrary state
vector of the (D+S ) system by (D+S )Z⃗ =

((D+S )zH ,
(D+S ) zT , 0

)
∈ φ(M,S),

meaning that whenever we perform the coin-toss and the (D+S ) system is
in state (D+S )Z⃗, we get Heads with relative frequency (D+S )zH , Tails with
(D+S )zT , but never the Heads and Tails in conjunction. Assuming that the
device D is such that its propensities λH , λF , and λT can be arbitrary (λH +
λF + λT = 1), the set of the physically possible states of the (D+S ) system,
(D+S )Φ ⊂ φ (M,S), is the line segment between (0.8, 0.2, 0) and (0.2, 0.8, 0).
Hence (D+S )Φ is closed under convex combination. While, recall (69), the set
of the physically possible states of the coin, the original system S in itself, is

Φ = {(0.8, 0.2, 0), (0.5, 0.5, 0), (0.2, 0.8, 0)}

which is not closed under convex combination.
In contrast, consider an (D+S ) system such that S is a coin like the one on

the left hand side of Fig. 1, but the preparation device D has only two possible
propensity-states: placing the disk in position ZH with probability 1, or placing
the disk in position ZT with probability 1. In this case, the set of the physically
possible states of the (D+S ) system consists of only two points,

(D+S )Φ = {(0.8, 0.2, 0), (0.2, 0.8, 0)}

hence it is not closed under convex combination. While, the set of the physi-
cally possible states of the coin in itself, Φ, is the whole line segment between
(0.8, 0.2, 0) and (0.2, 0.8, 0), which is closed under convex combination.

To sum up, the “statistical mixture of preparation procedures” is a mislead-
ing conception. It actually changes the notion of the system in question from
the original S to a composed system (D+S ). And even in this sense it in-
volves unjustified a priori assumptions, without regard to the actual physical
properties of the preparation device.

Appendix 3
In the GPT literature, in order to achieve the dynamics be linear, the following
three assumptions are made (Hardy 2008, Appendix 1). In our own notations:

(a) The time-evolution map Ft preserves convex combination.

(b) The set of states contains the null vector.

(c) The time evolution maps the null vector into itself.

Notice that assumptions (b) and (c) directly contradict our assumed empirical
facts (11)–(12) in (E2); φ (M,S) does not contain the null vector. It is essential
to clarify this contradiction. First of all, it should be noted that these assump-
tions are based on conceptually untenable claims, for example that the null vec-
tor is that state of the system “when the system is not present” (Hardy 2008,

45



p. 5). But how do we imagine a measurement on a physical system that is not
present? Fortunately, however, assumptions (b) and (c) are not necessary for
the time-evolution Ft be linear. Indeed, assumption (a) implies in itself that
Ft is an RM+|S| → RM+|S| affine transformation restricted to the convex set
of states (see Meyer and Kay 1973, Theorem 4). Ft is linear if and only if it
satisfies (a) and

(d) its affine extension on RM+|S| preserves the null vector.

And condition (d) does not require the null vector to be in the set of states.
In our view, of course, the fulfillment of condition (d) is a matter of further

empirical information, beyond the stipulated empirical facts (E1)–(E4). In any
case, let us come to hypothesis (a) itself. How is it that assumption (a) does
not hold even in an example as simple and physically completely plausible as
the one with the coin discussed in section 4? In our view, the reason is that
the usual argumentation (see Müller 2021, pp. 20-21) in favor of assumption
(a) is conceptually flawed, as it operates with the same problematic notion of
“statistical mixture of preparation procedures” that we have already criticized
in Appendix 2. The argument goes as follows. Consider the following two
procedures:

(i) The preparation device prepares the state Z⃗i with probability λi.
Take the “statistical mixture of these states

∑
i λiZ⃗i”; then we let

this “mixed state” evolve in time, resulting in some final state Z⃗ ′.

(ii) The preparation device prepares the state Z⃗i with probability λi. We
let each Z⃗i evolve in time into FtZ⃗i. Finally, we take the “statistical
mixture of states FtZ⃗i with the same λi-s, Z⃗ ′′ =

∑
i λiFtZ⃗i

“Clearly, (i) and (ii) are different descriptions of one and the same laboratory
procedure; they must hence result in the exact same statistics of any measure-
ments that we may decide to perform in the end, and therefore lead to the same
final state[.]” ( Müller 2021, p. 21) That is,

Z⃗ ′ = Z⃗ ′′ =
∑

i

λiFtZ⃗i (134)

So far, with some clarification below, we agree with the argument. As, indeed, if
the “time-evolution” of the “mixed state

∑
i λiZ⃗i” makes sense at all, it probably

means the same process as described in (ii). Where we disagree is the next claim:
“But this implies that” (ibid.)

Ft

(∑
i

λiZ⃗i

)
=
∑

i

λiFtZ⃗i (135)

Because Ft has nothing to do with a “mixed state.” As we pointed out in
Appendix 2, a “mixed state

∑
i λiZ⃗i” is not the state of the system, conceptu-

ally, but the state of the composed system consisting of the preparation device
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(D) and the original system (S )—independently of whether or not the vector∑
i λiZ⃗i is among the possible states of the original system. Applying the more

precise notations we introduced in Appendix 2, (134) reads as follows:

(D+S )Z⃗ ′ = (D+S )Z⃗ ′′ =
∑

i

λi
(D+S )

(
FtZ⃗i

)
(136)

Ft : Φ → Φ is not the time-evolution map of “mixed states,” states of the
joint system (D+S ). The time-evolution of the (D+S ) system is something
else; a map Tt : (D+S )Φ → (D+S )Φ , which is perhaps correctly claimed to be
equivalent to the procedure described in point (ii). So, (134), more precisely
(136), means, so to say, by the definition of Tt, that

Tt

(∑
i

λi
(D+S )Z⃗i

)
=
∑

i

λi
(D+S )

(
FtZ⃗i

)
(137)

instead of (135).
For instance, in our Biased Coin example, consider the following states:

(D+S )Z⃗1 = (0.7, 0.3, 0) ∈ (D+S )Φ: the state of (D+S ) in which the prepara-
tion device D has propensity 1 to set the coin into state Z⃗1 =
(0.7, 0.3, 0) ∈ Φ

(D+S )Z⃗2 = (0.3, 0.7, 0) ∈ (D+S )Φ: the state of (D+S ) in which the prepara-
tion device D has propensity 1 to set the coin into state Z⃗2 =
(0.3, 0.7, 0) ∈ Φ

(D+S )Z⃗mix = (0.5, 0.5, 0) ∈ (D+S )Φ: the state of (D+S ) in which the prepa-
ration device D has propensity 1

2 to to set the coin into state
Z⃗1 = (0.7, 0.3, 0) ∈ Φ and propensity 1

2 to set the coin into state
Z⃗2 = (0.3, 0.7, 0) ∈ Φ

Obviously, (D+S )Z⃗mix = 1
2

(D+S )Z⃗1 + 1
2

(D+S )Z⃗2. Now, adopting the assump-
tion that (137) holds, and applying (83)–(84) with, say, t = 2,

T2

(
(D+S )Z⃗mix

)
= T2

(
1
2

(D+S )Z⃗1 + 1
2

(D+S )Z⃗2

)
= 1

2F2Z⃗1 + 1
2F2Z⃗2 = 1

2F2 (0.7, 0.3, 0) + 1
2F2 (0.3, 0.7, 0)

≈ 1
2(0.44, 0.56, 0) + 1

2(0.22, 0.78, 0) = (0.33, 0.67, 0)

At the same time,

F2

(
1
2 Z⃗1 + 1

2 Z⃗2

)
= F2

(
1
2 (0.7, 0.3, 0) + 1

2 (0.3, 0.7, 0)
)

= F2 (0.5, 0.5, 0) ≈ (0.27, 0.73, 0)

Thus, as expected from the formulas (83)–(84), Ft does not preserve convex
combination, whether or not (137) is satisfied.
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