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Abstract. Despite their successes at prediction and classification, deep neural networks (DNNs) are often claimed to fail when it comes to providing any understanding of real-world phenomena. However, recently, some authors have argued that DNNs can provide such understanding. To resolve this controversy, I first examine under which conditions DNNs provide humans with explanatory understanding in a clearly defined sense that refers to a simple setting. I adopt a systematic approach that draws on theories of explanation and explanatory understanding, but avoid dependence on any specific account by developing broad conditions of explanatory understanding that leave space for filling in the details in several alternative ways. I argue that the conditions are difficult to satisfy however these details are filled in. The main problem is that, to provide explanatory understanding in the sense I have defined, a DNN has to contain an explanation, and scientists typically do not know whether it does. Accordingly, they cannot feel committed to the explanation or use it, which means that other conditions of explanatory understanding are not satisfied. Still, in some attenuated senses, the conditions can be fulfilled. To complete my conciliatory project, I further show that my results so far are compatible with using DNNs to infer explanatorily relevant information in a thorough investigation. This is what the more optimistic literature on DNNs has focused on. In sum, then, the significance of DNNs for understanding real-world systems depends on what it means to say that they provide understanding, and on how humans use them.
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1. Introduction

During the last few years, researchers have tried to use machine learning (ML), a branch of intelligence (AI), to predict the weather. For example, Weyn et al. (2021) have trained deep neural networks (DNNs) to predict the evolution of four variables (e.g., 2-m temperature) for the two next time steps, on a grid spanning the entire globe. The input comprised data of the same type, collected at two earlier instances, plus some background information on topography and solar radiation. The researchers used several sets of seeds to obtain an ensemble of 32 network models. The resulting predictions were only slightly inferior to those produced by a state-of-the-art model from the European Centre for Medium-Range Weather Forecasts. Astonishingly, almost no scientific knowledge about the weather was used to construct the models. (See Lam et al. (2023) for similar work, and Price et al. (2024) for ML models that even outperformed traditional computer models.)

This is just one example in which ML has proven powerful at prediction or classification. But do ML models also provide understanding? For instance, do the networks trained by Weyn et al. (2021) also help humans to understand why the weather on any particular day does what it does? Many authors are skeptical. Artem Kaznatcheev (2013) writes that “it really is easier to predict than to understand […]. A focus on blind statistics on big data often provides great practical results in the short term (and that is why it wins funding) at the expense of the understanding needed for long term development of science.” Isaac Tamblyn too has expressed skepticism about the idea that ML, and AI more generally, produce understanding: “We’ve certainly developed tools which are faster, and I’ve seen some AI produce results which were not obvious before hand, but I’m not sure I got a general understanding from it” (quoted in Krenn et al., 2022, supplementary information, p. 16).

This skepticism about ML is, in a sense, comforting; it implies that humans remain central when it comes to understanding. The view seems to have a plausible justification, too: ML models are notoriously difficult for humans to understand. They are often described as black boxes, or as opaque (see, e.g., Burrell 2016, Boge 2022, Beer 2023). How, then, can they provide understanding? ML applications are models, and models seem to provide an understanding of a target system only if they are themselves understandable. If this condition is not fulfilled, how can scientists transfer understanding from a model to its target?

In a recent paper, Emily Sullivan (2022) has challenged this line of thought with a more optimistic outlook. She denies that “scientists [are] trading understanding for some other epistemic or pragmatic good when they choose an opaque and complex machine learning model”; instead, she thinks that “model simplicity and transparency are not needed for understanding phenomena” (Sullivan, 2022, p. 110). Although her focus is on whether opacity impedes understanding, part of her argument is supposed to show that some ML models go some way toward providing understanding. Other researchers too have described cases in which, they argue, ML has provided understanding (Jebeile et al., 2020; Knüsel & Baumberger, 2020, Sullivan, 2022, Meskhidze 2023; see also Krenn et al., 2022).

So, can ML models provide understanding or not? The answer depends on what is meant by expressions like “providing understanding,” “enhancing understanding,” or “contributing to understanding.” If the provision of understanding covers any use of DNNs through which scientists infer information about the target system, the correct answer is likely “yes.” Things are different when DNNs are supposed to provide understanding as theories do—by forming an absolutely essential part of an explanation.

This paper aims to clarify the confusing situation in the literature. Focusing on DNNs, I will first focus on one clearly defined sense in which they may provide understanding: I will ask under which conditions humans who learn from DNN output that p is the case have an understanding why p. This question concentrates on a well-defined setting, which I will call the “simple setting” for the purposes of this paper and which is very natural: Scientists can now train DNNs and use them to make reliable predictions about many target systems, without knowing much about the DNNs they are using. I will argue that several additional conditions need to be fulfilled if we are to say that the scientists understand why p is the case based on the fact that the network reproduces p. These conditions are difficult to satisfy, and typically not satisfied in practice. This result helps to explain the misgivings about DNNs, but it is compatible with the idea that DNNs provide understanding in different senses. I will indeed show that DNNs’ use can contribute to understanding in other senses. Since I will not only inquire whether DNNs provide understanding, but also which kind of knowledge or understanding would be required for their providing understanding, my study has consequences for the demands of explainability.

To achieve my purpose, I will undertake a systematic investigation that draws on the recent literature on understanding (e.g., by de Regt & Dieks, 2005, de Regt, 2017, and Hills, 2016), complementing the case-study method employed previously. To provide a robust argument and avoid dependence on the idiosyncrasies of any particular account of understanding, I will adopt an “ecumenical” approach, condensing the previous work on this topic using broad and general conditions that may be interpreted in different ways.

To my knowledge, no work in the recent research literature has done something like this. Boge (2022, Sect. 2.4) comes closest to my project when briefly discussing how DNNs’ opacity impairs understanding of real-world target systems and what is needed to understand a target if one’s understanding is based on DNNs. But his discussion does not consider sufficient conditions of explanatory understanding, is inspired by a specific account of understanding, and is cast in mechanistic terms and thus not ecumenical. Since his crucial example is also focused on interpreting data in terms of their causes, not on fully explaining any phenomenon found in the data, a more extensive treatment of DNNs and explanatory understanding is needed. The present paper is meant to fill this gap. I take its main contribution to be that it provides a systematic, theory-guided discussion of the different ways in which DNNs may, or may not, provide understanding.

I will concentrate on deep neural networks (DNNs), artificial neural networks with a fairly high number of intermediate layers. (See Buckner (2019) for an excellent philosophical introduction to DNNs.) DNNs have proven to be especially powerful but are also opaque. My results extend beyond DNNs and apply to other ML models, but since ML methods form a rather heterogeneous class of models, it is difficult to track the consequences for them in detail. Admittedly, I do have to exclude some DNNs, such as any with an architecture that has been adapted to a specific problem (I will discuss an example in Sect. 4). It is also safer to exclude DNNs that have been given a special construction or training to ensure some explainability (e.g., Liu et al., 2018, Angelov & Soares, 2020). You can think of the DNN under investigation as a garden-variety DNN that scientists have trained for a specific prediction or classification task without investing substantial domain knowledge beyond interpreting the inputs and outputs. To simplify the jargon, I will set classification aside and focus on prediction.

Before I start, a few clarifications are in order. First, my main focus is on understanding real-world phenomena, not on understanding DNNs. Human difficulties in understanding DNNs will play a role in my argument, to the extent that they make it difficult to obtain understanding from DNNs. Still, my primary interest is not in how DNNs’ general interpretability and explainability can be improved (see, e.g., Beisbart & Räz, 2022). Second, my main question is not whether DNNs themselves understand phenomena. I take DNNs to be tools used by humans and ask whether they provide those humans with understanding. (See Tamir and Shech (2023) for the conditions under which practical understanding may be attributed to machines.) Third, my focus is on so-called explanatory understanding (also called understanding why (something is the case), as it is obtained in the sciences.

The paper is organized as follows: In Sect. 2, following a few clarifications about the nature of understanding, I explain my ecumenical approach to explanatory understanding. In Sect. 3, I then systematically address the extent to which DNNs can provide such understanding within the simple setting. In Sect. 4, I engage with objections and consider other senses in which DNNs may contribute to understanding. I draw my conclusions in Sect. 5.

1. Scientific understanding

The question of whether DNNs provide understanding is not entirely clear because the notion of understanding is itself broad and fuzzy. Although understanding is a central goal of science (de Regt, 2020), working scientists often remain silent on what they mean by “understanding.” Even the philosophy of science traditionally neglected the topic (for evidence see, e.g., de Regt, 2017, Sect. 2.1), but this has changed in the last two decades (see Baumberger et al., 2016, for an overview). I can thus clarify the question using valuable insights and distinctions from the recent literature.

First, understanding has often been set aside because it was taken to be subjective (see de Regt, 2017, Sect. 2.1 for evidence). No doubt certain subjective phenomena are associated with understanding, like the aha effect (“Now I got it!”), or the sense of familiarity that people claim to have when they believe they understand something. As Trout (2002, p. 213) puts it, “there is a special kind of intellectual satisfaction—an affective component—that occasions the acceptance of an explanation, a sense that we have achieved understanding of the phenomena.” But Trout warns us that this sense of understanding can be deceptive; it has accompanied “explanations” that explain very little by current standards. Feelings and the sense of understanding will therefore play no part in what follows.

Second, when scientists pride themselves on understanding, they often have in mind their understanding of systems, phenomena, etc. that are independent of human representations. This kind of understanding contrasts with an understanding of language, symbols, and their meaning. Of course, language is itself a part of the world; very often, we can only understand the real world when we understand representations. Nevertheless, for this paper, it is useful to distinguish between understanding representations and understanding some science’s primary target system, which typically will not involve representations (e.g., the climate). My focus here is on understanding real-world target systems.

Third, the literature about understanding follows ordinary language by distinguishing between different kinds of understanding. For our purposes, it suffices to discriminate between *objectual understanding* of some domain of things (e.g., of climate change) and *explanatory understanding* of why or how p is the case, where p is a proposition stating, for example, that a thunderstorm has occurred at some location (for finer-grained distinctions see, e.g., Baumberger at al., 2016). Since I am mainly interested in the sort of understanding science obtains, and explanatory understanding is important there, my focus will be on explanatory understanding. (Sullivan (2022, p. 111) has a similar focus.)

What, then, is explanatory understanding? Sullivan (2022, p. 111) wisely avoids commitment to any particular account of it, of which the recent literature has provided several. Most of these remain neutral on the topic of explanation, so the accounts of explanatory understanding can be multiplied by combining them with various accounts of explanation. However, remaining silent on explanation and its relation to understanding, or merely relying on intuitions about understanding, comes with a price: Arguments about understanding are less likely to carry conviction.

Fortunately, I can escape this dilemma through an “ecumenical” account of explanatory understanding. Drawing on previous philosophical work on understanding, I will formulate general kinds of conditions that can be interpreted in several distinct ways. I will then develop arguments that do not depend on any of these interpretations, and therefore make a robust case for my conclusion. My ecumenical account of understanding is not meant to provide a new explication of explanatory understanding, but a summary of existing ones. It cannot cover every account of understanding that has been proposed, but it should be broad enough to appeal to many authors.

To have explanatory understanding, an agent first needs to have an *explanation*. In my “ecumenical” approach, I take an explanation to be an argument that leads to a statement about the explanandum phenomenon. Many accounts of explanation, such as the DN/IS account (Hempel & Oppenheim, 1945, Hempel, 1965) and the unification account (Friedman, 1974; Kitcher, 1981), think of explanations in this way. Other accounts, such as mechanistic (Machamer et al., 2000) or causal ones (e.g., Lewis, 1986), at least allow that an explanation is an argument.

The reason is that, qua content of a speech act, an explanation consists of language that describes a mechanism or the causes of the explanandum phenomenon. This description has to lead to a statement about this phenomenon, so the explanation can be viewed as an argument, albeit, maybe, a non-deductive or elliptical one. (Salmon’s (1971) statistical account of explanation is one of the few accounts under which an explanation fails to be an argument (p. 77). But it is implausible for precisely this reason.)

Of course, not all arguments are explanations. Considered as arguments, explanations have to satisfy an extra condition. For instance, an explanation will contain a law, describe a salient cause or mechanism, or instantiate a scheme that allows for unification. In an ecumenical spirit, I will leave open what exactly the extra condition is. However, in any event, the argument must not contain irrelevant information. This is a lesson from the irrelevance objection to the DN model (e.g., Kyburg, 1965; see also Salmon, 1990, pp. 49–50).

The conditions for explanatory *understanding*, some philosophers have suggested, parallel those of the traditional JTB-analysis of knowledge (see, e.g., Baumberger et al., 2016; cf. Grimm, 2001; Grimm, 2021, Sect. 2). Accordingly, to have explanatory understanding, an agent must first have an explanation that largely or wholly satisfies some standard of correctness. Maybe it must even be the true explanation; at a minimum, it must be empirically adequate in that it reproduces relevant data about the target phenomenon (cf. the truth condition T). The precise degree to which explanatory understanding has to be based on facts is currently debated under the heading “factivity” (see, e.g., Elgin, 2009; Lawler, 2021); it can be left open for our purposes. Suffice it to say that my correctness demand allows explanations to be highly idealized. I need only exclude explanations that are false or empirically inadequate in all respects, and this exclusion seems plausible.

The agent must also have an appropriate connection to the explanation (cf. the belief condition B). This condition is often supposed to have two parts. (B1) The agent has to accept the explanation in some way: maybe to believe it, or at least to consider it empirically adequate. (B2) They have to be able to work with the explanation—in particular, to make certain inferences on its basis.

Finally, the agent’s acceptance of the explanation must be justified (cf. the justification condition J). An immediate implication of this condition is that my discussion refers to the context of justification. This context is more demanding than that of discovery, in which DNNs’ usefulness is uncontroversial (Duede, 2023).

Conditions paralleling T and B can be found in many accounts of understanding. Think, for instance, of de Regt and Dieks’ account (de Regt & Dieks, 2005; de Regt, 2017; for definiteness, I will refer to the latter). According to this account, a phenomenon P is understood “if and only if there is an explanation of P that is based on an intelligible theory T and conforms to the basic epistemic values of empirical adequacy and internal consistency” (de Regt, 2017, p. 92). (This formulation might look like an explication of objectual understanding, but de Regt is clearly interested in explanatory understanding; see his 2017, p. 2.) A theory, in turn, is intelligible to an agent insofar as they can draw inferences from it without doing exact calculations (p. 102). This account contains conditions that parallel JTB’s T (the theory that gives the explanation has to be empirically adequate) and B (scientists have to be able to draw certain inferences). De Regt does not discuss justification, and does not explicitly require the explanation, or the theory, to be accepted. However, I do not think that he would object to adding these conditions. Admittedly, de Regt argues that models can provide understanding without being believed (p. 134), but my ecumenical approach does not require belief proper; something like acceptance would suffice. De Regt does state that understanding a phenomenon links it to “accepted items of knowledge” (p. 91), and this seems to imply that the explanation is at least partly rooted in what the agent accepts. From a systematic perspective, it would seem odd if an agent understood a phenomenon thanks to a theory or explanation, yet did not accept the theory or explanation in some respect. It is also very natural to require a justification for this attitude.

For another account of explanatory understanding, let us turn to Hills (2016). According to Hills, an agent understands why p is the case if they have both a correct belief that q explains p and a set of abilities. The abilities substantiate the condition that the agent grasps the connection between q and p. Hills requires the following abilities (p. 663):

1. follow some explanation of why p given by someone else.
2. explain why p in your own words.
3. draw the conclusion that p (or that probably p) from the information that q.
4. draw the conclusion that p′ (or that probably p′) from the information that q′ (where p′ and q′ are similar to but not identical to p and q).
5. given the information that p, give the right explanation, q.
6. given the information that p′, give the right explanation, q′.

Some of these abilities, viz. (i), (ii), and (v), encode an understanding of what the explanation says. The explanation is, or can be expressed using, a set of statements; the agent has to be able to understand what these statements say (i) and to formulate explanations in terms of such statements (ii, v). Other abilities go beyond understanding what the explanation says. The agent has to be able to infer p from the explanans q (iii). On top of that, they must be able to draw inferences about counterfactual scenarios—for instance, to infer what would happen if the facts stated in the explanans were slightly different (iv). They must also be able to infer what the correct explanation would be if the explanandum phenomenon differed slightly (vi).

Hills’ account of explanatory understanding includes conditions paralleling T and B. She requires the explanation to be true (T). The agent has to believe that q explains p, and must have related inferential abilities (B). Like de Regt, Hills does not mention justification, and she explicitly does not require an agent to know that q explains p in order to understand why p (her Sec. 4). Still, this does not rule out requiring some justification for the agent’s attitude towards the explanation.

Altogether, then, a brief look at Hills’ and de Regt’s accounts of explanatory understanding has shown that such accounts include conditions paralleling T and B. While conditions paralleling J are rarely mentioned (see Baumberger & Brun, 2016, for an exception), some condition of this kind is plausible. In what follows, I will therefore assume that explanatory understanding can be explicated in terms of conditions paralleling JTB. What we need for explanatory understanding, then, is this:

(E) an explanation—an argument that fulfills an extra condition (e.g., it contains a law of nature) and does not contain irrelevant information;

(T) the explanation’s correctness (truth or empirical adequacy in central respects);

(B1) some acceptance of the explanation (e.g., belief in it);

(B2) some abilities, particularly inferential ones;

(J) justification for accepting the explanation.

Arguably, explanatory understanding comes in degrees, because having the abilities is a matter of degrees (Hills, 2016). Explanations’ informational content can also vary, at least on some accounts (e.g., Lewis, 1973). To simplify my discussion, though, I will gloss over these different degrees of understanding. I will be concerned with a rather low degree of understanding; the exact threshold is implicit in my discussion.

To finish this overview of understanding, it is useful to distinguish explanatory from objectual understanding. According to Kvanvig (2003, p. 192), objectual understanding consists in grasping connections between the parts, or aspects, of the target domain or phenomenon. For instance, to understand ferromagnetism, one has to grasp connections between the relevant order parameter (temperature), the macroscopic signature of ferromagnetism, and the underlying microphysics. This grasp is again a matter of degree (Baumberger, 2019). For Kvanvig, the connections can be of various kinds: for example, probabilistic (certain characteristics are correlated to each other), evidential (one piece of information supports another), logical (certain macroscopic traits follow from the microphysics and bridge principles), or explanatory (the microphysics explains the macroscopic behavior). Now, it is plausible that a grasp of explanatory relationships constitutes explanatory understanding, and therefore that explanatory understanding is part of objectual understanding. Still, some degree of objectual understanding is possible even without any grasp of explanatory relationships; the agent may grasp other relations, such as logical or evidential ones.

With this in mind, I now turn to whether DNNs provide understanding. As I indicated in the introduction, I will initially interpret this question as follows. I assume that a human scientist has used a DNN to obtain a prediction, which I express as proposition p (roughly: such and such an object has property F; or, a certain initial state will be followed by a subsequent state with property F). Here, p need not contain a full description of the subsequent state; it may only describe certain aspects of the latter, e.g., the average temperature of the target system. I assume that the human knows how to train the model and can interpret the output and translate it into proposition p. Training a successful prediction model is for sure not straightforward. In most cases, simply applying an off-the-shelf model to raw data will not produce useful results. It is rather recommended to pre-process the data, and a good understanding of the training data and the general method of training DNNs is pivotal for this step (Karpathy 2019; cf. Vasudevan et al. 2011 for an interesting perspective). Still, the recommended training of DNN involves a couple of steps described in general terms, such as regularization (ibid.). Applying these steps does not require the domain knowledge necessary for explanations. This is plain from the fact that DNNs have been applied to areas in which our explanatory domain knowledge is poor, e.g. in the Deep patient model (Miotto et al. 2016). Note also that the training does not require knowledge of what the DNN does with the data.

For the purposes of this paper, I shall call the setting defined in the last paragraph the “simple setting.” This name is not meant to imply that this setting is very common or a normative standard. Still, for this paper, this setting is interesting for at least two reasons. First, research in the simple setting promises useful results, while not requiring too much prior knowledge. This is evident from general recipes how to train DNNs (e.g. Karpathy 2019). Second, the simple setting can be used to explain the view that DNNs don’t provide explanatory understanding.

My question then is whether, or under which circumstances, the human understands why p is the case. Accordingly, the explanandum is a token event or state, or a token phenomenon. In Sect. 4, I’ll get to the idea that DNNs may explain types of phenomena.[[1]](#footnote-1)

A possible objection is that this question interprets the idea of DNNs’ providing understanding too narrowly; it concentrates on a setting in which scientists do not have explanatory understanding, but for rather trivial reasons. After all, a scientist who makes a prediction by running a computer simulation, not a DNN, may be unable to explain why the predicted phenomenon occurs, simply because they do not know enough about the simulation. This suggests that my investigation of the simple setting is uninformative, because it would lead to negative results about understanding in other cases too.

In response, let me first stress that my simple setting assumes that the scientist knows how to train the network. In the case of computer simulations, an analogous requirement would be that scientists have the basic knowledge needed to build the computer simulation. In most cases, building a computer simulation requires substantial domain knowledge, which often includes laws or causes. DNNs, by contrast, can be trained without domain knowledge. Also, even if the scientist running a simulation does not understand it, the programmers who first developed the simulation did so using domain knowledge, which is often explanatory. Consequently, my interpretation of “providing understanding” would not have problematic consequences for computer simulations, so it does not render this paper’s research question trivial. Also, the simple setting is not meant to exhaust what we want to say about understanding with DNNs. Later in the paper, I will allow for different ways in which DNNs can be said to provide understanding.

1. Understanding phenomena with DNNs in the simple setting
2. The explanation (E)

If DNNs are to provide explanatory understanding in the sense under discussion, they first need to provide an explanation. How might this be achieved? When a DNN infers that p (or a proposition entailing p), this inference is based on the neural network’s input and assumptions made by the network. Thus, an argument leads to p from the input and the assumptions within the network. The natural way to look for an explanation is to ask whether this argument qualifies as an explanation of p. There seems to be no alternative way to associate an explanation with the DNN, so our main question is whether the DNN’s inference explains its conclusion.

As far as prediction is concerned (this point does not apply to classification), here I rely on a well-known connection between explanation and prediction: An explanation includes a belated prediction (cf. Hempel & Oppenheim, 1948, p. 138). However, it would be too simplistic to equate every prediction with an explanation. As Scriven (1962, p. 177) has rightly argued, a prediction is a description of a future event; an explanation, qua argument, is more than that. Further, to be an explanation, the argument has to satisfy an extra condition (e.g., to contain a law of nature among its premises). Still, it is reasonable to claim that an explanation would allow scientists to predict the explanandum phenomenon (or its likelihood) if the latter was not yet known. DNNs that cast predictions satisfy this condition.

But are the other conditions on explanation fulfilled? In particular, is one of the extra conditions fulfilled—for example, does the argument contain a law?

The problem is that we cannot tell whether any particular one of the extra conditions is fulfilled. Without knowing more about the DNN, we cannot tell whether its inference is based upon laws of nature, whether it specifies causes or a mechanism, or whether the inference instantiates a scheme that provides unification. Admittedly, we cannot exclude that one or the other condition is fulfilled, but we don’t know it to be fulfilled.

To show this in more detail, it is useful to reconstruct a DNN’s inference as an argument. The input provides content that yields a premise. Strictly speaking, the input consists of numbers, but we can translate it into propositions stating that certain characteristics (temperature, air pressure, color, …) have these values. Call the related proposition i.

The DNN itself can be regarded as a function *f* that maps input to output. Thus, the DNN contains (at least) the assumption that the claims encoded in the output depend on the claims encoded in the input as *f* has it. Call this proposition d (for DNN).

I therefore arrive at the following argument:

(i) What the input contains about the target system is true.

(d) The target system behaves such that the function *f*,realized by the DNN, correctly maps input information to output information about the target system.

(r) Thus, what the output contains about the target system is true.

For any concrete input, the argument can be recast as follows:

(i′) At an initial time *t0*, the characteristics X, considered in the input, take the values x in the target system.

(d′) For a later time *t*, the characteristics Y, specified in the output, depend on the values of X at *t0* as specified by the function *f*,realized by the DNN.

(r′) Thus, at *t*, the characteristics Y take the values y in the target system.

Here x and y are vectors of concrete values, respectively, of the input and output variables X and Y. (r′) is or entails p.

If the prediction is meant to be conditional, the general argument can also be reconstructed as follows:

(d)

Thus, if (i) then (r).

Neither of these arguments manifestly fulfills any of the conditions that distinguish explanations from non-explanatory arguments. (d) does not coincide with a known law of nature (or an immediate consequence of one), it does not give causes nor does it provide a straight-forward description of a mechanism. Admittedly, (d) may be decomposable into a set of assumptions, one of which is a law of nature, refers to variables that are causally relevant to the explanandum phenomenon or describes a mechanism. But unless more about the network is known, we cannot tell whether this is true. As far as the unification account is concerned, the argument from (i) to (r) does not manifestly instantiate an argument scheme that leads to unification. For this to be the case, that argument scheme would have to be instantiated in many explanations, or be similar to argument schemes that are used in many explanations. While a DNN can be used for a range of inputs, its scope is typically quite narrow. For instance, the DNNs trained by Weyn et al. (2021) predict the weather for a broad range of initial conditions—but there is no reason to assume that they can also predict other phenomena (e.g., from fluid dynamics), and it is unknown whether similar networks can predict the behavior of other systems. By contrast, a good explanation of the weather depends on the Navier-Stokes equations, which can also be used for completely different systems. Accordingly, explanations in terms of the Navier-Stokes equations are associated with argument schemes that work for completely different kinds of systems. Of course, the workings of any DNN can be cast as an argument of the form given above, where only the function *f* in premise (d) differs, but this similarity is too superficial to provide the unification achieved elsewhere in science.

At this point, it is illuminating to compare DNNs to computer simulations. The latter can also be regarded as arguments (Beisbart, 2012), but in comparison with DNNs, their underlying arguments can be cast in a more informative way. This is because scientists have invested substantial assumptions in the simulations. For instance, they assume that the air in the atmosphere obeys the Navier-Stokes equations (or a specific approximation). Accordingly, we can say that these computer simulations use the Navier-Stokes equations as premises. The Navier-Stokes equations are laws of nature, or at least immediate consequences of such laws (viz. conservation laws). They are also used in many other explanations. Accordingly, qua arguments, computer simulations contain laws of nature, or assumptions, that also figure in other explanations. Hence, an extra condition of explanation is fulfilled. No analogous point holds for DNNs, unless we succeed in describing them in a more illuminating way. The challenge is to decompose premise (d) into assumptions that describe what the DNN does such that these assumptions (or, maybe, a proper subset of them) satisfy the extra conditions on explanation. The challenge may well be met—indeed, so far, I have only proposed a minimalist reconstruction of a DNN in terms of an argument. Still, to move beyond such minimalist reconstruction, one must know more about a DNN than how to train and run it successfully. One must interpret the DNN using characteristics of the target system. This is difficult because DNNs are most often described using their nodes, the neurons, and their mutual connections. Depending on the details, we may say that the nodes of a layer achieve a convolution or max-pooling, and accordingly that the network engages in abstraction (Buckner 2019), but this is very general and doesn’t entail specific assumptions about the target system that may be explanatory.

Before I continue, a note on terminology. I say that a DNN contains an explanation if, and only if, its work (i.e., the second premise above) is properly spelled out using assumptions that fulfill an extra condition on explanation. Either at least one assumption in the reconstruction is a law, provides causal information, describes a mechanism, or the assumptions belong to an argument scheme that provides unification. If any of these conditions is fulfilled then the set of assumptions contains a crucial part of the explanans (the other part of the explanans is implicit in the input, which the first premise represents). However, for convenience, I shall say that the DNN contains the explanation. (I allow that the set of assumptions characterizing the DNN may contain a few more assumptions than are needed for the explanation, such as assumptions that project a 3D state description as a 2D image.)

Admittedly, this definition of “a DNN containing an explanation” is a little vague because the idea that the working of a DNN is properly spelled out using assumptions is itself not entirely clear. A set of assumptions about the target phenomenon unequivocally spell out the working of the DNN if they describe functional dependencies between some nodes’ activations. But we must also allow for the possibility that a set of assumptions properly describe the activity of a DNN because they represent that activity at a higher level. The general problem is that it is difficult to describe what the DNN does by referring to properties within the target system. Also, even if a DNN does not contain a full explanation in the sense described, it may contain explanatory information. For example, it may contain some assumptions about a mechanism without fully characterizing it.

But don’t researchers sometimes know that DNNs contain explanations in the sense I just described? In a recent study, Lemos et al. (2023, p. 1) have presented “an approach for using machine learning to automatically discover the governing equations and unknown properties (in this case, masses) of real physical systems from observations.” To do this, the researchers trained a network using observational data about the orbits of the planets in the solar system. They then used symbolic regression to show that the network implemented Newton’s law of gravitation. Surely, then, in this example, the network contained the explanation of those phenomena that it was able to predict (the orbits).

On closer analysis, however, this example of a DNN is rather peculiar because the scientists invested extensive knowledge about the explanation to set it up: They used a special network based upon a graph, the edges of which were known to represent forces between two bodies, and used Newton’s second and third laws as assumptions. Consequently, the network only recovered the values of the gravitational forces once given this framework of Newtonian mechanics. This is still a significant achievement, since it involves a multi-body problem with many mutual interactions. Nevertheless, the example can aptly be described as “explanation in, explanation out”: Scientists can only claim that the DNN contains the explanation because its construction was based on explanatory knowledge in the first place.

Even if a DNN contains the relevant laws in the sense defined above, only human interpretations make this the case. Lemos et al. (2023) applied a symbolic regression to check whether the DNN had learned Newton’s law of gravitation. What it showed, effectively, was only that certain variables in the network took (to an excellent approximation) the values of the Newtonian gravitational forces, in suitable units. However, this does not show that the network recognized these values as the values *of forces*. Similarly, there are algorithms that can identify causal graphs and determine the strengths of treatment effects (Buijsman, 2023), but it is only human attribution that identifies certain variables as causally relevant to others.[[2]](#footnote-2)

All in all, despite the results Lemos et al. (2023) obtained, it remains true that most DNNs provide no manifest explanation of their results. They may contain explanations, but some efforts are needed to find out whether this is the case.

Things become even worse when we recall that many explanations are expected to explain phenomena, not just data (see Bogen & Woodward, 1988, for the distinction). For instance, scientists may want to explain why a thunderstorm has occurred, and are using a DNN like the one Weyn et al. (2021) trained. What it infers is, strictly speaking, not a statement to the effect that a thunderstorm has occurred. Instead, the DNN outputs lists of numbers resembling data in which the thunderstorm manifests itself as a pattern. Not everything in the output is part of this pattern and necessary for a thunderstorm; the related pattern can be instantiated in many ways. Accordingly, the argument running from the DNN’s input and assumptions to the result contains a lot of information that is irrelevant to the explanandum phenomenon. This suggests that an important condition on explanation is violated because there is too much irrelevant information; the DNN’s inference does not work at the level at which the phenomena are described. Note, though, that this point does not apply to all DNNs and all putative explanations. First, some DNNs can infer that a thunderstorm has occurred (for instance, they may be, or contain, classifiers for which “thunderstorm” is a label). Second, sometimes scientists want to explain why a certain state has occurred, and the state description encoded in a DNN’s output may not be redundant.[[3]](#footnote-3)

The result, then, is that, at best, we cannot tell whether the DNN contains an explanation. Despite this negative result, let us look at the other conditions of explanatory understanding and see to what extent they may be fulfilled, maybe in an attenuated sense.

1. Attitude (B1), justification (J), and correctness (T)

The conditions that refer to the agent’s (here, a scientist’s) attitude (B1) and an explanation’s justification (J) can be treated together. This is because, typically, agents will have a certain attitude toward an explanation only if they have a justification for accepting it.

In the previous section, I argued that one cannot tell whether the DNN contains an explanation unless one knows quite a lot about the DNN. In my argument, I have often appealed to scientists’ lack of knowledge, but the question ultimately concerned whether the DNN contains an explanation, not whether scientists know this. In this section, I can re-use what I have said about scientists to make assertions about their mental states. If they have merely trained the network and successfully used it, they do not know whether it contains an explanation, nor do they know the explanation itself. (They may have an independent explanation of the result, but this explanation would not be provided by the network.) Accordingly, even if the DNN does contain an explanation, it is not an explanation that they can justifiably believe.

Still, let us try harder to make sense of the idea that DNNs can provide understanding. Maybe B and J can be fulfilled in an attenuated sense. There are propositions about the DNN that scientists can *accept.* They can, first, accept the premises (i) and (d) from the above argument, and that these lead to the conclusion. They can, second, also accept that this argument is the correct explanation (which is equivalent to saying that the network contains the correct explanation; call this claim ARG-EXP). As I argued above, the argument does not manifestly qualify as an explanation, but it is possible to think that the argument can be decomposed into an explanation. In some attenuated sense, then, scientists can think that the explanation is correct and therefore accept it. Things are similar in a case where I trust that Berta knows where the party is, although I don’t know where it is.

What scientists come to accept about the DNN can even have some *justification* for them. Consider first the argument associated with a DNN’s prediction, moving from (i) and (d) to (r). There can be good reasons to believe that not just premise (i), but also its crucial premise, the assumption associated with the DNN (d), is empirically adequate or true. If the DNN has a good track record of successful predictions regarding observable features of the target system, this is evidence of empirical adequacy and even that the function realized by the network correctly maps input characteristics to output characteristics. (Input and output characteristics need not only be observables.)

There is a problem, however, if some of a DNN’s results have proven incorrect, as often happens. One may then think that the minimal assumption contained in the DNN has been falsified. Accordingly, there would be reasons to take the explanation within the DNN to be incorrect. In what follows, I will abstract from this problem and assume that the DNN has not failed. One reason for this assumption is that I want to investigate how far we can get if we want to claim that DNNs provide understanding. For another thing, some of the failures may be disputed if, arguably, the input does not belong to the DNN’s intended applications. Finally, an argument forming an inductive-statistical (IS) explanation does not always produce the correct result.

Consider second the claim that the DNN contains the correct explanation (ARG-EXP). If the network is known to work with variables that scientists take to figure in the relevant laws, to be causally relevant, to describe a mechanism underlying the explanandum phenomenon, or to figure in argument schemes that achieve unification, then there are reasons to think that the DNN contains an explanation. These variables may be part of either the input or the output. For instance, in the example of weather prediction, the input variables temperature and air pressure at some earlier time are explanatorily relevant to the temperature and air pressure at a later time. We are concerned with a causal story that unfolds on a certain level of description, traced by input and output. In other examples, some part of the input may characterize one level while the target phenomenon is described at another, so this part of the input may contain variables that describe a relevant underlying mechanism.

There may also be reasons to think that the DNN works with variables that figure in laws, causal stories, or mechanisms, even if these variables are not part of the input or output. The study by Lemos et al. (2023) is a case in point. Here, and in other cases, scientists can show that certain variables, calculated by nodes in the inner layers of the network, figure in laws, trace causes, etc. Note, though, that it does not suffice if the network contains variables that are taken to be explanatory for one reason or another; the DNN must also use them to make its predictions. Otherwise, it is difficult to reconstruct the working of the DNN with an argument in which this variable figures prominently. Still, research on explainable AI employs certain methods that can detect which variables or nodes have an impact on the result, or on the quality of predictions (e.g., Meyes et al., 2019).

If there are reasons to think that a DNN contains and uses explanatory information, there can also be reasons to think that its explanation is correct. If the DNN makes correct (conditional) predictions for some range of inputs, scientists can reason that the explanatory information within the DNN must be correct. It would be a surprise if a DNN could successfully predict or classify anything by using false explanatory information.

This reasoning is an inference to the best explanation (of the DNN’s success, not of the target phenomenon). This type of inference is generally controversial, but this is not the place to discuss that. There is a more specific problem, however, because there may be an alternative explanation of a DNN’s success—for example, that the network contains a mere how-possibly explanation, not the correct how-actually explanation. (See Grüne-Yanoff (2009) for similar problems in the context of computer simulations.) Evidence would be needed that the explanation within the DNN is more than a how-possibly explanation. Since this is a well-known challenge that is not specific to DNNs, I will not elaborate on it.

In sum, the B1 and the J conditions are difficult to fulfill because DNNs do not manifestly contain explanations that scientists may accept. Still, scientists can accept the minimal assumption a DNN contains, and they can accept that the DNN contains the correct explanation. There can be reasons to accept this, in particular, if the scientists know that the DNN uses the values of variables that figure in relevant explanations. But, as before, this is a bit “explanation in, explanation out”: The DNN is known to be explanatory only if prior knowledge about the explanation is available.

Still, is it not possible to infer that a DNN contains an explanation, without drawing on prior explanatory knowledge? Suppose that a DNN makes successful predictions in an extremely broad range of cases. It then seems plausible that the DNN must trace relevant laws or causes, or an underlying mechanism. What kind of explanation the DNN gives remains open—it might be a complicated explanation at the level at which the target phenomenon is described, or an explanation in terms of an underlying mechanism. However, the thought is that the DNN could not be so successful if it were not sensitive to the correct explanation. A similar conclusion suggests itself for the unification account of explanation: If the DNN’s range of applications is extremely broad, then it does achieve unification.

I do not have a principled objection against this line of reasoning, but I think that it is inappropriate for present-day DNNs, which typically have a small range of applications. Accordingly, they may be able to make successful predictions simply by picking up on correlations, without using laws, etc.; and the unifying power is too small. It is difficult to say whether this kind of reasoning might at some point become legitimate, and I will leave this question for another opportunity.

So far, my discussion in this section has focused on the conditions B1 and J, and on whether they can be fulfilled in an attenuated sense. By answering this question, I have implicitly also addressed whether condition T may be fulfilled in an attenuated sense. This is because we can address T only via reasons that speak in favor of it, which I have discussed in relation to J. Accordingly, there is no need to say more about T; there can be reasons to think that the network contains the correct explanation.

1. Abilities on the agent’s part (B2)

I now turn to the remaining condition: the abilities. To have understanding, an agent must be able to make certain inferences. For de Regt (2017), these inferences draw consequences from a theory in a qualitative way. For Hills (2016), they concern the explanans, the explanandum phenomenon, and modifications of both.

There is an obvious problem if a scientist is supposed to make these inferences: The scientist does not have an explanation at hand that may be used as their basis. Unless the network is very well understood, at best the scientist can reason that there is an explanation, but cannot state that explanation, and therefore cannot use it to draw inferences. Furthermore, even if a scientist knows what explanation a DNN contains, they probably cannot use it to draw inferences; since DNNs contain an enormous number of parameters, the explanation is likely to be too complicated for that. In this respect, DNNs differ from good theories, which are more parsimonious with their parameters.

Still, let us look harder for a way in which scientists may draw the required inferences, if only in an attenuated sense. I can think of two possibilities.

One possibility is that a scientist gains an understanding of what the network does, and can then anticipate, in a qualitative way, how the network will react to certain inputs, or how the output changes if the input is changed. For instance, perhaps the scientist has obtained a sense for what kinds of input lead the network to predict a thunderstorm. Given the assumption that the DNN is empirically adequate, the scientist can use their understanding of the network to make inferences about the target system, as Hills requires.

There are several ways in which an agent may obtain this kind of understanding of a network. For instance, a scientist may have a model of what a certain DNN does. Kuorikoski (2011, Sec. 4.1) explores this option when discussing computer simulations. Alternatively, by running the DNN many times, the scientist may gain the ability to anticipate its qualitative results intuitively, without recourse to an explicit model. Lenhard (2019, p. 100) considers an analogous acquisition of an inferential ability for computer simulations. We may then say that the scientist has been trained to obtain the DNN’s results. Their anticipations of the DNN’s outputs may qualify as expert judgments (cf. Majszak & Jebeile, 2023, for expert judgment in climate science; see Schubbach, 2019, for a comparison with AI).

Let us grant, then, that the scientist has obtained sufficient knowledge of the DNN’s behavior to make some of the inferences that an understanding of the real-world target system requires.[[4]](#footnote-4) Would these abilities be sufficient to fulfill condition B2? This is doubtful. The problem is that the inferences are not built upon an explanation known to the scientist. Even if the DNN does contain an explanation of the processes in the target system, the scientist does not have this explanation at hand. Accordingly, it is more appropriate to say that a scientist who can make the required inferences has some degree of objectual understanding of the phenomenon that is predicted by the DNN. However, there is no reason to count it as explanatory understanding because it is not based upon an explanation. In this regard, I should note that Hills’ account requires the ability to understand the explanation itself. A scientist cannot have this ability without knowing an explanation that is implicit in a DNN.

There is another possibility to grant the scientist the required inferential abilities, viz. to allow them to use the DNN itself (Kuorikoski (2011, Sect. 4.2) makes the same point about computer simulations). By using the DNN, the scientist can “infer” what the DNN does. This seems to parallel de Regt’s account, in which a scientist uses a theory in order to discover its qualitative consequences. By using the DNN, the scientist can also make inferences about counterfactuals in which the explanans and the explanandum phenomenon are modified, as Hills requires. For instance, the scientist can run the DNN on a modified input to find out how the output changes.

Discussing this possibility is reminiscent of a point that Teller (1980) has made against Tymockzo’s (1979) claim that humans cannot survey the inferences a computer has made in a computer-aided proof. Teller argues that a human can do this with the computer’s help. Similarly, why not allow that the scientist uses the DNN to make the inferences required for understanding?

Once more, though, it is doubtful whether the ability to use the DNN to make inferences is sufficient to fulfill condition B2. First, the question of whether DNNs provide understanding is naturally taken to ask whether DNNs provide *humans* with understanding, where these humans do not rely on further help. A significant part of the literature on understanding DNNs seems to take this perspective. For instance, the claim that DNNs are opaque is typically understood to say that unaided humans cannot easily know or understand the workings of DNNs (e.g., Tymoczko, 1979). This perspective is very natural, since we care about whatever understanding we have on our own. If computers (DNNs) are used to make the required inferences, what has understanding, strictly speaking, is only the coupled system consisting of ourselves and the computer (see Clark & Chalmers, 1998, for this idea). This coupled system is another subject, not the one in which we were initially interested. A human who is trying to obtain explanatory understanding seems not to have it if they must use a computer to make inferences about the target system. Second, there is the problem we have noted before: The DNN may not contain any explanation at all. (If it does, however, we may say that the coupled system draws on it.)

In sum, scientists who use a DNN to classify or predict phenomena typically cannot make the inferences that explanatory understanding would require. The main reason is that they have no explanation at hand that they could use to make these inferences. I have explored possibilities in which scientists obtain the ability to make some of the required inferences. However, these possibilities are not promising because in each case the inferences are decoupled from the explanation.

Altogether, this section’s results are sobering. The suggestion that DNNs provide understanding in the simple setting faces the fundamental problem that we (or the working scientists) do not know whether the network contains an explanation at all. True, DNNs make inferences, and their working can be described using an argument. However, common descriptions of DNNs (e.g., as data models or as models of neuronal networks) do not entail that the argument fulfills the extra conditions which standard accounts of explanation require. Consequently, scientists working with DNNs typically do not have explanations at their disposal, and this makes it rather difficult to satisfy the JTB-like conditions for understanding. Unless more about the network is known, there simply is no formulated explanation that scientists can accept, and the issue of justification does not arise. Scientists can only accept that the explanation exists within the network; while they may, in some sense, be able to make some of the inferences which understanding requires, they cannot use the explanation to do so.

Still, this result does not imply that DNNs cannot provide understanding in the simple setting. If rather strong conditions are fulfilled, a scientist who has reproduced p using a DNN can be said to understand why p. The central conditions hold that the DNN contains an explanation of why p, and that the scientists legitimately accept this explanation and can work with it. This requires them to have some understanding of the DNN: They have to know that the network is sensitive to explanatorily relevant characteristics. In this sense, the network has to be interpretable. Further, the scientists must commit themselves to accepting the explanation and have reasons for this. The success of the DNN in prediction tasks may give the scientists some such reasons.

If a DNN does not provide a scientist with explanatory understanding, it can still go some way toward this. For instance, a scientist may have good reasons to think that the DNN contains an explanation. Maybe, they have used an interpretability method to infer some aspects of the explanation. They may further think that the explanation in the DNN is correct and have reasons for this. Finally, they may also use the DNN to evaluate counterfactuals and thus do something that can be done with explanations. This doesn’t imply full explanatory understanding but at least a mental state that is somehow reminiscent of such understanding.

My results are in rough agreement with Boge’s (2022) claims about DNNs and understanding. Boge first argues that the (w-)opacity of DNNs impairs understanding because their model variables and parameters lack content about the target system. I agree with Boge that these variables and parameters are most easily interpreted in terms of neurons, but it remains possible that they contain explanatory information about the target. Boge then suggests that DNNs might improve understanding if (I) their inputs and outputs are understood, (II) it is clear what a DNN represents, and (III) the represented content has been mapped to underlying mechanisms (in his example, the mechanism underlying the data, but I have suggested that this is not the right target). Boge’s conditions seem to be on the right track, but on closer inspection, it is not clear what (II) means (in his case study, knowledge of what a DNN represents is based only on training and does not refer to an explanation). (III) is cast in mechanistic terms and is not sufficient, even if generalized to other types of explanations: As I have argued, the DNN must also use the explanation identified within it to obtain its prediction. Finally, Boge neglects the scientist’s attitude and abilities, and is not explicit about justification.

My results are rather sobering, then, but are they true? In what follows, I discuss possible objections. Some of them are motivated by other philosophers’ more optimistic results, allowing me to engage with the recent literature and to investigate how DNNs might contribute to understanding in a more positive way.

1. Discussion

According to a first objection, DNNs do contain or provide explanations, but of a new kind—explanation sui generis. This claim may be supported by the observation that an all-encompassing philosophical theory of explanation has proven elusive. Many philosophers, such as de Regt (2017) or Mantzavinos (2016), embrace a pluralist view that allows for several irreducible kinds of explanations. Why not say, then, that DNNs introduce a new kind? By contrast, in this paper I have tried to relate DNNs to well-known types of explanations. This may have been mistaken, since the desiderata that make an explanation good are subject to change. The idea that new technologies enable new kinds of explanation is nicely captured by Epstein and Axtell (1996, p. 20):

Perhaps one day people will interpret the question, “Can you explain it?” as asking “Can you grow [simulate] it?”

In a similar way, scientists may come to accept DNNs as a source of explanations. However, I do not think that they will, or should. Introducing sui generis explanations would violate the principle of parsimony. Further, it is commonly accepted that explanation is a special kind of achievement that differs from others, like mere description. This distinctness is difficult to maintain if anything that reproduces an explanandum phenomenon qualifies as an explanation. Even if explanations do not share a common essence, they must be connected via something like family resemblances. Accordingly, explanations must involve something like laws, causes, or mechanisms, or they must provide unification. An ingredient or feature of this kind must demonstrably be implicit in a DNN if that DNN is to provide understanding. And to show this requires more work than running the DNN successfully in a range of applications.

The second objection is a variation of the first. It claims that DNNs do explain, not in a sui generis way, but qua model. After all, it is often claimed that models can explain phenomena (e.g., Frigg & Hartmann, 2020, Sect. 3.3). DNNs can be considered to be models; seen in this way, they may be able to explain, whether or not they are known to contain explanations as I defined them earlier.

However, it is doubtful that DNNs are models of a kind that can explain the phenomena within a target system. (Of course, DNNs may contain explanations, but the idea of the objection is that DNNs explain qua models, whether or not they are known to contain explanations.) Leaving aside to what extent model-based explanation is an independent form of explanation (Lawler & Sullivan, 2021), I will focus on problems specific to DNNs. As Boge (2022, pp. 45–46, 52) has clarified, DNNs can be conceptualized as models in several distinct ways. First, they can be regarded as models of a network, or as very simple models of brain tissue consisting of interconnected neurons. Second, they can be considered as models of human learning. However, either way, they are not models of their target systems (unless the target system happens to be a network or a human).

Third, DNNs can be thought of as models that represent patterns within data in an illuminating way – as models close to data models (see, e.g., Frigg & Hartmann, 2020 for this notion). However, such models do not provide explanatory understanding. One cannot explain the distribution of human heights by discovering certain patterns in the distribution or by fitting a Gaussian to it. Independently of Boge’s threefold distinction, DNNs as such are not the right kind of models to provide explanatory understanding. When models explain phenomena and provide understanding of them, this is either because they contain laws, mechanisms, and causes, or because they are accessible, perhaps even intuitive, and connected with stories (cf. Hartmann, 1999). But scientists typically do not know that a DNN fulfills one of these conditions.

A third objection draws on recent work on understanding phenomena with ML or DNNs. Some authors have argued that machine learning can lead to understanding, so this strand of the literature might seem to contradict my results. As I will show, it contains valid examples in which DNNs provide understanding in senses unlike the one I have considered so far. By articulating these senses, I can reconcile skepticism about DNNs’ power to provide understanding with case studies that show how DNNs can contribute to understanding.

Jebeile et al. (2020) consider DNNs that are used within larger climate models (Gentine et al., 2018). Roughly speaking, in their example, DNNs are used to model certain aspects of convection. They are trained with outputs of modules of computer simulations and then used in place of these modules. Jebeile et al. (2020) consider five desiderata that they take to foster understanding: intelligibility, representational accuracy, empirical accuracy, consistency with known physics, and the possibility to specify the domain of validity. They claim that DNNs (and other models) lie on “the same continuum where these various criteria of understanding come in degrees, and that therefore machine learning methods do not necessarily constitute a radical departure from standard statistical tools, as far as understanding is concerned” (p. 1877).

The results that Jebeile et al. obtain about their case studies are plausible. Although their results sound more positive about DNNs’ contribution to understanding, they are fully compatible with my claims so far. This is because, strictly speaking, Jebeile et al. study to what extent a climate model *incorporating* a DNN can provide understanding; they are interested in DNNs’ contribution to understanding as part of a larger model. Unlike this paper, they need not, and do not, analyze in detail to what extent a DNN alone contains an explanation. When it comes to the explanatory power of DNNs themselves, Jebeile et al. (2020) are in fact skeptical. In their terms, DNNs have poor representational accuracy because they are “[i]n a nutshell […] statistical techniques that try to reproduce input–output patterns” and are “not designed to capture the processes producing the output variables” (p. 1893). Jebeile et al. are more pessimistic about this criterion than I am because I allow for the possibility that DNNs contain explanations. Only a closer investigation of the network can discover whether they do. In particular, researchers must learn whether the network has become sensitive to variables that figure in explanations. Accordingly, a deeper understanding of the DNNs used is required if they are supposed to provide understanding, precisely as I have argued.

In contrast to Jebeile et al. (2020), Knüsel and Baumberger (2020) study a self-contained machine learning model. Their example is a random forest model, trained on data about forcing (roughly, changes in the net energy flux into the atmosphere) and monthly changes in the Earth’s mean surface temperature. They ran the model once with anthropogenic forcing (which is in fact due to anthropogenic greenhouse gas emission), and once without; the observed increase in temperature was reproduced only in the first case. If the model is representationally accurate, we might use Mill’s method of difference to infer that global warming is at least partially caused by anthropogenic forcing (Mill, 1843/1996, Book III, Ch. VIII). This supports the claim that the model does contain an explanation of global warming.

Knüsel and Baumberger’s ML model is not a DNN, but similar results could be produced using DNNs. Meskhidze (2023) does consider network models: In one of her examples, a network model emulates the results of cosmological computer simulations (Agarwal et al., 2012, 2014). According to Meskhidze, the emulator can account for why the distribution of matter in the Universe has certain features; running it many times can teach us which values of the input parameters (here: the cosmological parameters) yield the observed features of the Universe.

Pietsch (2021, Sec. 4.3.3) provides some background for the method of the two case studies I have just described. In his terms, DNNs (and other ML methods) perform variational induction, a method designed to uncover difference makers and, thus, causes. His argument is that DNNs instantiate traits typical of this kind of induction—for example, they consider positive and negative instances (examples where a phenomenon does or does not occur) and they eliminate irrelevant variables. Pietsch’s account suggests that a DNN trained to predict phenomena under a range of conditions has learned what causal factors are relevant to those phenomena. This, in turn, suggests that DNNs do contain causal explanations—so it is no surprise that scientists can extract causal factors from a DNN.

I agree that, in the case studies from climate science and cosmology, ML models (or DNNs, for our purposes) are used to infer information that is relevant to constructing explanations. Since the examples are best conceptualized using causal explanations, we may adopt causal jargon and say more precisely that a partial cause is identified. This is certainly a sense in which DNNs can be said to increase or provide understanding. However, this sense is different from that used in the simple setting, which focuses on one run of a DNN. In the case studies, the researchers have used or considered several runs as a basis for further inference. The fact that there is typically no understanding in the simple setting is fully compatible with the thought that researchers can use DNNs to gather information that may contribute to an explanation.

Also, the method used in the case studies is not failsafe, for two reasons. First, it presupposes that the model accurately tracks the connection between the variables describing the explanandum phenomenon and whichever variables the researchers have changed. In Meskhidze’s example, it is plausible that this condition is fulfilled; the network has been trained using outputs from computer simulations that accurately represent the underlying physics. We cannot say something like this about all kinds of DNNs, including those that merely reproduce a phenomenon, as in the simple setting.

Second, even if an input variable’s correlation with the explanandum phenomenon is correctly identified using a DNN, it does not follow that an explanatorily relevant factor (e.g., a partial cause) has been detected. This is because Mill’s method of difference only works properly if the homogeneity condition is fulfilled, i.e., if changing an input variable does not affect (other) partial causes of the explanandum phenomenon. This condition may often be fulfilled for big data, if they cover all causally relevant variables (Pietsch, 2021, p. 50). However, data input to DNN models often includes only a few variables, so researchers cannot exclude the possibility that a change in one input variable is, for example, a side effect of a change in a partial cause not covered in the model. Researchers can only infer that the homogeneity condition is fulfilled if they already know a lot about the correct explanation.

A final limitation of the method is that even if a partial cause of a phenomenon has been identified using an ML model, this is a far cry from a full explanation. For instance, in the example from climate science, after applying the method, researchers do not know any new law of nature, or any mechanism that leads from the decisive input variable (anthropogenic forcing) to an increase in temperature. This is not too much of a problem; we know that there are laws or mechanisms that connect anthropogenic forcing and the increase in temperature. Still, if we had only the ML model, we would be far from knowing the explanation. We would, at most, know one causally relevant factor.

All in all, the case studies by Knüsel and Baumberger (2020) and Meskhidze (2023), as well as Pietsch’s argument, show that DNNs can be used to infer explanatorily relevant factors and, in this sense, enhance understanding. These factors may not only relevant to specific token events, but also to types of phenomena found in a number of DNN runs. However, this method is different from the simple setting, and its successful application requires some prior knowledge about the explanation of the explanandum phenomenon; using the method does not give researchers an explanation from scratch. Interestingly, though, its successful application does not require the researchers to have any detailed knowledge about the internal workings of the DNN as such. They need only know that the DNN gets certain correlations right and that no causally relevant factors are omitted.

Another author who is optimistic about the use of ML models for understanding is Sullivan (2022). She thinks that the opacity of current DNNs is not much of an impediment when we try to use the models to understand real-world phenomena. Rather, we should worry about what she calls “link uncertainty,” which Sullivan defines as “a lack of scientiﬁc and empirical evidence supporting the link that connects the model to the target phenomenon” (p. 112). She also tries to show that some machine learning models have got quite far toward understanding. However, as Räz and Beisbart (2022) have stressed, and unlike this paper, she does not consider how-actually explanations, which are crucial for explanatory understanding. Thus, while the ML models Sullivan examines may yield more insights into the target phenomena, enhancing researchers’ objectual understanding, they do not explain the phenomena they predict. Consider, for instance, the Deep Patient Model that Sullivan uses as an example (Miotto et al., 2016). This model is quite successful at predicting diseases using personal data from electronic health records. Accordingly, it is fair to say that the input data contain factors that are either causally relevant or indicative of such partial causes. Still, unless researchers investigate the model more closely, they do not understand why a particular patient has a certain disease. To get closer to such understanding, they should at least know which aspects of the input data were decisive in producing output stating that the patient has the disease, so they should employ methods that aim at this level of interpretability. In short, they have to apply the method Pietsch and others describe.

To summarize, the recent philosophical literature shows that DNNs can be instrumental in obtaining understanding and thus, in some senses, can provide it. First, DNNs can enhance objectual understanding by informing researchers about connections in the target system. Second, they can instantiate some of the virtues that are central to explanatory understanding. Third, and more importantly, they can be used to obtain information that may then enter the construction of an explanation. Still, this is not enough to support the claim that they provide explanatory understanding in the way, for example, theories do (see Räz & Beisbart, 2022, for this distinction). In the case studies from the recent literature where explanatorily relevant information was inferred, it was crucial that several inputs were processed through the trained DNN. Together with further inferences, the skillful use of DNNs helped scientists to gain explanatorily relevant insight (for strategies to improve understanding with DNNs, see Krenn et al., 2022; Pirozelli, 2022).

1. Conclusion

Do DNNs provide scientists with understanding? While some authors deny this, others have argued that DNNs can contribute to scientific understanding. In this manuscript, I have clarified that the answer to the question depends on what is meant by “providing understanding” (or similar expressions). One issue that needs clarification is the kind of understanding under discussion. While DNNs can easily give us new insights about connections between aspects of a target system and thus add to our objectual understanding of it, this does not suffice for explanatory understanding, which is more demanding. Even if we concentrate on the explanatory understanding, as I did in this paper, our question is not entirely clear. To explain the feeling that DNNs don’t provide scientists with understanding, I have first investigated what I have called the “simple setting”: A scientist has run a trained DNN to obtain a prediction or classification, formulated as proposition p. My related question was whether, and under which conditions, this working scientist has explanatory understanding of why p is the case. I have argued that a scientist typically has no understanding of why p. In my discussion, I have also carved out what explanatory understanding in this setting requires: Scientists must know whether a DNN that predicts a phenomenon contains an explanation of it and what this explanation is. It is possible that DNNs contain explanations of various types, but often not even scientists know whether a particular DNN contains an explanation. Further, the scientists must accept the explanation and be justified in this attitude. Finally, they must be able to work with this explanation to make the inferences understanding requires. This is often an additional challenge for scientists because the explanations DNNs may contain can be very complicated.

What does this imply for the relationship between DNNs’ opacity and their use in understanding phenomena? Opacity is the central reason why we cannot tell whether a DNN contains an explanation. What is missing is knowledge of what the DNN does with the input information about the target system. Does the DNN somehow arrive at relevant laws, at a mechanism underlying p, etc.? We cannot know this without improving our higher-level descriptions of what DNNs are doing with the information about the target system. The lack of better descriptions of the work of DNN in terms of variables or processes referring to the target system is the central obstacle to understanding.

This may look like what Sullivan (2022) calls link uncertainty, viz. uncertainty about the relation between the DNN and the target system, but things are not that straightforward. There may be low link uncertainty because there is strong evidence that the model accurately tracks correlations in the target. But this low level of link uncertainty would offer no help regarding explanations. The real problem with explanatory understanding is, first, that we do not know whether the DNN arrives at anything that might qualify as an explanation of the target phenomenon. This issue is independent of link uncertainty. If the DNN does contain a possible explanation, a further question is, second, whether this is a how-actually explanation. This question being open may be considered a part of link uncertainty, but Sullivan’s definition of link uncertainty isn’t entirely clear about this.

Nor is the problem what Humphreys (2009) calls opacity. A computer simulation that is highly opaque, due to its complex computations, is often still known to contain the relevant explanatory laws. The crucial problem is the lack of informative higher-level descriptions of what the model does that describe it in terms of information about the target.

Still, what I have argued about the simple setting is not the whole truth about this paper’s question simply because this setting does not cover every desirable use of DNNs. As many examples from scientific practice show, further investigating target systems with DNNs may be instrumental in improving understanding of the target phenomena. In particular, running DNNs with several inputs can help identify explanatorily relevant factors. This accounts for those voices who have argued that DNNs can provide understanding in some sense.

All in all, networks may dig quite deep by containing explanations or explanatory information, but this is not sufficient to provide humans with explanatory understanding. We humans ourselves have to dig deeper to understand a target system, so the ball is in our court. How far DNNs can be pushed towards giving us understanding depends on what we humans do with them.
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1. For a closer discussion of the fact that many explanations target at *phenomena*, see Sect. 3.a. [↑](#footnote-ref-1)
2. As long as causality is not merely defined in terms of the networks’ structures. [↑](#footnote-ref-2)
3. The distinction between data and phenomena may be used to construct a quick argument for the claim that DNNs provide no explanatory understanding: A DNN yields data-like output, not a statement about a phenomenon, and thus not a statement about the explanandum phenomenon. Accordingly, the DNN’s inference cannot be reconstructed using an argument that explains why the explanandum phenomenon has occurred. This argument contains the valuable insight that scientists often have to make a non-trivial step to get from a DNN’s output to the explanandum phenomenon. Still, this step, or the argument just described, cannot be the main reason why DNNs do not provide explanatory understanding. And that argument is not, in fact, my main reason. My main point is that the DNN is not known to contain an explanation. The knowledge that is lacking here is different from the knowledge needed to extract the phenomenon from the DNN’s output. [↑](#footnote-ref-3)
4. In realistic examples, this knowledge about the behavior of the DNN will be quite general, thus enabling the scientist to run inferences that are crucial for explanatory understanding of *types* of phenomena in the target system. [↑](#footnote-ref-4)