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Abstract. Within the modeling literature, there is often an implicit assumption about the relationship between a given model and a scientific explanation. The goal of this article is to provide a unified framework with which to analyze the myriad relationships between a model and an explanation. Our framework distinguishes two fundamental kinds of relationships. The first is metaphysical, where the model is identified as an explanation or as a partial explanation. The second is epistemological, where the model produces understanding that is related to the explanation of interest. Our analysis reveals that the epistemological relationships are not always dependent on the metaphysical relationships, contrary to what has been assumed by many philosophers of science. Moreover, we identify several importantly different ways that scientific models instantiate these relationships. We argue that our framework provides novel insights concerning the nature of models, explanation, idealization, and understanding.

1. Introduction. 

Recently there has been an increasing interest in the use of scientific models and the activity of modeling (Batterman, 2009; Godfrey-Smith, 2006; Rice, 2012; Rice and Smart, 2011; Weisberg, 2007a, 2007b, 2013; Rohwer and Rice, 2013; Wimsatt, 2007). Within the modeling literature, there is usually an implicit relationship assumed between a given model and an explanation (e.g. see Bokulich, 2011; Craver, 2006; Rice, 2012, 2015; Sober, 2000; Strevens, 2009; Weisberg, 2007b, 2013). Although several relationships between models and explanations have been discussed elsewhere (Suppe, 1989; Cartwright, 1983; Odenbaugh 2005; Weisberg, 2007b, 2013; Wimsatt, 2007; Woodward, 2003), the numerous ways these relationships can be instantiated have never been subjected to a unified analysis. The goal of this article is to provide a taxonomy and unified framework with which to understand the myriad relationships between a model and an explanation.
We distinguish two fundamental kinds of relationships between models and explanations. The first relationship we will call the “metaphysical relationship” because the model is an explanation or a partial explanation. We will call the second relationship the “epistemological relationship” because the model is an epistemological tool used by the modeler in a way that produces scientific understanding of a phenomenon that is important to the discovery of an explanation (Knuutilla 2011; Kennedy 2012). We will argue that these two relationships can and do come apart in scientific modeling. Specifically, we will argue that a model can be epistemologically related to an explanation without being metaphysically related to an explanation. 

This result contradicts an assumption that is often made in the philosophical literature: that models are able to produce understanding of a phenomenon only when they explain that phenomenon (Khalifa, 2012, 2013; Strevens, 2009; forthcoming; Trout 2007; de Regt 2009). Unfortunately, the possibility of a model producing understanding of a phenomenon without being an explanation is often overlooked since many authors have focused primarily on the way in which explanations produce understanding. For example, Peter Achinstein claims that, “Explaining q has been defined as uttering something with the intention of rendering q understandable” (Achinstein, 1983, p. 23). Epistemologists also echo this idea: “to seek an explanation of something is to seek to understand it” (Kim, 1994, p. 54). Furthermore, Wesley Salmon writes, “understanding results from our ability to fashion scientific explanations” (Salmon, 1984, p. 259).
 
In addition, several philosophers of science have recently claimed that the only way to achieve scientific understanding of a phenomenon is by grasping a correct scientific explanation (Khalifa, 2012; Strevens, 2009, forthcoming; Trout, 2007; de Regt, 2009). For example, J. D. Trout claims that, “scientific understanding is the state produced, and only produced, by grasping a true explanation” (Trout 2007, p. 585–586). Following Trout, Michael Strevens has recently argued that, “An individual has scientific understanding of a phenomenon just in case they grasp the correct scientific explanation of that phenomenon” (Stevens 2009, p. 3; forthcoming, p. 1). Also, Henk W. de Regt claims: “understanding a phenomenon = having an adequate explanation of the phenomenon” (de Regt 2009, p. 25). While explanations are certainly a key source of understanding of a phenomenon, overemphasizing the relationship between explanation and understanding has led to a neglect of cases where models are able to produce understanding of a phenomenon without being an explanation. 
Explanations are usually thought of as answers to why questions (van Fraassen, 1980). Explanations have two parts. The explanandum is a proposition that refers to the phenomenon to be explained, while the explanans is a set of propositions that refer to whatever does the explaining. Therefore, explanations are often thought of as structured sets of propositions that represent various relations among states of affairs in the world. In this article we will assume a pluralistic “big tent” view of explanation: one that admits lots of ways to provide an explanation. For example, an explanation may be deductive (Hempel 1965), causal (Strevens, 2009; Woodward, 2003), statistical (Lange, 2013; Ariew, Rice, Rohwer, forthcoming; Walsh et al., 2002), counterfactual (Bokulich, 2011; Rice, 2015), etc. Consequently, no matter what one’s particular view of explanation is, our analysis of the relationship between models and explanations will still be informative and useful.
 
In addition, we would like to quickly note that there is a traditional debate within the explanation literature about the ontology of explanations. On many “ontic” accounts, explanations are entities in the world; e.g. objects, states of affairs, events, etc. (e.g. Salmon, 1998). According to other “epistemic” accounts, explanations are communicative acts that express or represent states of affairs or entities (e.g. van Fraassen, 1977). 

We will assume for the purposes of this article (and simplicity) that explanations are sets of propositions that represent states of affairs in the world.
 However, with minor modifications, our framework can be made compatible with the ontic view that explanations are states of affairs in the world (rather than the propositions that represent them). If one thinks explanations are sets of propositions that are communicated, then the metaphysical relationships we describe will be between a model and the propositions involved in the communicative act. Alternatively, if one thinks explanations are states of affairs in the world, then the metaphysical relationships we describe will hold between the model and the propositions that represent the states of affairs involved in the explanation. Nonetheless, the framework and relationships that follow can easily be adapted to accommodate either approach.


Like explanations, scientific models have representational content and are sometimes characterized as sets of propositions or assumptions. For example, Martin Thomson-Jones offers “an alternative account on which much talk of models— even of mathematical models—is about collections of propositions.” (2012, p. 761). Furthermore, in an earlier paper, he argues “the best philosophical account of such central scientific representations as the Bohr model of the hydrogen atom, and the nuclear model of the cell, involves thinking of such representations as propositional models (propositional, note, not sentential)” (Thomson-Jones 2006, p. 525). According to his view, a propositional model is “a set of propositions, the members of which together represent some system from the relevant domain of inquiry as having certain features, behaving in certain ways, and so on” (Thomson-Jones 1997, p. 11). 

While not every model uses propositions to represent its target phenomenon
, many think that most models can be understood as expressing a collection of propositions. Moreover, thinking of models as sets of propositions provides us with a general framework for investigating the relationships between models and explanations. Therefore, for the purposes of this article, we will assume that most (if not all) models can be characterized or reinterpreted as sets of propositions. Or, at the very least, that the representational content of a model can be thought of as a set of propositions. However, we want to emphasize that this assumption is not essential to the project. Moreover, we do not claim to be giving an account of what all scientific models are. Nonetheless, any view that grants that many models represent and explain will need something like propositions to understand how this could be so. Indeed, as Strevens notes, the standard picture is that a model that explains “picks out a set of propositions that state the facts about the world that must obtain if the model is to be explanatory and in virtue of which the model is explanatory if they do obtain” (Strevens, forthcoming, p. 8). Given this standard picture, propositions—or at least something that can bear representational content—are required for our project: analyzing how models and explanations are related. Furthermore, our project is motivated by the desire to make sense of a very common claim made by both philosophers and scientists: that models can be explanations. To make sense of this claim, models and explanations must be the same kinds of things: e.g. sets of propositions. We are well aware that many will object to the claim that all models (or explanations) are propositional, but until an alternative is on offer that allows models to be explanations, we will use this idea as a working hypothesis. Alternatively, if models and explanations are not the same kinds of things, then the common use of statements like “the model explains” or “this model is an explanation” are false, or at least highly misleading.
 This observation is interesting in its own right. However, we will argue that our framework can provide many additional insights by using the assumption that both models and explanations are sets of propositions as a working hypothesis.
Another prominent view in the literature, defended by Ronald Giere (e.g. 1988) and Michael Weisberg (e.g. 2013), claims that models are abstract objects that are not true or false, but are instead similar to their targets.
 Giere’s view is that models are “abstract entities having all and only the properties ascribed to them in the standard texts” (1988, p. 78). Weisberg’s view is slightly different. He thinks, like Giere, that models are abstract objects; however, these abstract objects have been interpreted. He states, “models are interpreted abstract structures or physical structures, that can potentially represent real-world phenomena” (2007b, p. 216). 

This widely held view might seem to be at odds with our working hypothesis that models can be characterized as sets of propositions. However, both Giere’s view and Weisberg’s view invoke something like propositions when they discus how models are applied to some phenomenon of interest. For example, while Giere (1988) claims that models are not linguistic entities (rather they are abstract entities), he notes that for the modeler to represent with the model she must make a set of theoretical hypotheses. A theoretical hypothesis is, according to Giere, “a linguistic entity, namely, a statement asserting some sort of relationship between a model and a designated real system (or class of real systems)” (1988, p. 80). Therefore, while Giere does not think models themselves are propositional, in order to use models to represent, modelers must make certain claims about how the model is similar to the target system and these claims can be true or false. Moreover, like propositions, these theoretical hypotheses are linguistic entities. Therefore, something like propositions is involved in how Giere cashes out the representational content of models that are theoretically applied. Similarly, while Weisberg argues that models are interpreted abstract or physical structures, he notes, “considered at the right level of abstraction, interpreted structures can be thought of as propositions…However, this is a relatively weak claim. All it says is that a model has the same kind of representational content as other bearers of content such as sentences and pictures.” (2013, p. 23). 

We are very sympathetic to the Giere/Weisberg view, however, the focus of this paper is on the representational uses of models to explain or produce understanding. That is, we are interested in thinking about the relationship between models that are being used for some particular purpose and the explanation the modeler is interested in. If we focus on models being applied to real-world systems, rather than abstract entities that are not being applied, then models will necessarily have representational content. Therefore, as Weisberg claims, at the right level of abstraction, the view that models are abstract entities with representational content is consistent with the idea that models used to represent can be thought of as (at least including) a set of propositions—or at least that they can be reinterpreted as sets of propositions.

Characterizing models as sets of propositions emphasizes their representational character. However, not all representations will count as scientific models. One promising way of distinguishing scientific models from mere representations is by appealing to the way they are used. For example, a painting of Steve Martin will represent Steve Martin. However, the same painting could be used as a scientific model if a scientist chooses to use its representational content (or perhaps some other features) for some scientific purpose; e.g. using the painting to model human anatomy. So one plausible way to distinguish scientific models from mere representations is that scientific models are representations that are used in particular ways.
 This rough characterization of what scientific models are provides additional motivation for our taxonomic project since understanding the different relationships between models and explanations will be essential for understanding their various uses within scientific theorizing.

In what follows, we analyze several importantly different ways the metaphysical and epistemological relationships between models and explanations can be instantiated. These different relationships are not exhaustive, nor are they exclusive; one model may instantiate multiple relationships. However, it is important to analyze them separately to elucidate their distinct features. Understanding these relationships is key to analyzing the use of models to provide explanations and the various roles models play in scientific theorizing. In addition, our investigation of these relationships provides key insights about the nature of (and relationships between) models, explanation, understanding, and idealization.

In the following section we analyze six different ways a model can be metaphysically related to an explanation. Then, in Section 3, we analyze three different ways a model can be epistemologically related to an explanation without necessarily being metaphysically related to that explanation. While these cases are only a first step towards analyzing the myriad relationships between models and explanations—i.e. completing the project will require analysis of many more cases—we will show that they are importantly distinct from one another and that our framework is an effective tool for analyzing them.
2. Metaphysical Relationships. 

The metaphysical relationships between models and explanations occur whenever propositions that constitute the model are identical to the propositions that constitute the explanation the modeler is interested in. When a model contains all the propositions sufficient to provide the explanation the modeler is interested in, we will say that the model is the explanation the modeler is searching for. When a model is constituted by some of the propositions within the explanation (but not all), we will say the model is a partial explanation. In this section, we identify four ways that a model can be an explanation and two ways that a model can be a partial explanation. Furthermore, we will argue that models that involve idealizations—even when those idealizations are essential to the model—can still be explanations and partial explanations.

2.1. Models as Explanations. 

The easiest relationship to identify between models and explanations is a simple identity relationship between all the propositions of an explanation and propositions within a model. And many have claimed that a given model just is an explanation (e.g. Bokulich, 2011; Potochnik, 2007; Rice, 2012, 2015; Sober, 1983, 2000; Weisberg, 2007a). In fact, sometimes “explanation” and “model” are used interchangeably and there are numerous accounts of how scientific models explain in the literature.
 According to our framework, a model will be an explanation only if it includes a set of propositions sufficient to explain the target explanandum. 

2.1.1. Simple Causal Models.
In the first kind of case, a model will be an explanation when it represents facts that are sufficient for explaining the phenomenon in question. For example, consider a simple causal model that explains the breaking of a window (Strevens, 2009). Suppose the explanation of the broken window is: I threw a cannonball through it. The model that represents the causal link between my throwing the cannonball and the breaking of the window is the explanation of the event. In this case, the model is fairly simple and contains the following propositions:

“(1) I threw a cannonball at the window, 

(2) It is a law that the throwing of a cannonball at a window will cause the window to break, provided that nothing interferes with the ball’s flight.
 
(3) Nothing interfered with the cannonball’s flight, thus, 

(4) The window was broken.” (Strevens, 2009, p. 72)

In this case there is an identity relationship between the propositions of the causal model and an explanation of the event. These propositions may describe causes or causal mechanisms, or they may describe other features of the system that are part of a noncausal explanation.


Furthermore, a model can be an explanation even if it contains additional propositions that are not part of the explanation. That is, only a subset of the propositions of the model need be identical to the explanation. For example, adding additional causal factors to our causal model above will still produce a model that is an explanation—although it may not be as good of an explanation for certain explananda.
 

2.1.2. Idealizations that Function as Abstractions.

Although the window-breaking causal model uses various abstractions (e.g. by ignoring other causal factors) it contains no idealizations. Generally, abstractions leave things out; they omit details or features of real-world systems, but they do not say anything that is literally false. In contrast, idealizations are known to be false assumptions—they deliberately misrepresent or distort the features of real-world systems (Thomson-Jones, 2005, p. 185). Idealizations are ubiquitous in scientific modeling. Moreover, there are many instances of what are often called “ineliminable idealizations”. An idealization is ineliminable when removing the idealizations has the effect of “destroying” or “dismantling” the model; e.g. when the idealization is essential to the model’s mathematical representation of the target phenomenon. 
At this point, one might suggest that idealized models are never explanations, since it is widely accepted that a necessary condition for explanations is that they are true (Hempel, 1965; Strevens, 2009; Woodward, 2003).
 Indeed, some philosophers have recently argued that the many cases of ineliminable idealizations cause problems for scientific realism since, “if idealizations are generally ineliminable we are rarely justified in believing our models” (Odenbaugh, 2011, p. 1187). If this is correct, it is difficult to see how idealized models could be explanations.

However, we will argue that many idealized models can be explanations—even when the idealizations are ineliminable. In order to see how this could be so, we need to understand the role of the idealizing assumptions within the model and the explanation. In support of our view, we describe three ways in which an idealized model could be an explanation. These cases require quite different (but related) strategies for explicating the identity relation between the idealized model and the explanation.

The first kind of case involves idealizations that, although they are included in the model, are not included in the explanation provided by the model. Therefore, the presence of these idealizations in the model does not interfere with the metaphysical relationship (i.e. identity) between the true propositions included in the model and the explanation of the event. 


This is similar to Strevens’ account of idealization, according to which an idealized model can be an explanation if the veridical parts of the model accurately describe the causes that make a difference (Strevens, 2009). Idealizations are then used to indicate that certain causal factors are irrelevant, but they are not required for the model to provide an explanation of the event. Strevens explains his account of idealized models in this way: 

The content of an idealized model, then, can be divided into two parts. The first part contains the difference-makers for the explanatory target...The second part is all idealization; its overt claims are false but its role is to point to parts of the actual world that do not make a difference to the explanatory target. The overlap between an idealized model and reality...is a standalone set of difference-makers for the target. (Strevens, 2009, p. 318).
In other words, the explanatory model accurately represents difference-makers and uses idealizations to indicate those causal factors that are irrelevant. In a similar way, Weisberg describes what he calls minimalist idealization as follows: “The key to explanation is a special set of explanatorily privileged causal factors. Minimalist idealization is what isolates these causes and thus plays a crucial role for explanation” (Weisberg, 2007a, p. 645).


In these cases, the model still contains all the true propositions in the explanation. However, the model also uses various idealizations to indicate what is not relevant to the explanandum, but these false propositions make no contributions to the explanation beyond the contribution that would be made by abstracting away those features. In other words, the falsehood of these idealizations does no additional work in the explanation. Indeed, a different model that simply abstracted away these irrelevant features would presumably provide the same explanation; e.g. they would both isolate the causal factors that make a difference and indicate that other causal factors are irrelevant. Therefore, these views appear to imply that idealizations and abstractions are sometimes functionally equivalent: they are used to isolate difference-makers and indicate that certain features are irrelevant. In either case the model is an explanation because the true propositions of the model are still identical to the propositions in the explanation.

 
In the modeling literature, some authors suggest that we can test whether an idealization is part of the model’s explanation by replacing it with alternative assumptions and seeing whether the explanandum is still predicted to occur. For example, Aki Lehtinen and Jaakko Kuorikoski describe something like this in their discussion of idealizations in economic models (Lehtinen and Kuorikoski, 2007; Kuorikoski et al., 2010). They say, ‘‘the assumption of self-interest is not explanatorily important in a model if it can be replaced with another behavioral assumption without changing the analytical results’’ (Lehtinen and Kuorikoski, 2007, p. 127). These authors seem to be suggesting that an idealized model can be an explanation whenever the particular content of the idealizing assumption is not essential for the model to produce the explanandum.
 

However, we want to note that there is an important difference between the kind of case discussed by Lehtinen and Kuorikoski and the kind of case described by Strevens and Weisberg. For Strevens and Weisberg, the role of the idealizations is to isolate the difference-makers and indicate which causal factors are irrelevant. Therefore, these idealizations are in some sense superfluous since, as we mentioned above, mere abstraction could achieve the modeler’s goal. This is why the idealizations appear to “play no role” in the explanation, thereby conserving the identity relationship. However, in instances where the idealization is replaced by a similar assumption, merely removing the idealizations will not result in an explanation, because although the particular content of the idealized assumption is not essential to produce the explanandum, a sufficiently similar assumption is required. Therefore, the ability to replace an idealized assumption in a model with other similar assumptions is importantly different from the ability to remove an idealized assumption from a model without destroying the explanation provided by the true parts of the model.
2.1.3. The Reinterpretation Strategy. 
What, then, of the numerous cases in which idealizations do play ineliminable roles within the model that provides an explanation? Indeed, there are many cases in which idealizations cannot be removed from the model in any principled (i.e. theory driven) way without destroying the model’s ability to explain (Batterman, 2002, 2009; Rice, 2012, 2015; Wayne, 2011). These idealizations are essential to the model in the sense that if you remove the idealizations, you lose the ability to represent the key features that are responsible for the explanandum. We will argue that many models with these so-called “ineliminable idealizations” are still capable of being explanations. To see how this is possible requires different strategies than showing that the idealizations can be removed from the model or do not “get in the way” of the veridical parts of the model. After all, in these instances the idealizations are essential aspects of the model since they are necessary for the model to represent key features of the target system and predict the explanandum. 


One way a model containing ineliminable idealizations can be an explanation is if the idealized assumption is appropriately reinterpreted as a true claim. For example, the idealizing assumption might be reinterpreted as a claim that the exact value of some parameter is not important (as long as it is above or below a certain threshold), but the assumption must be of a particular kind in order for the explanandum to occur. 


An example of this kind is discussed by Christopher Pincock (2012a). Pincock’s example is a model of water wave dispersion. The model’s target phenomenon is the eventual occurrence of regular wave patterns from irregular patterns of disturbance; e.g. a rock being dropped in calm water. The important point, for our purposes, is that this model relies on what is called the “deep water” idealization: the assumption that the ocean is infinitely deep. This idealization is essential to the mathematics of the wave dispersion model since it “allows us to represent the relationship between the phase velocity of a wave and its wavelength” (Pincock, 2012a, p. 96). The model treats all waves whose depth is more than 28% of its wavelength as a “deep water wave” by setting the depth to infinity (Kundu and Cohen, 2008, p. 230). Despite this clearly false assumption, this model may still be an explanation, but only if the deep-water idealization is reinterpreted so that the explanans contains only true propositions about the target system. This is achieved by reinterpreting the model’s assumption that “the ocean is infinitely deep” as also expressing the true proposition that “the depth is above the threshold such that its particular value does not matter”. We maintain that it is this latter true proposition that is included in the explanation of the phenomenon, but the idealization is not. Therefore, in this case, the model that is an explanation includes the following propositions: 

P1: the ocean is infinitely deep, 

P2: the depth of the ocean is above the threshold such that its particular value does not 
matter, and 

P3-Pn: the other propositions of the model. 
As a result, the model is an explanation because it contains all the (true) propositions of the explanation—even though P1 is not included in the set of propositions that constitute the explanation. 

A plausible objection to our analysis of this case might be that P2 is simply not part of the model and therefore the model is not an explanation. At this point, the key is to recognize that the propositions expressed by a model are partially determined by the modeling context and the purposes of the model builder. As Weisberg notes “models do not have a single, automatically determinable relationship to the world” (2007b, p. 218). Instead, the relationship between models and the world is partially determined by the interpretation or “construal” the modeler gives to the initial structure or assumptions of the model.
 For instance, for purposes of mathematical tractability the idealizing assumption can be interpreted as simply claiming that the ocean is of infinite depth. This interpretation is sufficient for us to perform various mathematical operations that simplify the problem. But when we attempt to provide an explanation, instead of making a blatantly false claim about the target system, we instead interpret the assumption in such a way that P2 is also expressed by that assumption. As a result of this reinterpretation, the model that explains contains both the idealization and the true propositions needed to provide the explanation we seek. Therefore, by paying attention to the purposes of the model builder, we can see how a model with an ineliminable idealization can also include true propositions sufficient to yield a genuine explanation.

2.1.4. Relaxing the Accuracy Requirements on Explanations.
So far we have been following a common assumption in the literature on explanation that in order to explain a model must provide an accurate representation of the relevant features of its target system(s)—i.e. the propositions involved in the explanation provided by the model must be true. This assumption goes back to Hempel (1965) who argued that explanations were arguments involving true laws and initial conditions (since sound arguments need true premises). A version of this truth requirement is also present in many contemporary accounts of causal explanation (Craver, 2006; Kaplan and Craver, 2011; Strevens, 2009; Woodward, 2003). According to these accounts, in order to explain a model must accurately represent the relevant causal factors (or causal mechanisms) in its target system(s). 

However, some philosophers have recently challenged the claim that this kind of accurate representation is necessary for all explanations (Batterman and Rice, 2014, Bokulich, 2011, 2012; Rice, 2015). For example, Alisa Bokulich criticizes various accounts of how idealized models explain because “the idealizations they cite do not seem to play any real role in the explanation itself…[T]he point…is to show that the idealizations do not get in the way of those true parts of the model that do the actual explanatory work” (Bokulich, 2011, p. 36). Bokulich then argues that any account of how models explain must capture instances where ineliminable idealizations make positive contributions within the explanation.

In addition, Robert Batterman and Collin Rice (2014) have recently argued that, in some cases, representation relations are wholly inadequate to characterize how a model is able to explain. The idealizations in what they call “minimal model explanations” cannot be eliminated nor reinterpreted as true claims about difference making in the ways described above. For example, Batterman and Rice claim that idealizations play an essential role in applying various mathematical techniques, such as the renormalization group (Batterman and Rice, 2014). Without going into the details, the important point for our purposes is that these kinds of ineliminable idealizations appear to be far more “embedded” or “intertwined” within the explanation provided by the model and so the reinterpretation strategy may not be an option.

Consequently, views that allow explanations to include false propositions might seem to be problematic for the framework laid out in this article. However, if it turns out that explanations can contain false propositions, then these approaches to explanation can be easily incorporated into our framework. Specifically, if one rejects (or relaxes) the accuracy (or truth) requirement for models to explain, then the metaphysical relationship we identify here can still hold. We would simply need to allow the metaphysical relationship between models and explanations to hold between two sets of propositions that may include false propositions.
 We will not defend nor reject this move here; however, we think it is worth noting that our framework is compatible with this recent approach.
2.2 Models as Partial Explanations.

Even though there are several ways a model can be an explanation, many models will fall short of providing a complete explanation of the target phenomenon. For example, models are often used to investigate a few dissociable components of a target system, but are insufficient to explain the overall behavior of the system. This relationship is still metaphysical because the model contains some of the propositions that will be part of the explanation the modeler is interested in. However, in many instances, a model will not be a complete explanation; rather, the model will only be a partial explanation. In these cases, it is only when taken together with other models or additional propositions that we get a complete explanation.


As an example, the window-breaking model above might be a partial explanation of a more specific explanandum: Why was the window broken by the cannonball that was thrown and not the bowling ball that was simultaneously thrown at the window. In this case, additional propositions representing other causal factors are required in order to provide the explanation we seek. So the above model is also a partial explanation, but is insufficient for providing a complete explanation of this more specific target explanandum.


In other cases, idealizations are used to isolate the contributions of particular factors that are only part of the explanation. For example, in many game-theoretic models in biology several idealizations are used to isolate the influence of natural selection and show how it would influence the distribution of traits in a population.
 These models can tell scientists how natural selection contributed to the evolution of a trait. However, understanding the contribution of this single factor is often insufficient to provide a complete explanation since there are several other factors that make a difference to the behavior of the model’s target system(s). For example, Angela Potochnik has recently identified what she calls the “weak use” of optimality models in which, “the [optimality] model represents the role of natural selection in bringing about the evolutionary outcome”, but that is only one important factor involved in the trait’s evolution (Potochnik, 2009, p. 187). As a result, the optimality model fails to provide a complete explanation of the observed phenotypic trait, but it does provide a partial explanation. 

In this kind of modeling, idealizations are used to isolate the contributions of one or more factors. Idealized models that provide this kind of partial explanation can then be used in tandem with other models that capture the contributions of other difference-making factors and taken together they might provide an explanation, or be used to formulate a different model that is an explanation. If a model is a partial explanation, then propositions within the model are necessary for the particular explanation the modeler seeks, but these propositions are not sufficient to provide that explanation. 

3. Epistemological Relationships. 

Models can also be epistemologically related to explanations, but the propositions of the model may be neither necessary nor sufficient for the explanation the modeler is interested in. In these cases, there is a tri-part relationship, between model, explanation and modeler (Giere 1988, 2004). So, instead of thinking about how models are (or are directly related to) an explanation, we are here thinking of how a model can be indirectly related to an explanation via the understanding it provides for the modeler. We refer to this as the “epistemological relationship” between models and explanations because these models produce the cognitive achievement of understanding of a phenomenon of interest. The propositional content of these models (and the beliefs that partially make up the understanding), however, need not be included in the explanation the modeler is searching for. This feature distinguishes the epistemological relationships from partial explanations because the propositions involved in providing a partial explanation are necessary components of the explanation of interest. The propositions that constitute the modeler’s understanding, however, are not always necessary components of the explanation of interest.

In a similar way, Bill Wimsatt’s “False Models As Means to Truer Theories” enumerates several ways false models can be heuristically useful by aiding in the formulation of theories or aiding in the construction of better models (Wimsatt, 2007). While there is some overlap, Wimsatt’s main goal is to show that “false models are often used as tools to get at the truth” (2007, p. 132). In contrast, our focus will be on ways that a model can enable the modeler to acquire scientific understanding of a phenomenon that is relevant to formulating a particular explanation. Therefore, while Wimsatt’s focus is on false models as tools to “get at the truth”, we will focus on the more specific relationship between models and the cognitive achievement of understanding of a phenomenon relevant to formulating explanations. 
Understanding is a cognitive achievement that involves grasping a set of justified true beliefs and some systematic relationships between them (Elgin, 2007; Grimm, 2006; Kvanvig, 2003; Rohwer, 2014). However, understanding is not equivalent to knowledge since, “Knowledge of many facts does not amount to understanding unless one also has a sense of how the facts fit together” (Koso, 2007). Indeed, the “grasping of relations between items of information is central to the nature of understanding” (Kvanvig 2003, p. 197).
 
Genuine scientific understanding can also be distinguished from the mere feeling of understanding—what are often referred to as “ah-ha moments” (Trout 2007). The difference between the two has to do with the facticity (e.g. Grimm 2006, 2012) or quasi-facticity (e.g. Kvanvig 2003; Mizrahi 2012) of understanding. One might feel as though they understand some phenomena, e.g. an individual who thinks they understand why a house burned down: because of faulty wiring. They have a set of justified beliefs, grasp the important relations between these beliefs, and furthermore they believe that the potential explanation (that the wiring is faulty) is the actual explanation. However, the individual is mistaken. The house burned down because of arson. So while they certainly have the feeling of understanding, they do not posses genuine understanding because the beliefs concerning the phenomenon are false, or at least the important beliefs that are supposed to partially constitute this individual’s understanding are not true. Hence the individual experiences the feeling of understanding, but fails to actually achieve genuine understanding.
Therefore, in what follows, we will use a widely accepted definition of understanding: understanding is a set of justified true beliefs whose important relations are grasped by the individual who understands. As a result, when models instantiate the epistemological relationship they will produce this kind of cognitive achievement in a way that is relevant to formulating scientific explanations. 
3.1 Models as Aids to Discovering Explanations. 
Sometimes models help the modeler identify the kind of explanation they are searching for.
 In these cases, the model is not necessarily an explanation nor a partial explanation, but it is a tool used by the modeler to identify what the explanation might look like and thereby gain understanding of some puzzling phenomenon.


A nice example of this is the use of the Prisoner’s Dilemma game to represent the problem of biological altruism (Axelrod and Hamilton, 1981, Sober and Wilson, 1999). Biological altruism is behavior that benefits others at a cost to the actor. Given orthodox evolutionary theory, it is surprising that it could ever evolve, since sacrificing one’s own fitness for the benefit of others would surely be eliminated by natural selection. The Prisoner’s Dilemma nicely represents this conundrum, since the payoffs can be interpreted as measures of fitness. In the game defection dominates cooperation—where cooperation is thought of as the altruistic strategy (Axelrod and Hamilton, 1981). That is, no matter what the other player does, it is always best to defect. 

Although the model does represent the important features of the behavior and why it is puzzling given orthodox evolutionary theory, the model itself is not an explanation nor is it a partial explanation. It can, however, be used to discover the kind of explanation. When one calculates the fitness of groups, it turns out that groups of altruists and mixed groups both have higher payoffs than groups of only selfish individuals (Sober and Wilson, 1999). Therefore, using the model, we can see how altruism could have evolved—via group selection. So while the model is not an explanation, it is a tool that points to a plausible potential explanation that might be correct. Moreover, it produces justified true beliefs about how altruism is nicely explained by group selection. Hence, it points the modeler to the right kind of explanation. Therefore, the model provides some understanding of the phenomenon without necessarily being an actual explanation or partial explanation of that phenomenon.
3.2. Models and Background Beliefs. 
There is another way for models to be epistemologically related to an explanation via the modeler. Sometimes models will be epistemologically related to explanations by justifying some important background beliefs for the modeler that may be an important step in formulating an explanation. This is similar to an idea raised by Wimsatt when he claims “A known incorrect but otherwise suggestive model may undercut the too ready acceptance of a preferred hypothesis by suggesting new alternative lines for the explanation of the phenomena” (Wimsatt, 2007, p. 104). Unfortunately, while Wimsatt’s comment is suggestive, he does not provide an example or any further analysis of this kind of case in that chapter. One way a model can justify an important background belief is by investigating whether a particular kind of hypothesis is a possible candidate for explaining some phenomenon.

As an example, the Hawk-Dove game shows that individual selection is capable of explaining the observation of restraint in combat (Maynard Smith 1982; Maynard Smith and Price 1973; Rohwer and Rice, 2013). The model shows how this behavior could have possibly evolved by individual selection alone. But this doesn’t mean that the behavior actually evolved in the way described by the model. Indeed, given the number of idealizations involved in the Hawk-Dove model—e.g., random paring of players, asexual reproduction, symmetric contests, and infinite population size—it is most likely neither an explanation nor a partial explanation. Still, the model justifies important background information for the modeler en route to the actual explanation. As John Maynard Smith and George Price explain, “A main reason for using computer simulation was to test whether it is possible even in theory for individual selection to account for ‘limited war’ behavior” (1973, p. 15). In other words, the goal of the model was to investigate whether individual selection was a possible explanation for the kinds of limited war behaviors we observe.
Similar cases can be found in the philosophy of economics literature. For example, Till Grüne-Yanoff (2009) argues, “Economic models...also elicit new beliefs (about something being possible)” (Grüne-Yanoff, 2009, p. 94). In particular they “may lead to a change in our confidence in necessity or impossibility hypotheses” (Grüne-Yanoff, 2009, p. 97). As an example of this kind of learning from economic models, he cites Shelling’s (1978) checkerboard model. 

In Schelling’s model, the set of nine adjacent squares on a checkerboard is used to represent an individual’s “neighborhood”. Dimes and nickels represent two types of individuals, A and B. The model assumes that individuals prefer to have neighbors that are at least 30% of the same type. The “agents” then take turns determining if they have at least three neighbors of the same type. If so, the agent remains in the same location; if not, the agent moves to the nearest unoccupied location. The model is run until all agents are satisfied with their location. Schelling’s results showed that given a small group of dissatisfied individuals, across a wide range of changes to the dynamics of the model, segregation is the equilibrium state. In other words, Schelling’s model showed how minor preferences for like neighbors make it extremely hard to avoid segregation.


Grüne-Yanoff argues that Schelling’s checkerboard model allows us to learn something important about our background beliefs since: 

Before the models’ publication, it seems, many people believed that segregation was necessarily a consequence of explicitly racist preferences. Schelling’s model showed that there were plausible settings in which this was not so (Grüne-Yanoff 2009, p. 96).
Indeed, Shelling’s model showed how minor preferences for like neighbors could possibly lead to segregation, making it extremely hard to avoid even if there are no explicit collective preferences for segregation. The important point to notice is that Schelling’s model, like the Hawk-Dove game, produces understanding of the phenomenon of interest even though the model describes a process that is not instantiated in any real-world system. Therefore, these kinds of models are epistemologically related to an explanation but are not necessarily metaphysically related to the explanation sought after by the modeler—i.e. they are not necessarily partial explanations nor complete explanations. Indeed, the utility of models is often due to their ability to produce understanding of the real world in virtue of drastically distorting or misrepresenting it. In these instances, a model can enable scientists to acquire (or justify) a particular background belief that is necessary for the process of formulating an explanation, even if the model fails to be an explanation or a partial explanation.
 
3.3 Models and Frameworks for Research. 

A third way a model can be epistemologically related to an explanation is by providing a general framework for the modeler to investigate the phenomenon of interest. Here the model enables the modeler to view the phenomenon of interest from a novel perspective that might suggest new questions of interest, possible explanations, or lines of empirical investigation. These new ways of looking at the phenomenon can produce understanding of the phenomenon of interest, without necessarily providing the explanation the modeler is searching for.
In some instances, a model will structure a research program within a particular discipline. A nice example is Bill Hamilton’s model of the selfish-herd hypothesis (Hamilton, 1971). As Pincock notes, “the hypothesis has led to countless models, subsequent refinements and widespread acceptance” (Pincock, 2012b, p. 482). Hamilton wanted to investigate “gregarious behavior”: the common tendency of animals to group together closely. Hamilton’s suggestion was that this behavior had been selected for to avoid predators. In order to investigate his proposal, Hamilton constructed two highly idealized mathematical models. These models involve dots representing animals moving on planes. Moreover, these models required the idealizations that the plane is infinitely large, there are infinitely many dots randomly distributed with some density, and only one dot can move at a time (Pincock, 2012b, p. 484). Hamilton’s model demonstrates that the optimal strategy for minimizing an animal’s so-called “domain of danger” is to move in between the closest spaced neighbors that one can reach. Consequently, as each animal implements this strategy, several “herds” of animals will result after only a few rounds of movement.
Hamilton’s primary goal was to “present an antithesis to the view that gregarious behavior is evolved through benefits to the population or species” (Hamilton, 1971, p. 295). In doing so, Hamilton’s model gives us evidence for the belief that group selection is not essential to the evolution of gregarious behavior by natural selection. Therefore, like the Hawk-Dove game discussed above, Hamilton’s model does give us some justification for an important background belief. In addition, the basic assumptions (and idealizations) of Hamilton’s model provide the basis for a larger research program involving numerous additional models. Indeed, as Pincock notes, “What distinguishes Hamilton’s paper from many, many others is that its basic approach was taken up and further developed by later biologists” (Pincock, 2012b, p. 486). 
At this point, a reasonable question is: what unifies a set of models within the same research program? One plausible answer, offered by Pincock, is that the later models incorporate the assumptions, idealizations, and insights provided by Hamilton’s original model. For example, they all maintain the basic assumption that a domain of danger indicates (or correlates with) predation risk and this idealization is “indispensable to this research program” (Pincock, 2012b, p. 493).
 In this way, a model can provide a framework for a fruitful research program that can produce understanding of a phenomenon even if the model is not itself an explanation nor a partial explanation.
This kind of framework modeling is also seen when models specifically constructed for one discipline are borrowed and applied to problems in a new discipline—a process sometimes referred to as “analogical modeling” (Rice and Smart, 2011). For example, recently modelers who practice “evolutionary economics” have applied models developed for the study of biological evolution to the study of economic systems. Here models used to investigate biological phenomena are transferred into the study of firms and are used to try to make sense of the success of some routines and failure of others. For instance, in their book An Evolutionary Theory of Economic Change, Richard Nelson and Sidney Winter suggested that there are economic analogues of biological concepts within economic systems:

The comparative fitness of genotypes (profitability of routines) determines which genotypes (routines) will tend to become predominant over time. However the fitness (profitability) clearly depends on the characteristics of the environment (market prices) confronting the species (collections of firms with similar routines). The environment (price vector) in turn depends, however, on the genotypes (routines) of all the individual organisms (firms) existing at a time. (Nelson and Winter, 1982, p. 160)

This highly general model then provides a new framework for modeling phenomena within economic systems. For example, Koen Frenken uses this framework to construct a fitness landscape of the evolution of complex technological systems (Frenken, 2006). By constructing models of economic evolution through the lens of this modeling framework economists hope to discover new questions to explore as well as potential explanations for various economic phenomena.
 

Consequently, models can provide the basis for research programs within particular domains, or across scientific disciplines (e.g. economics and biology). These modeling frameworks might eventually yield several models that are explanations, but what we wish to highlight is that this kind of framework modeling has the potential to produce understanding of the phenomenon of interest that may later be essential to providing an explanation of the phenomenon even if the original model is not itself an explanation nor a partial explanation.
3.4 The Epistemological Relationships are Sometimes Independent of the Metaphysical Relationships. 
The cases presented in this section show that it is possible for a model to produce understanding of the phenomenon of interest even if it fails to be an explanation or a partial explanation of the phenomenon of interest. Hence a model’s ability to produce understanding of the phenomenon of interest does not always require a metaphysical relationship (e.g. identity) between the model and the explanation(s) the modeler is interested in. This insight points to a mistake that is often made in the modeling literature: the idea that the epistemological relationships between models and explanations are dependent on the metaphysical relationships. The cases presented here have shown that this is not always the case. Specifically, we have analyzed three different ways that scientific models can produce the cognitive achievement of understanding of the phenomenon of interest without being an explanation or a partial explanation of that phenomenon.


Consequently, our analysis is in direct contrast to recent views from Trout, de Regt, and Strevens that claim, “An individual has scientific understanding of a phenomenon just in case they grasp the correct scientific explanation of that phenomenon” (Strevens, 2009, p. 3). In other words, our analysis shows that the epistemological relationships can be independent of the model’s metaphysical relationships with respect to the explanation of interest. Therefore, contrary to several recent accounts in the literature, it is a mistake to assume that models are able to produce understanding of a phenomenon only when they are metaphysically related to an explanation of that phenomenon. While the metaphysical relationships will typically (if not always) entail that the model is epistemologically related to the explanation by providing understanding of the phenomenon of interest, models can provide understanding of the phenomenon of interest without being metaphysically related to the explanation the modeler is interested in.
4. Conclusion.

The diverse range of cases presented here illustrates the need for philosophers of science to continue to analyze the various relationships between models and explanations. This article provides an essential first step by providing a framework based on distinguishing metaphysical and epistemological relationships. We think the above discussion demonstrates the usefulness of this framework for analyzing the various ways models and explanations are related. Elucidating these relationships is key to analyzing the use of models to provide explanations and the various roles models play in scientific theorizing. 

As we mentioned in the introduction, the taxonomy presented here is certainly not exhaustive, nor are the different relationships necessarily exclusive. Indeed, a single model could instantiate more than one of these relationships at a time. However, we have shown that the epistemological relationships can come apart from the metaphysical relationships; i.e. the epistemological relationships are not always dependent on the metaphysical relationships. The above analysis also illustrates the potential fruits of continuing to analyze the myriad ways these different relationships can be instantiated—e.g. the cases examined here provide some key insights into the nature of (and relationships between) scientific explanation, models, understanding and idealization. Consequently, continuing to investigate the details of these relationships and the interactions between them will allow us to better understand the practice of model-based science.
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� This is not to suggest that Salmon and others who hold an ontic view of explanation are claiming that explanation always produces understanding—only that scientific understanding is typically produced by grasping scientific explanations. 


� If one rejects a “big tent” view of explanation, and believes, for example, that only by citing causes can one explain, then our framework will simply be restricted to models that include causal information. 


� We understand that this assumption is contentious, but below we discus how our analysis can be reworked for any individual who holds the ontic view of explanation.


� In addition, an important difference between these two views of explanation is that the epistemic view often ties explanation with the production of understanding in an audience, where as the ontic view suggests that explanations will sometimes provide little in the way of understanding. However, both approaches agree that the discovery of explanations typically produce understanding—though perhaps not in every particular case. In this paper we will adopt the view that explanations typically produce understanding.


� For example physical models like a model car or boat.


� For example, this would seem to follow if one adopts the Giere/Weisberg view that models are mere abstract objects and not propositions. However, there would still remain the question of how models are able to provide explanations or pick out the propositions that provide explanations.


� We would like to thank an anonymous reviewer for suggesting that we discus the Giere/Weisberg view. 


� In addition, if one maintains that models are and only are abstarct entities, then models cannot be expliantions, since they are not propositional. However, one could easily modify the framework that follows, by focusing on the propositions invoked when applying models to real-world systems that can provide expliantions. For the sake of simplicity, we will not disscus this suttle distinction further here. 


� While this rough characterization will allow just about anything to be a model—e.g. clouds, sticks in the dirt, salt and pepper shakers—many other characterizations of models are just as permissve. For example, if a model just is something that instantiates a relationship of similarity that emphisizes certain features (Weisberg 2013), then this would allow all the above examples to be models given the appropriate context. We think it would be rather presumptuous for philosophers to dictate what can count as a scientific model.


� For instance, when defining adaptationism, Elliott Sober claims that phenotypic traits of populations “can be explained by a model in which selection is described and nonselective processes are ignored” (Sober, 2000, p. 124).


� Law is here being used in a very liberal sense, one that entails a causal relationship between the cannonball and the breaking of the window.


� Indeed, the fact that this example involves deduction from causal laws should not be taken to imply that we think deduction or causation is essential to how models provide explanations.


� Some accounts of explanation may prohibit the inclusion of superfluous propositions in an explanation. We think this requirment is too strong. Instead, we maintain that superfluous propositions can make an explanation worse than one that includes only necessary propositions—but both are able to successfully explain the event.


� This is similar to what Nancy Cartwright claims in her seminal book How the Laws of Physics Lie—if the laws are never true, then they cannot provide genuine scientific explanations (Cartwright, 1983). Similarly if models are ubiquitously idealized, perhaps they are never explanations.


� The method of replacing idealizations with other assumptions comes from the literature discussing “robustness analysis” (Levins, 1966; Weisberg, 2006). In this literature, however, the replacement is not always tied to the model’s explanatory power as it is in Lehtinen and Kuorikoski’s account.


� Weisberg would actually disagree with the claim that a model is partially constituted or determined by the construal. However, the subtle differences between his view and ours will have to explicated elsewhere.


� Another option would be to maintain the truth requirement on explanations, but claim that these models are able to explain because they express the propositions needed to explain the phenomenon of interests—they just do so without accurately representing the model’s target system(s). For example, the model might provide the required information about which features matter and which features are irrelevant even if it does not accurately represent any dynamical process that produced the explanandum (Bokulich, 2011; Rice, 2015). In this way, the model could still express the propositions required to explain the phenomenon and so could still be identified as an explanation.


� As another example, Mäki (1992) discusses how idealizations in economics can be used to isolate the operation of some causal factor. The accurate representation of this isolated factor would, on our account, constitute a partial explanation.





� However, there is a debate in the epistemological literature about whether understanding implies (or is a species of) knowledge. A discussion of that debate, however, is beyond the scope of this paper.


� This is similar to Peter Railton’s (1981) notion of “explanatory information”, which provides information that reduces uncertainty about some part of the ideal explanatory text. 


� Still, such models may turn out to be a partial explanation or an explanation, but, within the context of discovery, the model is epistemologically related to the explanation in that it provides important background beliefs.


� Pincock refers to these as “anchors” of the research program. We will refrain from making any strong claims about the necessity of anchors for demarcating research programs. However, Pincock’s notion of an anchor certainly seems to be one sufficient way of doing so in many cases of model-based science.


� Another excellent example is the widespread and successful use of the Price equation in numerous disciplines (Price, 1970).
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