**Do DNNs explain the visual system?**

**Guidelines for a better debate about explanation**

**Abstract:** Deep neural networks (DNNs) achieve impressive results in computer vision, translation, and text generation. They are now offered as predictively powerful *models* of neural systems like the ventral visual system. This raises a question that has sparked a debate in the cognitive sciences: if these models predict the neural activity of a system, do they explain how this system works? To help researchers tackle this question, we propose five guidelines: (1) define ‘explanation,’ (2) specify what about the system the model explains, (3) specify what about the model does the explaining, (4) specify how much explanatory information the model contains, and (5) clarify how much information must be intelligible, and to whom,to explain. We argue that most disagreement about whether DNNs explain divides along these guidelines. We unpack and explicate these guidelines, highlighting why we must consider them whenever we ask whether a model explains something.
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# Introduction

Deep neural networks (DNNs) – networks that comprise artificial neurons, arranged in an architecture including multiple hidden layers, whose weighted connections result from training on datasets according to a learning rule – have achieved impressive results in fields like computer vision, translation, and text generation. They are also increasingly offered as *models* of biological systems. For example, the hierarchical structure of DNNs putatively reflects the ventral visual system (VVS), with layers of image processing corresponding to regions in the visual stream. Some modeling successes include the ability to recapitulate receptive field properties of visual neurons in DNN layers, and, strikingly, to *predict* novel visual neuron behaviors. Bashivan, Kar, & DiCarlo (2019), for instance, show that, from a DNN, one can predict neural responses to untrained stimuli much better than traditional models in visual psychophysics.

We can grant that these models successfully predict neural data, but do these models *explain* how this system works? Explanation and prediction are distinct scientific projects, even if they are often pursued in tandem, and even if explanatory models also can be used to make predictions. If we want to tackle this question, we must take a step back and address *what we think scientific explanation is*. This highlights that the debate falls into the domain of philosophy as much as it is in the domains of neuroscience and artificial intelligence.

This topic is our focus in this piece. Unlike previous work, such as an article (Cichy & Kaiser, 2019) that considered the value of DNN models and urged researchers to distinguish between their explanatory, predictive, and exploratory values, we address the question: supposing that these models are predictively successful, how do we determine whether they explain how something like the visual system works? In addressing this question, we reveal the complications hidden within debates over answers to it.

For example, some scientists and philosophers claim that some DNN models explain the workings of the VVS. One part of this claim is that at least some of the structures and organization of the model accurately represent the system itself. Those who think DNNs explain can admit that they are not *complete* explanations. They can allow that we do not have to understand every detail of a model. Rather, they posit that we should understand these DNN-based models of the visual system as “runnable abstractions” (Cao & Yamins, 2024), as “minimal models” (Sullivan, 2022), as instances of “compressibility” (Richards et al., 2019), or in terms of a “high-level code” (Lillicrap & Kording, 2019) that underlies its workings. Scholars in this camp can also claim that the DNN models are *intelligible* (Celeghin et al., 2023; Saxe, Nelli, & Summerfield, 2021), even if we do not understand them in their entirety.

On the other hand, some scholars argue that these DNN models do not explain how the visual system works. Rather, they provide purely *predictive* knowledge about, for example, which category judgments it will produce or how neurons within it will respond to stimuli (Yarkoni & Westfall, 2017). This perspective is often conjoined with the notion that DNNs are *unintelligible*: we do not know how they do what they do, except that their behavior somehow emerges through the interaction of their components. Consequently, we are limited when mapping the models’ structure to the brain (Zhou & Danks, 2020), or worse, we try to explain something we do not understand in terms of something else that we do not understand. Yet, intelligibility might not exhaust the value of DNN models, as some scholars hold that these models provide information that does not involve them being intelligible, such as which parameter choices relate to network performance (Chirimuuta, 2024; Yarkoni & Westfall, 2017).

Further, some individuals (present company included) want the best of both worlds. For instance, Hasson, Nastase and Goldstein judge that earlier modeling paradigms often involve sacrificing explanation for interpretability. For DNNs, they agree that the individual parameters of trained networks are often uninterpretable (i.e., they are a “black box”) but claim that they still provide understanding of how the brain works (2020). That is because DNNs and the brain are in the same “family” of computations. They are learning systems that train from extensive sampling over a wide distribution, implicitly learning functions that describe the data. Hence, we can understand their commonalities even though their implementations differ. Likewise, Kriegeskorte says, “We must … strive to understand … how exactly the network transforms representations across the multiple stages of a deep hierarchy” but also that “we should be prepared to deal with mechanisms that elude a concise mathematical description and an intuitive understanding” (2015, 438). This example shows that there is disagreement and ambivalence over the explanatory value of DNNs.

Our aim is not to *resolve* these issues in this piece. Instead, it is to clarify what is at stake, to localize genuine points of disagreement, and to help the community avoid chasing red herrings. We think that the flat question “Do DNNs explain the ventral visual system?” is ill-posed, and that philosophy of science can help us to ask better questions and avoid confusions. We offer five guidelines for thinking about the explanatory status of DNN models. These guidelines are important for us to keep in mind whenever we want to assess whether a model explains something*.*

# Guideline 1: Define ‘explanation.’

When we ask whether DNNs explain, we first must have some idea of what explanation is. Correspondingly, we must have some idea of when a model explains. Different accounts of the nature of explanation are available, and disagreements about whether models explain may turn on deciding what explanation is.

Many, though not necessarily all, explanations in neuroscience are causal-mechanistic. They reveal the *causal structure* of the system (Salmon, 1984; Craver, 2007). They show how things come about, how things work, or how things fit into the working of a higher-level system. For example, an explanation of the action potential describes occurrences in the neuron: the flow of current through ion channels in the plasma membrane. This activity contributes to the behavior of the cell populations in which the given cell operates.

Some scholars argue that explanations do not *have* to detail causal structure but can describe topological or dynamic constraints to which a system is subject (Lange, 2016; Ross, 2023). Alternatively, some scholars argue that explanations enable us to situate what we want to explain in a universality class (Chirimuuta 2014; Batterman & Rice 2014). These are different, though not necessarily mutually exclusive, positions on what it takes for a model to explain.

We also can ask what *cognitive* requirements explanations must satisfy. For some scholars, explanation is tied to understanding: a so-called “toy model” that gives us insight into the organizing principles of a causal structure thereby explains it, even if the model is inaccurate (Beer et al., 2024). Other scholars argue that understanding is dissociable from explaining. On this view, a model can be explanatory even if this model is only minimally understood (Craver & Kaplan, 2020).

Disagreements about whether DNN models explain may turn on disagreements about what one requires of explanations more generally. If one requires a highly accurate description of the causal structure of the visual system for explanation, one might take the lack of detailed match between DNNs and visual system structure to show that DNNs are not explanatory (Bowers et al., 2022). However, if one requires only a minimal degree of accuracy, so long as the model increases our understanding, one is more likely to view the models as explanatory (Bechtel 2016). We might, for instance, think that an explanation can give us insight into the image recognition mechanism without revealing much of the causal structure, and we might conclude that DNN models do explain the ventral visual system (Cao & Yamins, 2024). Differing positions about whether DNNs explain thus might amount to differing positions on the roles of accuracy, causal detail, and understanding when we assess whether a model explains something.

**Lesson:** Asking whether DNNs explain requires clarifying *what one takes an explanation to be*. This requires clarifying both what features of the system must be captured in a model and what kind of cognitive requirement (if any) explanation must satisfy.

# Guideline 2: Specify what you are trying to explain.

Explaining requires specifying *what phenomenon* one wants to explain. If a scientist wants to explain the visual system, we should probe what about the system they aim to explain. Is it phototransduction? Neuronal response profiles? Object recognition? Color vision? These call for different explanations, focusing on different features of the system. A DNN model might explain one of these phenomena without addressing the others.

Two scientists with different explanatory questions in mind might disagree about whether a DNN model explains, even if they are both right for their own question. So we should ask not “Do DNNs explain?” but rather “What (if anything) does *this* DNN tell us that is relevant to *this phenomenon*?” Although scientists sometimes speak in general terms about *the* explanation for vision, for example, this is shorthand for myriad explanations of different features of vision.

Complicating matters, scientists’ ideas about phenomena are not *static*. They often revise, refine, or reject them as they learn more about the system (Colaço, 2020), changing the explanatory questions they ask. If the question changes, different models, or changes to existing models, are often necessary. We see this in the DNN literature. DNNs are used to model instances of perceptual learning (Wenliang & Seitz, 2018), to account for the intrinsic memorability of images (Needell & Bainbridge, 2022), and to account for perceived object similarity as opposed to just object classification (Devereux, Clarke, & Tyler, 2018; Jozwik et al. 2023). The first two cases involve distinct architectural and training regime assumptions for existing DNN models. The similarity case, by contrast, involves both making specific modeling assumptions about the DNN *and* combining it with non-DNN “visuo-semantic” models. In terms of neural data, accounting for neural dynamics in addition to response properties requires modeling recurrent connections that other DNNs leave out (Kietzmann et al., 2019). These examples show that the phenomena researchers aim to explain can be both different and changing.

A substantive objection to a particular DNN model would be a criticism of its ability to answer the explanatory question for which it was intended. Some claim, for instance, that DNNs do not actually capture categorization behavior (Rajalingham et al., 2018), and the famous case of texture bias putatively shows that DNNs do not explain the way *humans* categorize (Bowers et al., 2022). These are objections about specific models and specific explanatory questions. They are not objections about the status of DNNs as explanatory models more generally.

**Lesson:** Before we ask whether DNNs explain, we should be clear about what we want to explain and whether we agree on the explanatory question that we want to answer. While there is a range of data that DNNs allegedly *fail* to capture (Bowers et al., 2022; Yuille & Liu, 2020), this alone does not disqualify DNNs as explanations more generally.

# Guideline 3: Consider how modeling and explanation relate.

Suppose we agree on what explanation is and what we want to explain. Now, we must turn to scientific *models*, which are representations. They are *abstractions*: they describe some features of the system and leave out others. They are also *idealizations*: they include features and assumptions that are false or that have no corresponding referent in the system.

By consequence, one must clarify *which* properties of the model one attributes to the system. If a model of edge-detection works by computing a difference of Gaussians, for instance, it is an extra step to say that cells in the lateral geniculate nucleus also detect edges by computing this difference. Moreover, one must choose the degree of abstractionof one’s attributions from the model to the world. One can posit that LGN cells compute a difference of Gaussians without positing that they precisely recapitulate the shape of the function in the model. The fit between a model and the world is always imperfect. The modeler uses abstract or idealized representations to make certain aspects of the system salient.

The commitments of the model might not be explicit. Consider commitments about a model’s architecture. No one contends that the number of units in a hierarchical layer in their model is the *same* as the number of neurons in the relevant part of the visual system that they aim to model. “Number of units” is not something attributed to the world from the model. Other times, these commitments are explicit, such as when a modeler says that hierarchical DNN levels *do* correspond to areas along the primate ventral visual stream. Sometimes, modelers attribute some features of a model to the system while not attributing others. For instance, the *hierarchical* structure of a model might be attributed to the system, without the *purely feed-forward* connectivity or the learning rule being attributed along with it (Celeghin et al., 2023). Similarly, one might attribute informational transforms between layers in a network to the system but *not* attribute to it the network’s training regime, which may well be biologically implausible.

A substantive objection to make to a particular DNN model would be that it does not accurately capture the features that a modeler attributes to the system. For instance, Sexton & Love (2022) mapped physiological activity in given brain areas to model activation in a DNN, thereby investigating how this activity affected categorization performance. They showed that physiological activity from even earlier areas recapitulated model performance only when mapped to activity in a high layer of the network. This is an objection to claims that the response profile of successive DNN layers should be attributed to the visual system.

**Lesson:** *All* models are abstract and idealized, so it is not an inherent problem that a DNN model is abstract and idealized. What matters is whether the model is accurate with regard to the features that are attributed to the system.

# Guideline 4: Recognize that models are partial.

Suppose we accept that a DNN model explains a phenomenon of interest. This does not mean that we must accept that this one model completely answers one explanatory question, let alone all of them. Models are inherently *partial*, meaning that *single models rarely provide complete explanations* (Hochstein 2017). For example, endeavors to explain the action potential likely will include models of ion-channel structure, models based on the Nernst and Goldman equations for membrane potential and conductance, oscillator models that map changes in membrane permeability to changes in potential over time, pathway descriptions of second-messenger cascades that modify channel permeability, and others. Likewise, whether discussing DNNs or any other model in neuroscience, one model need not be intrinsically better than another. Rather, they may pick out different things about what we want to explain, which we might combine when producing an explanation (Hochstein 2016). Each model contributes to, but none fully constitutes, the explanation.

The answer to the question “does this model explain X” is typically not all-or-nothing. We are better off asking *what* or *how much* explanatory information a model conveys. A tendency to eat ultra-processed foods, for example, might provide explanatory information without fully explaining one’s body weight. DNNs are no different. A model might capture a learning process without accurately describing neural data. By contrast, a model might capture the sequential organization of processing stages but not represent the processing at each stage. Each conveys explanatory information, but none are complete explanations. An aspect of a DNN model, such as its hierarchical structure, might convey explanatory information, while other components, such as the learning algorithm, might not. Similarly, a training regime might partially account for how visual learning works, but a fuller account might incorporate continuous learning (Saxe, Nelli & Summerfield, 2021) or inductive biases (Richards et al., 2019).

**Lesson:** One should think of a model as an *explanatory resource*. Rather than asking whether a model explains full stop, we should ask how much explanatory information this model conveys about the phenomenon of interest.

# Guideline 5: Recognize that intelligibility is neither fixed nor all-or-nothing.

Even if we agree about explanation so far, a common complaint is that DNN models are not explanations because they are difficult for us to understand. In other words, the complaint is that these models have low *intelligibility* to us. This complaint seems to presuppose that explanation has something to do with understanding, which *Guideline 1* shows is itself controversial. Even if we take for granted this connection between explanation and understanding, though, we must be clear about exactly *what* must be intelligible.

Intelligibility can apply to either a model or the mapping relationship from the model to what it putatively represents (Sullivan, 2022). Both concerns are relevant for DNN models of the visual system. On one hand, we might doubt that DNNs can explain the visual system because their own functional organization is difficult to understand. On the other hand, it is also difficult to interpret the mappings from activation vectors in the DNN model to firing rates in the ventral visual stream, which are identified with linear regression and then used to predict neural data. Cao & Yamins (2024), for instance, suggest that this mapping from the model to the target is best understood as an abstract equivalence between operations in the DNN model and activities in the ventral visual stream, but exactly how this works is far from obvious.

If we doubt that DNN models are explanatory due to model intelligibility, we may be encouraged by progress in “transparent AI” (Räuker et al., 2023), which aims to increase our understanding of DNNs. But, if we doubt that DNN models are explanatory due to mapping intelligibility, then we may be more encouraged by progress in the study of generalization in deep learning (Zhang et al., 2017; Kawaguchi et al., 2023), which aims to increase our understanding of how features in the world drive the predictive successes of DNN models.

At the same time, assessments of a model’s intelligibility can change over time and with changes in historical and intellectual contexts. One generation’s unintelligible posit can become the bedrock of another’s science, as it has time and again. Scientists well-versed in training and working with DNNs will likely find their inner workings less mysterious than researchers who are looking in from the outside. Whether a given theoretical posit counts as “intelligible” to a group of scientists is context-specific, can change with time, and can be learned as scientists become increasingly familiar with “new” ideas.

**Lesson:** If explanation requires intelligibility, we must clarify whether this intelligibility has to do with the model itself or its mapping onto the phenomena it represents. We should also clarify *what degree* of intelligibility might be satisfactory for explanation, recognizing that the answer will depend on context.

# Conclusion

We do not intend to *answer* the question of whether DNNs explain the workings of the ventral visual system in this paper. Rather, our aim has been to show that flatly asking questions like “do DNNs explain?” is insufficient. This simple-sounding question hides many disagreements that we hope we have made more salient with our guidelines. We hope that putting some constraints on the question, its meaning, and what will be needed out of an answer to it will help to guide more fruitful discussions.

The undeniable predictive successes of DNNs alone should not lead us to assume that these models explain, let alone to assume that they explain everything we want to explain. History corroborates the idea that there are no silver bullets when it comes to explaining biological systems like the brain (Mitchell & Gronenborn, 2017). DNNs are no exception, and we should not buy uncritically into the explanatory hype around them. At the same time, these models should not be held to the unreasonable standard of providing a complete, accurate, or fully intelligible model of what we aim to explain when we aim to explain things about neural systems. The fact that DNNs are not complete explanations does not impugn their potential as contributions to our explanations of how the brain works. A reflective look at what explanation requires, we hope, will give us a more nuanced ability to assess their explanatory potential. Further, it will help point us towards a more productive discussion.
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