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**Abstract**

A key challenge for psychological theorizing is: At what level(s) should we look for the best explanations and predictions of human behavior? The dominant view is that potentially the best theories to explain behavior are found in neuroscience and biology. Therefore, we start from the perspective of these lower levels, and consider the prospects of developing theories based on those levels. We focus on *C. elegans*, a model organism whose entire neuronal connectome is mapped, and use it as a case study to highlight the difficulties in developing neuroscientific theories of cognition and behavior. We argue that the neuroscientific levels are not promising avenues for constructing explanatory or predictive psychological theories. This is due to the immense complexity and context-dependency of biological systems, even those as simple as *C. elegans*. In order to tackle this complexity, we need higher-level variables that capture stable features of these systems. For psychological theory development, this implies that we should focus on conceptual work and discovering robust phenomena, and take psychology and behavior as the starting points.

**Introduction**

A central aim in psychology and neuroscience is finding theories that can successfully explain or predict human behavior. The lack of such theories has recently led to calls for more emphasis on theoretical and conceptual research (e.g., Borsboom et al., 2021; Eronen & Bringmann, 2021; Guest & Martin, 2021; Levenstein et al., 2023; van Rooij & Baggio, 2021). However, humans and their behavior are extremely complex, and can be studied at many levels, ranging from molecules to social factors. Thus, a key question for efforts at finding theories to explain human behavior is the following: Is there a privileged level, or levels, where we have the best prospects of finding successful theories to predict and explain behavior?

In different forms, this question has preoccupied philosophers and scientists for decades, if not even centuries, and there is no consensus in sight (see, e.g., Eronen, 2021; Fried, 2022; Miller, 2010). However, in practice the dominant view continues to be that the best explanations can potentially be found at the “lower” levels, including neurobiology, genes and biochemistry. This view, which can be called *explanatory reductionism* (Eronen, 2021), has been explicitly endorsed by many neuroscientists (e.g., Gordon, 2016; Insel & Cuthbert, 2015), and some philosophers (e.g., Barwich, 2021; Bickle, 2006). It is also clearly reflected in how research funding is allocated: For example, the National Institute of Mental Health, the biggest funder of mental health research in the world, has overwhelmingly favored neuroscience and genetic research over more traditional psychological research in the past decades (Frances, 2020).

In this chapter, we argue against this view, and show that there is no reason to privilege lower levels when looking for explanations and theories of human behaviour. To make our case stronger, we start from the perspective of lower levels, and from a best-case scenario for the reductionist. More specifically, we focus on the attempts at explaining the behaviour of *C. elegans*, and show that even in this relatively simple biological case, it is extremely hard to find good theories and explanations based on the lower levels. In contrast, context and behaviour remain the best sources for powerful predictions and explanations. We then discuss the implications this has for finding neuroscientific theories and explanations for human behaviour, using the case of mirror neurons as an example. Finally, we argue that theories that explain or predict human behaviour should build on the (folk) psychological and behavioural levels.

Before we start, it is important to emphasize that this chapter is about theories that can (causally) explain or predict human behaviour. Although explanation and prediction are central goals in science, a theory may be successful even if it does not reach these aims, for example if it provides adequate description or understanding. We briefly return to these other aims at the end of this paper, but our main arguments do not directly concern them. Another important clarification is that ‘theory’ should be understood very broadly here, including both local and case-specific theories, such as mechanistic models (see, e.g., Bechtel, 2009), and broader theories, such as the theory of thermodynamics. Also, the notion of ‘levels’ can be understood in a very loose and heuristic sense, roughly referring to things that are similar to each other in relevant ways (e.g., ‘the level of neurons’), and in most cases could also be replaced with ‘size scales’.

**C. elegans**

*Caenorhabditis elegans* is a nematode (roundworm) of roughly 1 mm in length. It has been used as a model organism since the 1960s, starting in the lab of Sydney Brenner, who later received the Nobel prize for his work on *C. elegans* (Ankeny, 2001). What makes this tiny worm attractive for neuroscience is that it has one of the smallest nervous systems in nature, consisting of only 302 neurons. It is the first organism for which both the genome and the connectome or “wiring diagram” of the nervous system have been completely mapped out (Ankeny, 2001). In addition, the behavior, development, and biochemistry of *C. elegans* has been extensively studied. It is also possible to intervene on specific neurons and track the results of the intervention throughout the nervous system, for example with optogenetics, a technique with which specific genetically engineered neurons can be activated with light (Leifer et al., 2011).

This combination of relative simplicity and large amount of relevant knowledge makes *C. elegans* a “reductionist’s delight” (Schaffner, 2000), and an ideal starting point for our discussion of the limits and possibilities of explanatory reductionism in neuroscience. Early on, the study of *C. elegans* was accompanied with much optimism, and the hope was to determine how exactly genes and elements in the nervous system are linked to behavior (Ankeny, 2001). The idea was that explanations for the behavior of the worm could be found based on the connections in the wiring diagram. Many links between behavior and neurobiology have indeed been discovered. Within the nervous system of the worm, several circuits have been identified and linked to behavior (Flavell & Gordus, 2022). For example, among the motor neurons, groups of neurons have been linked to forward motion and backward motion respectively (Roberts et al., 2016), and models have been proposed for circuits of neurons associated with sleep (Bechtel & Bich, 2023; Maluck et al., 2020).

However, in spite of these successes, and the amount of neurobiological knowledge available, understanding of the biological basis of the behavior of *C. elegans* remains limited (see also Krakauer et al., 2017; Stiefel & Brooks, 2019). The dynamics of the nervous system and the “cognition” of *C. elegans* have turned out to be immensely more complicated than originally anticipated.

To start with, the anatomical wiring diagram does not give an adequate picture of how the system functions. The same anatomical connections can play different functional roles depending on the context. Whole-brain imaging and other techniques have revealed that the system is not as stable and invariant as suggested by the wiring diagram, but highly dynamic and evolving, and exhibiting different functions in different sensory and motor contexts (Bargmann, 2012; Flavell & Gordus, 2022). An important factor giving rise to this context-dependence is *neuromodulation*: The activity of a neuron, and the dynamics of a whole circuit, can be modified by molecules released by other neurons (Bargmann, 2012). For example, the switches between dwelling states (slow movement with frequent reversals) and roaming states (faster movement with less reversals) of the worm are partly regulated by a non-synaptic neuromodulatory circuit (Flavell & Gordus, 2022; Roberts et al., 2016). More specifically, due to neuromodulation, the activity of one specific neuron (named AIA) can be correlated with either forward-moving or dwelling behavior, which are basically opposites to each other, depending on whether food odors are present in the environment (Flavell & Gordus, 2022). These are just a few examples: Such changes in function due to neuromodulation are common in the *C. elegans*, and in vertebrate organisms in general (Bargmann, 2012).

The first point that we want draw from this is that even when studying an organism as tiny as a nematode, we need to take into account multiple levels or scales, as well as contextual factors (Stiefel & Brooks, 2019). As Sarma et al. (2018) put it: “Nowhere is the need for models that encompass multiple scales more evident than in the … nematode’s network of 302 neurons, where simple crawling and swimming behaviours remain unexplained … Despite decades of effort, we struggle to describe how individual neurons give rise to such diverse organismal behaviour” (p. 2). The information flow in the circuits of *C. elegans* depends on the context and neuromodulation, and the highly dynamical network of neurons can exhibit far more states and behaviors than the wiring diagram alone would suggest (Bargmann, 2012). Importantly, higher-level or higher-scale factors are not just needed for understanding overall behavior or dynamics of the worm: As the example of neuromodulation shows, we cannot even decipher the function of a *single neuron* without taking its context and the overall dynamics of the system into account.

The second point we would like to emphasize is that we still do not have good explanatory or predictive theories for the behavior of the worm. It is not possible to reliably predict the behavior of the worm based on its nervous system (Hallinen et al., 2021), and the neural mechanisms underlying the decision-making or even the movement patterns of the worm are not well understood (Cook et al., 2019; Gjorgjieva et al., 2014; Hallinen et al., 2021). This is striking, considering the available resources mentioned earlier: The genome and the wiring diagram of the worm is known, it is possible to manipulate specific neurons, and the development and biochemistry of the worm is well studied. Interestingly, more reliable and efficient predictions can be made with models based on behavioral data, for example based on video recordings of the movement patterns of the worms (Costa et al., 2024; Daniels et al., 2019) – a point to which we return later in this chapter.

All in all, this does not bode well for efforts at explaining and predicting far more complex systems, such as the human nervous system. Let us thus move on from worms to our main interest in this chapter, namely human behavior and cognition.

**Mirror neurons**

As neurons are the basic building blocks of the nervous system, an important approach in neuroscience has been building up theories starting from the level of individual neurons. This is evident, for example, in mapping-the-human-connectome projects (Toga et al., 2012), or in mirror neuron research. However, if we take into consideration the problems in explaining the behavior of *C*. *elegans* discussed above, it is very unlikely that this would be a feasible way of developing predictive or explanatory theories of human behavior. To illustrate this, let us look more closely at the case of mirror neuron research, which explicitly starts from the level of neurons.

Mirror neuron research was highly influential and visible in neuroscience in the first decades of this century, and is still actively pursued (Bonini et al., 2022). Mirror neurons were discovered by Giacomo Rizzolatti and colleagues at the University of Parma in the early 1990s, when investigating the activity of individual brain cells of macaque monkeys (Rizzolatti et al., 1996). These researchers noticed a peculiar phenomenon: some neurons in the premotor cortex of the monkeys were firing not only when an action was performed (e.g., a monkey grabbed a banana), but also when the same action was perceived (e.g., the monkey saw another monkey grab a banana).

Rizzolatti and his colleagues soon saw immense potential in their discovery. They proposed that mirror neurons could explain how animals understand the actions of others in a direct way, “from within,” by simulating these actions in the motor area of their own brain (Rizzolatti et al., 1996). In further research, mirror neurons were found in multiple brain regions, and in different animal species (Bonini et al., 2022). In humans, it is difficult to measure the activity of individual neurons (you have to open the skull to do so), but one can measure the activity of the “mirror neuron system” indirectly, for example using functional magnetic resonance imagining (fMRI; Bonini et al., 2022). Over the years, mirror neurons have been proposed to (partially) explain a broad range of phenomena, such as language acquisition, autism, imitation, or empathy (Cook et al., 2014).

But what does the firing of a neuron in a given context really mean? Does it really give away its role in the mechanism or the brain? Importantly, mirror neurons are not morphologically or developmentally distinguishable from other neurons, so the only thing that makes them “mirror” neurons is their pattern of firing (Hickok, 2014). And the problem, considering the *C. elegans* case, is that it is highly implausible that we could derive the role of a neuron just from its firing activity in a specific context. As we saw, the firing of a neuron in *C. elegans* can signify different things, depending on the context and the overall state of the network.

This context-dependence of neuronal behavior is not just some peculiar feature of *C.* *elegans*: instead, neuromodulation is a widespread mechanism in organisms, including mammals (Bargmann, 2012). And due to the fact that neurons in the macaque or human cortex are on average connected to thousands of other neurons (Yuste, 2015), their activity and function in the overall system is likely to be much *more* context-dependent than that of *C. elegans* neurons. Interestingly, also some proponents of mirror neuron research acknowledge this complication: “it is clear that a neuron endowed with a given *functional property* (e.g., discharging during grasping) does not necessarily play a relevant *functional role* in that specific function (e.g., controlling grasping execution). Indeed, the anatomical location and connections of neurons with similar functional properties enable them to play (or not to play) a role in a given function” (Bonini, 2017, p. 59). In other words, the fact that the firing of a neuron is correlated with a specific function or behavior does not imply that it is a neuron *for* that specific function or behavior.

There are also further complications: Mirror neurons do not exclusively fire in the mirroring context, but also often fire to some extent in response to other stimuli (Cook et al., 2014). There is also clear evidence that mirror neurons can be “rewired”: For example, at the end of one study, mirror neurons were firing not just for grasping hand movements, but also when the monkey saw a plier or a stick, which had been used in the experiment and therefore repeatedly observed by the monkey (Heyes & Catmur, 2022; Hickok, 2014). All of this suggests that we probably do not know much at all about the role of mirror neurons in the macaque or human nervous system, and it is not even clear that they form a distinct class of neurons (as the title ‘mirror neuron’ suggests).

More generally, it is highly doubtful whether the level of neurons is a plausible starting point when looking for explanations for higher-level phenomena like imitation, action understanding or autism (Churchland, 2011; Hickok, 2014; Krakauer et al., 2017). Even in the case of *C. elegans*, explanations for complex behaviors require higher-level dynamics and variables (Sarma et al., 2018; Stiefel & Brooks, 2019). In order to get closer to explaining phenomena like action understanding or autism, we first need a good understanding of what these phenomena even are (see also Bringmann et al., 2022). Then, we need to learn more about the cognitive mechanisms underlying or producing these phenomena (Bechtel, 2009; Craver, 2007). And (mirror) neurons that are firing do not yet make up a cognitive mechanism. At best, they are a small part of such a mechanism, and to know what role (if any) these small parts are playing, we need to know more about the overall mechanism, at various levels or scales. When a mirror neuron is firing, what are the neurons it is sending information to? From what kinds of neurons is the mirror neuron receiving input? What is the mechanism that this circuit is part of, and how are things like movements and perceptual contents exactly represented in this mechanism? How does this mechanism, or the interaction of several mechanisms, give rise to the higher-level phenomenon of interest (e.g., action understanding)? Considering that a neuron in the macaque or human cortex can receive inputs from, and send out information to, thousands of other neurons, answers to these questions at the level of neurons are likely to be intractable in practice (see also Rich et al., 2021). Thus, taking higher-level factors into account is necessary, and looking for mechanistic explanations for phenomena such as action understanding or autism at the level of neurons is rather hopeless.

Reductionists and mirror neuron researchers would probably largely agree with this, and point out that (1) the mirror neuron theory is not just about single neurons, but also about the “mirror neuron system”, and (2) cognitive neuroscientists are usually looking for multilevel mechanisms, and not just for explanations starting from the level of neurons. We will consider the second point in the next section, and focus here on the first one. According to mirror neuron proponents, “mirroring” can also be detected with brain imaging at the level of brain areas, by showing that some brain areas are active both when observing and executing an action. However, it is doubtful whether such mirroring patterns have been actually found in fMRI data (Hickok, 2014). And more importantly, what is being measured with fMRI is increased activity in very large populations of neurons: One voxel, which is the smallest unit fMRI can measure, usually contains at least 100 000 neurons (Miller et al., 2014). This is over 300 times the number of neurons in the nervous system of *C. elegans*, which already is complex enough to prevent simple explanations for the roles of neurons. In addition, considering that even in the mirroring areas of monkeys, only around one third of the neurons are actual mirror neurons (Bonini et al., 2022), the majority of neurons in any given voxel or brain area will not be mirror neurons. All of this suggests that the existence of a mirror neuron system in humans is a wild hypothesis at best (see Hickok, 2014; Heyes & Catmur, 2022 for further criticism).

To summarize, the functional role of mirror neurons is unknown. It cannot be derived from the firing pattern only, and we also do not have plausible evidence for the existence of a mirror neuron system or mechanism.[[1]](#footnote-1) In general, looking at the neuronal level is not a plausible starting point for explaining higher-level phenomena such as action understanding, autism, or empathy. And if we already have higher-level explanations, it is not at all clear what neuron-level findings can add to these explanations – a topic to which we return in the next two sections.

**Cognitive neuroscience**

In the previous section, we have argued that starting from the level of neurons is not a feasible approach when explaining human behavior. But what are the prospects for cognitive neuroscience in general, if we consider also higher-level and multiscale approaches?

When discussing the *C. elegans*, we pointed out that we still do not have neuroscientific explanations or theories to causally explain or predict the behavior of this worm. And it is crucial to keep in mind just how small the *C. elegans* brain really is, with only 302 neurons. Now imagine a system that is a hundred times larger, with around 30 000 neurons. This system would already pose far greater challenges for modeling, as many aspects of complexity increase exponentially, not linearly. For example, whereas a network of 300 nodes has around 45 000 possible (undirected) connections between the nodes, a network of 30 000 nodes has around 450 000 000 possible (undirected) connections between nodes.[[2]](#footnote-2) The same pattern can be observed in actual biological cases: whereas *C. elegans* has around 5 000 synaptic connections between neurons (Cook et al., 2019), a fruit fly larva with around 3 000 neurons already has more than 500 000 synapses (Winding et al., 2023).

However, we are still nowhere close to the complexity of the human brain. For that, you have to imagine a system that is around 280 000 000 times larger than the nervous system *of C. elegans*. According to current estimates, the human brain consists of around 85 000 000 000 neurons (von Bartheld et al., 2016), most of these neurons synaptically connecting to thousands or tens of thousands other neurons (Yuste, 2015). If a system that is a “reductionist’s delight” and nearly 300 000 000 times smaller the human brain is already sufficiently complex to make the development of explanatory theories extremely difficult, what are the prospects of developing neuroscientific theories of human behavior? Prima facie, rather hopeless – see also Rich et al. (2021), who argue that inferring the structure of our cognitive systems based on empirical data is a computationally intractable problem.

However, one source of hope is theoretical breakthroughs in neuroscience, which might allow us deal with complexity in a more efficient way. Something like this has happened in physics. For example, the behavior of gas molecules is extremely complex and often computationally intractable. One liter of oxygen contains around 2x1022 gas molecules, which is more than a million times the number of neurons in the human brain. Fortunately, to efficiently explain and predict the behavior of gasses, we do not have to model each individual gas molecule, but we can use macrovariables such as pressure, volume and temperature. As James Woodward (2021) points out, in physics we have found variables and relationships which allow us to effectively ignore or screen off the details at the lower levels. Woodward calls this “conditional irrelevance”: Conditional on the values of the higher-level variables (e.g., pressure and volume), further variations in the lower-level variables (e.g., positions of individual gas molecules) are not relevant for the phenomenon of interest (Woodward, 2021). Once we have found causally explanatory higher-level variables for which conditional irrelevance holds with respect to lower-level variables, we can just use the higher-level variables with little or no loss of explanatory power (see also Gebharter & Eronen, 2023).

If something like this could be found in neuroscience, that would be a significant breakthrough, and a way out of the conundrum described in this section (see also Stiefel & Brooks, 2019). However, there are at least three problems or challenges with this approach: (1) current methods dominating cognitive neuroscience are not very conducive to reaching this aim, (2) cognitive neuroscience is very different from physics, so there might not even be useful higher-level variables to discover, and (3) if we discover them, they may turn out to be psychological or behavioral variables instead of neuroscientific ones. The third point is a topic for the next section, so let us briefly consider the first two.

Regarding the first point: In physics, figuring out useful higher-level variables has required careful theoretical and conceptual work (Bringmann & Eronen, 2016; Chang, 2004; Eronen & Romeijn, 2020). These variables did not just fall out of the data, but were the result of centuries of iterative cycles, where measurement, conceptualization, and mathematical theory interacted (Bringmann et al., 2022; Chang, 2004). In contrast, in cognitive neuroscience there is relatively little focus on theoretical and conceptual work, and often, conceptual unclarity abounds: “cognitive neuroscience is awash in a sea of conflicting terms and concepts” (Poldrack & Yarkoni, 2016, p. 588).

In practice, cognitive neuroscience is largely technologically and empirically driven, which is not a fruitful approach to figuring out the causal structure of the system, or finding the kinds of higher-level variables discussed above. This is nicely illustrated by Jonas and Kording (2017), who applied state-of-the-art neuroscience methods to study a microprocessor. The idea was that if we apply these methods to a system whose structure and organization is known, we can assess how much of the structure can be revealed with those methods. The conclusion was that although the methods produced results that looked plausible and interesting, they provided little insights into the actual functioning and causal structure of the system (Jonas & Kording, 2017). Indeed, as far as we know, cognitive neuroscientists have not yet found any causally explanatory higher-level variables in the nervous system.

Then to the second point. Even if cognitive neuroscience focuses efforts on finding higher-level variables and regularities, it is likely that things will not work out as neatly as in physics. In the end, we have not yet found good causal theories even for the behavior of *C. elegans*, with a nervous system about 300 000 000 times smaller than the human one. One aspect that makes neuroscience different from physics is that biology is very messy: Whereas all gas molecules in a gas are the same, and it is straightforward to take a statistical average of their behavior, each neuron is a distinct biological individual. Each neuron has its own developmental history, extremely complex organization that can differ in significant ways from neurons of the same type, and highly context-dependent function (Gjorgjieva et al., 2016; Huang, 2009, see also previous section). This suggests that the behavior of populations of neurons might not result in higher-level variables and relationships for which conditional irrelevance with regard to lower levels holds. In other words, it may be that nature has no useful higher-level variables to offer in this case, as the behavior of the system is sensitive to the specific features of individual neurons.

This raises a rather unsettling possibility: On the one hand, we cannot predict and explain human behavior at the level of neurons, due to the overwhelming complexity at that level. But on the other hand, we also cannot predict and explain human behavior with higher-level neuroscientific variables, because there are not enough useful higher-level neuroscientific variables to be found. This could be called “ill-behaved complexity”: Complexity that is (nearly) intractable if we start at lower levels, and also does not result in sufficiently well-behaved mechanisms or causal regularities at higher levels.[[3]](#footnote-3) If this, or even something close to it, is the case, the prospects of developing predictive or explanatory theories of human behavior with cognitive neuroscience are very dim. Therefore, it may be better to direct efforts to the psychological and behavioral levels, to which we now turn to.

**Mindreading and mindshaping**

Based on the pessimism of the previous section, one might wonder if predicting human behavior is possible at all. But in practice, we seem to be quite successful in dealing with each other in everyday life, and anticipating each other’s behavior. For example, when my partner shouts “bye!” and turns around, I can predict that they will very likely walk out of the door and close the door behind them. So how do we manage to predict and explain each other, in the face of the intractable complexity of the human brain?

The first part of the answer is that we manage this by tracking real patterns of behavior (Bermúdez, 2003; Dennett, 1987). Even in the case of *C. elegans*, currently the most efficient and reliable way of predicting its behavior is by starting from patterns of behavior, and not from neurobiology (Costa et al., 2024). If there is a lot of food available, the worms will probably dwell; if you remove the food, they will probably switch to food searching behavior (Flavell et al., 2020). Similar robust patterns are evident in human behavior: when the light turns green at a crossroads, I can predict that the pedestrians who have been waiting will start crossing the street, whereas the people in cars will stop driving.

As these examples suggest, *context* is crucial for successful prediction. If you put a traffic light into a lecture hall, people will not start walking when it turns green. When someone is screaming “Help!” in a theater play, it is no cause for concern, but if someone is screaming “Help!” next to a burning building, we should act quickly. And so on. Thus, the combination of contextual information and knowledge of robust patterns of behavior gets us very far in predicting human behavior (see also Bermúdez, 2003; Hutto, 2007).

However, this is not yet enough. Sometimes people think before they act, make intricate plans, collaborate in complex projects, and so. Thus, often we have to figure out what other people think, and to engage in “mindreading”. By mindreading, we refer to the practice of attributing mental states to agents in order to make sense of and predict their behavior (Spaulding, 2020). Consider the following example:

By attributing to Steve the desire for a banana and the belief that there are no more bananas at home but there are some left at the local grocery store, you can: (i) *explain* why Steve has just left home; (ii) *predict* where Steve is heading; and (iii) *coordinate* your behavior with his (meet him at the store, or prepare a surprise party while he is gone). Without mindreading, (i)–(iii) do not come easily—if they come at all. (Barlassina, 2017)

This example illustrates the power of mindreading based on “folk psychological” mental states such as beliefs, desires, and emotions. Although there are wide-ranging debates on the nature of folk psychology and mindreading, it is widely agreed that humans commonly engage in mindreading, that it is crucial for our social lives, and that it often works (Barlassina, 2017; Dennett, 1987; Fodor, 1987; Zawidzki, 2013). If we treat other people as agents with beliefs, desires, and other mental states, we can predict and explain their behavior remarkably well (see also Dennett, 1987, 1991).

This may still seem puzzling considering the near-intractable complexity of the brain discussed in the previous section, and the problems in understanding the cognition of an organism as simple as *C. elegans*. Indeed, it has been pointed out in the literature that figuring out what mental states another person has, and predicting their next actions based on those mental states, should be a computationally intractable problem (see, e.g., Rich et al., 2021; Zawidzki, 2013). There are just too many possible beliefs, thoughts, or other mental states that one could in principle have in any given situation.

To reconcile this difficulty with our evident success in mindreading, several authors have proposed in recent years that we humans are “mindshaping” ourselves and others in order to make life more tractable (Heyes, 2018; McGeer, 2007, 2021; Peters, 2019; Zawidzki, 2013). The hypothesis is that the framework of mindreading and folk psychology has developed through (cultural) evolution as a way to make behavior predictable, and to coordinate behavior so that we can function together efficiently (Heyes, 2018; Slors, 2021; Sterelny, 2012). Humans are a thoroughly cooperative species, and our capability to co-operate efficiently (e.g., when hunting large mammals) is a key factor in our evolutionary success (Sterelny, 2012). Through norms, agreements, rules, and shared vocabulary we *make* our behavior predictable and understandable so that we can better get along, and coordination and cooperation become easier (Peters 2019). As children grow up, they learn about beliefs, thoughts, and intentions, how to appropriately use such concepts, how they ought to think and act in certain situations, and so on (Heyes, 2018; McGeer, 2007). If they fail to follow these norms and conventions, they are corrected or even disciplined.

We can predict the behavior of people based on these norms, rules, and regularities, because people have learned to follow them. As a species, we are very proficient at shaping our minds, shaping other minds, and tracking these shapes or patterns, and all of this results in the predictive success of mindreading. Hence, whereas the human nervous system is (nearly) intractably complex, human behavior is not. It follows real patterns that are (at least partly) the result of mindshaping by pedagogy, rules, conventions, etc. These patterns are to a large extent normative: People follow them because they *ought to* follow them. However, this normative dimension, and the predictive and explanatory power that comes with it, is completely lost if we depart from folk psychology and search for theories and explanations in the brain (see also Borsboom et al., 2019). Norms are not visible in brain states. Therefore, without the normative dimension, we are faced with the ocean of complexity described in the previous section.

To summarize, humans have developed mindshaping and mindreading, which are based on norms and conventions, as a solution for dealing with the potentially intractable complexity of human behavior. It is unclear how we could explain and predict human behavior without relying on context, behavior and the normative patterns resulting from mindshaping.

**Conclusions**

We can conclude that any realistic attempt to construct a theory to predict and explain human behavior has to rely on behavioral patterns and (folk) psychology.[[4]](#footnote-4) But importantly, we should not just accept folk psychological concepts as they are. Instead, they should be amenable to improvement and adjustment based on empirical findings and conceptual work (Bringmann et al., 2022; Eronen, 2020b). In practice, psychological science has been very much empirically and statistically driven (similarly to cognitive neuroscience), which partly explains the lack of successful theories in psychology (Eronen & Bringmann, 2021). In order to make progress, it is fundamentally important to focus on the basic concepts and how to iteratively improve them (Bringmann et al., 2022). However, psychological theory constructors should also keep in mind that finding good psychological theories is extremely hard (see also Eronen & Bringmann, 2021), so progress is likely to be very slow.

A closely related point is that there are other goals in psychology and neuroscience besides prediction and causal explanation of behavior, and these other goals may in fact be more realistic and fruitful. For example, psychology and neuroscience often aim at detecting phenomena or developing purely descriptive models. Also, non-mainstream approaches such as phenomenology (Wertz, 2024) or psychological humanities (Teo, 2017) do not have prediction and causal explanation as goals, but rather, for example, understanding. Our arguments do not apply to these other goals and approaches. In fact, the *C. elegans* case nicely illustrates the importance and usefulness of purely descriptive research. Arguably the greatest success in *C. elegans* research has been developing a very complete descriptive model of the biology of the worm (Ankeny, 2000, 2001), which also provides a springboard for eventual causal theories of the behavior of the worm. Sufficient knowledge of relevant robust phenomena and the organization of the system can even be seen as a prerequisite for developing good explanatory theories of the system (Eronen & Bringmann, 2021). Also, discoveries of robust phenomena can be important as such: Consider examples such as cognitive biases or inattentional blindness, which are very important and societally relevant discoveries, even though we do not know the underlying mechanisms (Eronen, 2020a; Haig, 2013). In addition, discovering new patterns in the interaction of psychological states, behavior and context can be very fruitful and important (e.g., studying in which contexts we are most likely to experience inattentional blindness). In this sense, our arguments can be seen as supporting the importance of non-causal descriptive research and phenomena detection, both in neuroscience and in psychology.

We started this paper with the question: Is there a privileged level, or levels, where we have the best prospects of finding successful theories to predict and explain human behavior? Based on our analysis, we offer a preliminary answer: The best prospects are not at biological or neuroscientific levels, but at the level of psychology and behavior.
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