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Abstract
According to the similarity account, scientists use models to represent their targets by utilizing similarities in certain respects and to certain degrees between a model and its target. According to the critics, however, representation is conceptually distinct from the notion of accurate representation, and rather than being the relation that grounds representation, similarity should be considered as setting a standard of accuracy. Based on the case study of research practices involved in using mouse models to study cancer, this paper argues that while the overarching skepticism regarding the similarity account may be justified, the role of similarity in specific contexts deserves attention. Indeed, it will be shown that similarity plays a significant role in determining whether a mouse model represents a particular aspect of cancer. Thus, authors dismissive of similarity grounding representation, while correct in the general picture, should take into consideration the role that similarity plays in deciding whether a model is or not a representation in concrete scientific practices.

1 	Introduction
Most generally, scientific representation has been characterized in terms of one thing standing for another. Thus, a scientific model is a representation of its target system because the model stands for its target. The question, then, concerns the nature of the standing-for relation. What makes a model stand for its target?[footnoteRef:1] According to one account, the similarity account, scientists use models to represent their targets by utilizing similarities in certain respects and to certain degrees between a model and its target (Giere, 2004; Godfrey-Smith, 2006; Mäki, 2005; Weisberg, 2013). Exploiting the relevant similarities is what enables us to learn about the phenomenon of interest by studying its model instead. Despite its popularity in certain quarters, a wide range of objections have been leveled against the account. According to the objection addressed herein, one must distinguish between the concepts of representation and accurate representation, the latter – but not the former – possibly being grounded in the notion of similarity. [1:  A number of different accounts have been proposed. For instance, there are structuralist accounts (e.g., French, 2003); the DEKI account (Frigg & Nguyen, 2020); and a variety of inferentialist and pragmatist accounts (Bolinska, 2013; Contessa, 2007; Knuuttila, 2011; Suárez, 2004).] 

The aim of this paper is to argue that certain use of model organisms in cancer research indicate that similarity plays a significant role in determining whether a model represents a particular aspect of cancer. This observation is valuable, as it implies that even authors who broadly critique the similarity-based account of representation should acknowledge its importance when assessing models within actual scientific practice. While their overarching skepticism may be justified, the role of similarity in specific contexts deserves attention. This holds true even though other factors—such as the researcher’s intentions or the practical accessibility of models—also shape whether a model serves as a representation.
In particular, I will argue two things. First, I will argue that similarity considerations in model selection and model creation figure in an important way in the practice of establishing and maintaining the representational relation between the model and its target phenomenon. Consequently, the role of similarity judgments should not be demoted to the evaluation of accuracy of representation. Second, this is different from defending a full-fledged similarity account of scientific representation since similarity considerations are merely one factor among others. Thus, this paper does not defend the position that representation should be cashed out purely in terms of similarity. 
The structure of the paper is as follows. Section 2 outlines the similarity account of scientific representation and its problems. Section 3 present a case study concerned with various kinds of mouse models in cancer research, providing the rudimentary understanding of what is going on in such research. To understand how models are used, what motivates scientists to use one or the other, and how those models are used for representational purposes, requires providing the scientific details. Section 4 builds on the case study and addresses the issue of what constitutes scientific representation. Section 5 summarizes the debate.

2	The similarity account of scientific representation
The concept of similarity has been discussed widely in the philosophical literature, with some authors defending some version of the similarity account of scientific representation (Giere, 1988; Glennan, 2017; Godfrey-Smith, 2006; Khosrowi, 2020; Mäki, 2005; Teller, 2001; Weisberg, 2013), whereas others elaborate the concept in a specific disciplinary context (e.g., Sterrett, 2017 who dicusses the concept of physically similar systems). Ultimately, the analysis presented in this paper attempts to shed some light on both the general discussion on representation and a specific disciplinary context.
In one form or another, the idea that a resemblance or a similarity relation would ground representation stretches far back into the past. In the context of the philosophy of science, the similarity account is often attributed to Ronald Giere, whose seminal work (Giere, 1988) has served as a reference point since its publication. In the succinct words of Godfrey-Smith (2006, p. 726), “models are used to represent the world, via resemblance relations between the model and real-world target systems.” However, resemblance or similarity is said to always come with “at least an implicit specification of relevant respects and degrees” (Giere, 1988, p. 81). 
Despite its general acceptance and intuitive appeal, many philosophers working on scientific representation have challenged the account.[footnoteRef:2] Arguably, one of the strongest arguments against the similarity account – and the only one that I address herein – is based on the claim that similarity cannot ground representation. To understand why, let’s look at the debate more closely. There are two parts to the argument.  [2:  Within philosophy there is a long tradition of treating resemblance/similarity accounts with a high level of suspicion. Many of the contemporary objections have roots in Goodman (1976). It has been argued that the concept of similarity exhibits logical properties different from those of the concept of representation: whereas similarity is reflexive, symmetric and transitive, representation is neither (Frigg, 2006; Frigg & Nguyen, 2017; Suárez, 2003, 2004). Furthermore, similarity is neither necessary nor sufficient for representation (Frigg & Nguyen, 2017; Suárez, 2003; Toon, 2012a). Knuuttila (2005, 2011) argued that the similarity account inadequately views representation as a two-place relation between a model and its target, leaving out the crucial role of the scientist who does the representing. As much as these objections deserve full scrutiny, addressing them is beyond the scope of this paper. Others have attempted to provide some answers, such as (Callender & Cohen, 2006; Chakravartty, 2010; Khosrowi, 2020; Poznic, 2016; Weisberg, 2013).] 

Firstly, representation is thought to be conceptually distinct from the notion of accurate, successful, or otherwise faithful representation. Indeed, Suárez emphasizes that nowadays “representation is carefully distinguished from truth, accuracy or faithfulness” (Suárez, 2010, p. 93) and that “the puzzles regarding the notion of representation are prior to and independent of the issue of accuracy“ (Suárez, 2010, p. 93). This issue has also been brought up by others (see especially Contessa, 2007, p. 55 and 62; Kennedy, 2012, p. 326; van Fraassen, 2008, pp. 13–15). Along the same lines, Frigg and Nguyen have argued that “representation is a wider concept than accurate representation and that representation cannot be analyzed in terms of accurate representation” (Frigg & Nguyen, 2017, p. 54). This is because the notion of accurate representation, which comes in degrees and is context-dependent, already presupposes a notion of representation. Following Contessa and Suárez, Frigg and Nguyen further maintain that any account of representation must make room for misrepresentation: an inaccurate representation is still a representation, not a nonrepresentation.
Secondly, similarity is thought to be a criterion of accuracy of representation and as such it follows (from the first reason) that similarity is distinct from representation. In the words of Frigg and Nguyen, “rather than being the relation that grounds representation, similarity should be considered as setting a standard of accuracy” (2017, p. 62). Hence the claim that similarity cannot ground representation.
[bookmark: _Hlk185249575]While I concur that this presents a valid objection against the similarity account, which posits similarity as the sole arbiter of what counts as representation, I ultimately argue that the critics have been too quick to relegate the role of similarity judgments to the accurate representation. By providing some insight into the scientific practices concerning the research on mouse models of cancer, the rest of the paper will address the question which factors feature in scientific representation. Specifically, I will evaluate the claim against similarity playing any grounding role in scientific representation. Before providing such evaluation, let us first outline the research on mouse models of cancer.

3	Mouse models in cancer immunology
[bookmark: _Hlk62933997]Much has already been written about various aspects of the research that is distinguished by its use of model organisms.[footnoteRef:3] Some have gone to great length to distinguish model organisms from experimental organisms, the latter being a broader category and much less constrained by factors such as the institutionalization and standardization of the research characteristic of the former (Ankeny & Leonelli, 2011, 2020). In what follows, the notion of mouse models will be used to refer to mice that are used to study disease mechanisms and for testing drugs. Much of our current knowledge of cancer biology, cancer immunology, and of immunotherapies both in development and in clinical practice, has been gleaned from research conducted on cell cultures and laboratory mice (Mus musculus), which allow for in vitro and in vivo exploratory and hypothesis-driven experiments. As technology has advanced, so too have the mouse models. The mouse models are all said to be standardized, i.e., they consist of inbred strains of mice,[footnoteRef:4] and there are protocols about how to manipulate them. Different models have their own advantages and disadvantages which have a major impact upon our understanding of the basic mechanisms and evaluations of therapies. Such nuances of scientific practice concerning the kinds of models and the specific situations in which they are used and improved upon, what their various limitations as well as trade-off are, also guide philosophical thinking. More specifically, the scientific details provide grounds for considering a variety of epistemic and pragmatic factors as well as the respects and degrees of similarities influencing representational practice (see Section 4). [3:  The question of whether animal models are models proper has recently been discussed. Levy and Currie (2015) have argued that animal models should be regarded as distinct from theoretical models, for the two exhibit different epistemic characteristics. Although Parkkinen (2017) concurs, he takes issue with the specific argument by which Levy and Currie reach their conclusion. For the purposes of this paper the question can be put aside.]  [4:  Inbreeding is thought to provide genetic homogeneity that limits the possibility of the results being confounded. However, as recently pointed out, the current practice of working with mouse strains is not entirely failproof as sub-strains exist and this fact needs to be better acknowledged by researchers (Enríquez, 2019).] 

Several kinds of mouse models are commonly used. Transplantable mouse models come in two types. First, there are immunocompetent mouse models which can be transplanted with tissues including tumors from other histocompatible mice, i.e., mice of the same strain, without such grafts being rejected (Budhu et al., 2014; Zitvogel et al., 2016). Although primary tumor samples can be transplanted, cancer research most commonly relies on injecting mice with cancer cell lines. These are standardized cell lines that originate from tumors derived from a specific background (i.e., a specific strain), and that, over the course of passaging under in vitro conditions, have acquired features that make them well adapted to cell cultures and that set them apart from their ancestors. 
Second, cancer research has also relied upon immunodeficient mouse models. Much like the immunocompetent mouse, cancer research using immunodeficient mice mostly relies on cancer cell lines. In contrast to immunocompetent mice, immunodeficient mice can be engrafted with tumors from other mouse strains (allografts) or from other species such as humans (xenografts). As such, they can be used to study human tumors in vivo. However, the human tumor cells grow in an environment consisting of mouse stroma cells, which poses problems for translating the results to humans due to improper heterotypic signaling. Another problem concerns the common use of human cancer cell lines, which, much like the mouse cancer cell lines, do not recapitulate the phenotype of human tumors.
[bookmark: _Hlk185668521]Another kind of models are genetically engineered mouse models (GEMMs). Acquired knowledge of some of the tenets of oncogenesis and advances in genetic engineering have made it possible to create mouse models with the transgenic expression of oncogenes and inactivated tumor suppressor genes that give rise to spontaneous tumors. Thus, these genetically engineered mouse models (GEMMs) are not reliant upon cancer cell lines. The use of GEMMs also exhibit various advantages, while facing some disadvantages. The fact that these are spontaneous models means that, in contrast with models reliant upon cancer cell lines, they maintain some of the features of tumorigenesis, plus a tumor microenvironment. However, GEMMs encounter major challenges owing to the specific ways in which these models are created. There is an array of technologies available for creating transgenic mice, impacting how the mouse is modified, where it is modified, and when it is modified.[footnoteRef:5] [5:  For instance, using recombinant DNA technology, GEMMs can be created by the direct injection of fertilized oocytes (germ cells), or by the use of the lentiviral transduction of embryonic stem cells. One problem is that both the expression levels and the cell tropism of the transgene may not completely reflect the expression levels and cell tropism of the endogenous gene. In other words, the transgene is often both overexpressed and expressed ectopically. This is because the promoter fragments in the transgene typically contain only the minimal sequence necessary for expression but not all the regulatory sites as in endogenous genes (Frese & Tuveson, 2007). To avoid this problem, researchers may use tissue-specific promoters in order to limit the expression to cells of a particular tissue. Under these circumstances, all mammary epithelial cells, for instance, will express the Erbb2 transgene, which will simultaneously give rise to multiple neoplastic lesions (Zitvogel et al., 2016). Consequently, the immune system is overwhelmed, and the effects of a therapy may be confounded: Zitvogel and colleagues report that the MMTV-Erbb2-induced breast cancer exhibits no measurable immune system impact in response to chemotherapy; indeed, a good response to chemotherapy is observed even in RAG2 knock-out models, which conflicts with the clinical observation that favorable responses are associated with tumor infiltrating lymphocytes. Other problems concern the random site of the integration of the transgenes, which may result in chromosomal positional effects. It has also been possible to induce oncogenic mutations in adult mice in only a subset of cells which better mimics the features of human cancers (Sanmamed et al., 2016).] 

[bookmark: _Hlk62985200][bookmark: _Hlk62477438]While both transplantable and genetically engineered mouse models have proven useful in both basic and preclinical research, many of these models exhibit an environment which is only poorly representative of the condition in humans. Given that there is a growing need for animal models to serve as systems which could overcome some of the limits of the previously discussed models, and upon which in vivo studies of human cells and tissues could be conducted, some researchers are now investing in developing mouse-human chimeras, so-called humanized mouse models, defined as “immunodeficient mice engrafted with haematopoietic cells or tissues, or mice that transgenically express human genes” (Shultz et al., 2007, p. 118). Thus, humanized mice are a specific kind of transplantable model, and some such models also make use of the transgenic approach.
Together with advances in engraftment techniques, several breakthroughs have made the development of humanized mice possible (Shultz et al., 2007). The simplest approach is to engraft into an immunodeficient mouse both human peripheral blood lymphocytes (PBMCs) and tumors, ideally from the same donor, thereby creating an immuno-avatar (Sanmamed et al., 2016; Zitvogel et al., 2016). Another way to create humanized mice is to engraft human hematopoietic stem (and progenitor) cells (HSPCs). One can also use transgenic technology to create humanized mice. Each approach has its own limitations.
An interesting option is also provided by the patient-derived xenograft mouse model (PDX) and its humanized version. While the model improves on some of the limits of other models, some challenges remain, and novel ones arise. In contrast with other xenograft models which most commonly rely on working with cancer cell lines, PDX models[footnoteRef:6] are immunodeficient mice that become host to freshly resected tumor samples obtained from patients (Decker et al., 2017; Sanmamed et al., 2016). Efforts have been made to create humanized PDX models – also called immune-PDX models, or iPDX for short (Sanmamed et al., 2016), particularly by transplanting the HSPCs and tumor sample from the same donor in order to limit the confounding resulting from the tumor being rejected due to the tumor-HPSCs histological incompatibility (Morton et al., 2016). [6:  Note that although PDX models are also sometimes referred to as mouse avatars, some researchers (see, e.g., Figure 1 in Sanmamed et al., 2016) reserve the term for other types of mouse models such as the mice humanized by PBMCs engraftment, i.e., the immuno-avatar discussed previously. The non-humanized version of PDX models has recently been the topic of an extended philosophical analysis (Green et al., 2021).] 

Putting all these things together also highlights the fact that the research using mouse models is not limited merely to working with an animal. Rather, the work includes the animal, i.e. the mouse, as well as other components, an example being tumor samples or cancer cell lines which are also considered to be models (Fagan, 2016; Zach, 2022). Some authors go further, suggesting that at least in certain cases the whole experimental set-up is considered as a model (Ankeny et al., 2014; Nelson, 2012). Indeed, much of tinkering, refining and deliberation goes into assembling the experimental set-up and pondering how it relates to the target phenomenon (Nelson, 2012).

4	Similarity and other considerations in selecting and creating mouse models
Having provided some exposition of the mouse models in cancer biology and cancer immunology, we are now in a good position to consider the role that similarity judgments play in working with these models. When posing the question of what constitutes a scientific representation, Frigg and Nguyen (2020) offer an analysis in terms of filling a biconditional of the form ‘X is a scientific representation iff __’. Presenting the problem as one to be cashed out in terms of necessary and sufficient conditions may be questionable. However, if nothing else, what such a biconditional helps us to see is that for something to be used as a representation, some set of conditions must be satisfied. In what follows, I will address what drives the selection of mouse models (section 4.1), and what drives the creation of new mouse models (section 4.2). Ultimately, it will be shown that similarity considerations play a crucial role in influencing the representational status of mouse models. In other words, similarity is one of the factors that grounds scientific representation, at least in some domains of scientific research. This seems to be in stark contrast to the authors who broadly critique the idea of similarity grounding representation: recall that what is at stake is the claim that representation is conceptually distinct from the notion of accurate representation and that similarity sets a standard of accuracy rather than being the relation that grounds representation. 

4.1	Model selection
The selection of mouse models is driven by several considerations: (i) the research question at hand, or what I term ‘adequacy-to-research-question’,[footnoteRef:7] (ii) the pragmatic and situational constraints, and (iii) the relevant similarity considerations.[footnoteRef:8] Depending on the question, scientists may use one model over another, since different models have both different benefits and limitations, and allow the investigation of different aspects (see Section 3).  [7:  To some extent, this should be reminiscent of the “identification of targets of modeling” discussed by Huber and Keuck (2013). The concept of adequacy-to-research-question is also akin to Parker’s (2020) notion of adequacy-for-purpose as well as to Bolinska’s (2016) accuracy-for-a-purpose.]  [8:  Note that the order in which these considerations will be discussed does not necessarily reflect some rigid order in which scientists actually reach conclusions. In fact, these points are usually interdependent. ] 

Recently, Dietrich et al. (2020) have provided an extensive discussion of what characterizes a good or useful organism for a given research interest, identifying over 20 criteria clustered into several categories, often interrelated but also in tension and traded off against one another (see Table 1).
Table 1. Criteria for organismal choice. Adopted from Dietrich et al. (2020).
	Cluster
	Criteria

	(A) Access
	(1)  Ease of Supply

	
	(2)  Phenomenal Access

	
	(3)  Ethical Considerations

	(B) Tractability
	(4)  Standardization

	
	(5)  Viability and Durability

	
	(6)  Responsiveness

	
	(7)  Availability of Methods and Techniques

	
	(8)  Researcher Risks

	(C) Resourcing
	(9)  Previous use

	
	(10)  Epistemic Resources

	
	(11)  Training Requirements

	
	(12)  Informational Resources

	(D) Economies
	(13)  Institutional Support

	
	(14)  Financial Considerations

	
	(15)  Community Support

	
	(16)  Affective and Cultural Attributes

	(E) Promise
	(17)  Commercial and Other Applications

	
	(18)  Comparative Potential

	
	(19)  Translational Potential

	
	(20)  Novelty



Most, if not all of these criteria, are also applicable to the specific context of mouse models in cancer biology and immunology. Thus, these criteria guide not only the choice of model organism in general (e.g., the choice between zebrafish and rodents), but also the very particular selection of mouse models (e.g., between transplantable and genetically engineered). 
For example, consider the criterion of phenomenal access: transplantable immunodeficient mouse models allow neither for the investigation of the role of the immune system in surveilling tumors, nor for testing immunomodulatory drugs such as checkpoint inhibitors. Thus, if the aim is to test immunotherapies, immunodeficient transplantable models using cancer cell lines would be an inappropriate choice for that particular task. Likewise, the fact that engrafting PBMCs brings about the onset of severe human xenograft versus host disease (xGVHD) within a few weeks, thus limiting the time window for testing checkpoint blockers (Sanmamed et al., 2016), showcases other practical and epistemic constraints captured by the phenomenal access and viability and durability criteria. Similarly, in contrast to transplantable models, GEMMs typically require longer follow up as tumors appear after several months and experiments take many additional months. In fact, immunocompetent transplantable models have several advantages: they are cheap, they have a fully functional immune system, they allow for the rapid screening of drugs and for experiments to be conducted in a timely manner, and they lead to extremely predictable tumor growths. Additionally, there is an ease of supply of these standard mice. However, there are also several disadvantages that make them poorly realistic models in certain respects: the genetic homogeneity of cancer cell lines does not mirror the genetic heterogeneity found in spontaneous tumors, the tumors grow rapidly, lacking the features of multi-step tumorigenesis and the chronic inflammatory environment so characteristic of spontaneous tumors, and they do not recapitulate the tumor microenvironment. Furthermore, owing to their immunocompetence, they cannot be used to directly study human tumors as these would be rejected by the mouse model. 
The ease of supply generally presents more difficulties to various kinds of humanized models which are much more difficult to obtain. Similarly, the fact that PDX models depend on tumor samples rather than on the easily obtainable and maintained repertoires of cancer cell lines presents an obstacle due to the relative scarcity of tumor material, resulting in fewer mouse cohorts.  Furthermore, some tumor samples are difficult – even impossible – to obtain owing to the extremely invasive surgical procedure required for accessing the tumor. The case of the iPDX models is also telling: their greatest advantage is also their greatest disadvantage, for the tissue available for conducting studies is scarce. A related issue concerns the use of these models in the context of personalized and precision oncology: they should allow for patient-specific drug testing in real-time but since creating models, followed by the research, takes time which the patients may not have, temporal challenges arise (see Green et al., 2021).
Although humanized mice are said to provide better translational potential,[footnoteRef:9] they also put pressure on financial considerations as they are significantly more expensive, which means that many laboratories cannot afford them, and so institutional support is limited. Although the criterion of previous use, that is, for example, how to feed the mouse or how it reacts to the laboratory environment, does not present a significant difference between humanized and other mouse models, the training requirements and informational resources concerning the specificity of these models as opposed to other types of models does present a difference, such as what the limits of particular humanized models are. The use of cancer cell lines have some undisputable advantages as they are easily obtained, maintained, manipulated, and modified for specific research purposes and they lead to highly predictable outcomes, thereby satisfying several criteria for the choice of a model but lacking in providing more realistic insights. [9:  Translational potential is crucially connected with the problem of extrapolation. It is believed that the development of humanized mouse models which are made to be more similar to the intended target may help cross the translational gap. Piotrowska (2013) proposes several criteria (heuristics) which, taken together, should guide scientific judgment regarding the extent to which the humanized mice are similar enough to the modeled disease to justify the extrapolative inferences. While philosophers appear to be in agreement with respect to the general claim that the success of extrapolation depends upon some sort of similarity between the surrogate and its target, they disagree on the particular manner in which the justification proceeds. Indeed, several such accounts have been proposed: enumerative induction, comparative process tracing (Steel, 2008), phylogenetic inference (Bolker, 2009; Levy & Currie, 2015; Weisberg, 2013), robustness reasoning (Parkkinen & Williamson, 2020), theoretical chimeras (Lemoine, 2017), and experimental manipulation (Maugeri & Blasimme, 2011; Piotrowska, 2013). There is a lively discussion about the merit of these approaches (see, for example, Ankeny & Leonelli, 2020, p. 56; Baetu, 2016; Parkkinen & Williamson, 2020). These different accounts have been developed against the backdrop of different research projects. Thus, it is possible that while a particular account of extrapolation may reasonably well capture what is going on in a particular context, it may fail in another: for instance, the view that model extrapolation generally proceeds via phylogenetic inference has been challenged, using the example of engineering models in biomedical research (Maugeri & Blasimme, 2011; Parkkinen, 2017). However, note also that although the “translational potential of experimental organisms can (…) stem from similarities”, it can also stem from “differences to human physiology” (Dietrich et al., 2020, p. 8).] 

In the context of cancer mouse models, and particularly cancer immunology mouse models, standardization concerns not only the inbred mouse strains[footnoteRef:10] but also the particular method applied to them. For example, there are differences concerning the type of transplantation of tumor. Orthotopic transplantation refers to injecting tumor cells into the organ where the original cancer developed. While this may be physiologically more relevant, it may not always be feasible to perform such transplantation, for orthotopic transplantation of some tumor types would be too invasive. Therefore, some research is based on ectopic transplantation instead, i.e., tumor cells are injected into a region outside of its original site. Similarly, a choice is to be made with respect to the type of cells used in humanized mice, such as PBMCs/HSPCs (and the route of injection, intravenous or otherwise), all of which affect the experimental data. Humanized models also present novelty and can be considered as emerging models. Thus, selecting the right model for the given task at hand can be quite challenging.[footnoteRef:11]  [10:  Complicating the matter even further, Enríquez (2019) recently argued that unknown to many, standard strains often form sub-strains which differ from each other by, for example, certain metabolic features.]  [11:  The philosophical literature has described a number of such cases in detail, including the use of rabbits in the study of atherosclerosis in humans (Parkkinen et al., 2017), the use of rodents in research on alcoholism (Ankeny et al., 2014 arguing that both the organism and its environment - its ‘situatedness’ - must be taken into account), and the use of an inferior mouse model for human Down syndrome when a complete genetic mouse model is available (Hardesty, 2018).] 

One important criterion, so far only implicitly considered, but nevertheless one that underlies many of the above criteria, is similarity or resemblance judgments. The crucial role of similarity considerations in model selection is widely acknowledged across both the philosophical and scientific communities.[footnoteRef:12] Dietrich and colleagues are quite clear when writing that “most commonly, organisms are chosen because of their physiological or genetic resemblance to humans, the presence of similar mechanisms in both species, or due to high rates of incidence of a given disease of interest” (Dietrich et al., 2020, p. 8). The same can be said with respect to choosing a particular mouse model, given the specific research question. In other words, the mouse model is chosen for its presumed similarity in relevant respects to the particular aspect of the cancer being studied. To select a mouse model for investigating one’s research project is to use the mouse as a representation of a particular phenomenon (or one of its aspects). Although no intrinsic feature of mouse models dictates which model will be used for representational purposes - because other factors influence model selection - the intrinsic features do have an important epistemic role in choosing a model with which to work.  [12:  Some historians of science couch their descriptions of historical episodes along the same lines. Consider, for instance, the words of Frederic Holmes, who thus describes the work of Marcello Malpighi, the 17th century Italian physician, and the rise to prominence of frogs as experimental models:  although “frogs had simpler lungs than mammals”, because they “looked similar, were similarly placed, and were similarly connected to blood vessels and trachea, there was no reason to doubt that their basic structure and functions corresponded to those of the lungs in ‘higher’ animals” (Holmes, 1993, p. 315, italics added for emphasis). See also Ankeny and Leonelli (2011) for discussion of this case.] 

The intrinsic features of the model that inform the selection process are features that are considered to be relevantly similar to the features of the target, given the research question at hand. Consequently, it would be wrong to think that a single model that exhibits relevant similarities for answering a particular question is also suited to answering another question. As Shultz and colleagues put it
“Any one specific model will not be optimal for addressing the myriad of questions that might be considered, and it is important not only to choose the appropriate model system for the specific question at hand, but also to be innovative in formulating questions and experimental designs to provide valid data that can be properly interpreted using the individual models” (Shultz et al., 2012, p. 787).
The same can be said with respect to choosing a particular humanized mouse model from the available repertoire, given that different engrafting methods provide different settings. To again put it in the words of Shultz and colleagues: “Depending on the question, the investigator will need to choose the appropriate human immune system-engrafted mouse for their studies” (Shultz et al., 2012, p. 787).
On a related note, it is taken for granted that any model will exhibit countless dissimilarities with respect to the target, but as long as these dissimilarities are considered to be irrelevant to the task at hand, they are deemed of no significant importance.[footnoteRef:13] Of course this says nothing about the likely possibility that it may later turn out that seemingly irrelevant traits are in fact relevant. For instance, although it was long assumed that chemotherapies have a purely detrimental effect on the immune system, which was thought to play no role in cancer surveillance, it turned out that some chemotherapies have an additional anti-tumor effect by being immunogenic. Even the discovery that a model has limitations may not result in abandoning the model. As long as the model still captures at least to some degree some relevant aspects of the phenomenon, researchers may decide to continue using the model, especially if factors such as ease of access can be traded in for similarity considerations. Genetically engineered models can still serve as extremely useful sources of information, even if some specific models may confound some specific results. Moreover, even when there is a is readily available model that is more similar in relevant respects than another model, such as a PDX model’s superiority over a simple immunodeficient transplantable model for the study of human cancer, it is not necessarily prioritized over a model that exhibits similarity to a lesser degree, as other considerations are factored in when deciding, such as the particular research question and the pragmatic and other constraints (see table 1). So, although the degree of similarity might be traded for other virtues such as ease of supply, similarity considerations do inform the process of model selection in important ways, for if a model turns out to completely miss on any relevant similarity, it will be abandoned no matter what the other benefits may be.  [13:  However, some biomedical research is motivated precisely by studying dissimilarities using negative models, which are interesting because they do not exhibit the disease in question, with finding out why not offering possible insights or solutions to the disease found in humans (Dietrich et al., 2020; Green et al., 2018).] 

Finally, the practice of considering similarities in the process of model selection can be viewed as passive in the sense that the similarities entering the decision-making process of choosing a mouse model are pre-established rather than actively introduced, that is, the similarities in question had been explored and established prior to the point at which a researcher selected the model with which to work.

4.2	Model creation
Manipulation is at the heart of creating mouse models. Taking mice from the wilderness and into the laboratory environment, as used to be the case, and breeding genetically homogenous cohorts (mouse strains) essentially amounted to creating various (syngeneic) mouse models. The development of cell lines and their subsequent use in transplantation studies led to the creation of immunocompetent transplantable models. Similarly, exploiting naturally occurring mutations which gave rise to immunodeficient mice has cleared the way for creating mouse models capable of hosting xenografts. Advances in genetic engineering have enabled the creation of new and specific mouse models. In fact, the creation of specific knock-out mice, for instance, and their comparison with their wild type counterparts, forms part of the contemporary research routine. The process of creating humanized mouse models is a combination of many of these general methods.
In contrast with model selection, model creation is a process of introducing targeted changes that give rise to new mouse variants rather than working with what is given. Rather than making use of pre-established features, creating models amounts to actively adding new, removing old, or modifying existing features. Thus, model creation may better be characterized as an active process rather than something passive. Such a processual nature has been emphasized before in the philosophical literature, such as in (Ankeny & Leonelli, 2020; Atanasova, 2015; Huber & Keuck, 2013; Lemoine, 2017; Maugeri & Blasimme, 2011; Parkkinen, 2017; Piotrowska, 2013). 
As noted above and notwithstanding the differences, there are also connections between model creation and model selection. The process of creating a specific model does not happen in a vacuum; it is guided by the particular research task one is trying to address. Thus, model creation, much like model selection, ought to be characterized in terms of adequacy-to-research-question. Indeed, as Shultz and colleagues write, “experiments using humanized mice, or any animal model system, need to be designed to address a mechanistic question rather than attempting to fully recapitulate the human biological process or pathology” (Shultz et al., 2012, p. 796). Among other things, there are “different technological approaches for the engraftment of a functional human immune system in these immunodeficient mouse models, each with distinct advantages and caveats” (Shultz et al., 2012, p. 787). Recall, for instance, that one option to create humanized mice is to engraft PBMCs, which results in the early onset of xGVHD. If addressing a given mechanistic question requires a longer follow up, then human-PBMCs-bearing mice would not be the ideal model to create, given the alternatives. 
That being said, the idea of introducing changes such that a model progressively more recapitulates the human biology is clearly present in much of the research. There are clear efforts to address various dissimilarities that exist and that also arise as a result of technological interventions in hope to create models that more realistically resemble the key relevant features of the target phenomenon. For example, one can also create humanized mice by engrafting HSPCs. The quality of the engraftment depends upon many factors, including the particular recipient mouse strain (Shultz et al., 2012), or the site from which HSPCs have been isolated, whether from cord blood, bone marrow, peripheral blood, or fetal liver (Sanmamed et al., 2016). Although this technique of humanizing mice represents an important stepping-stone towards addressing some of the limitations of previous models, several additional issues have emerged. To become mature T and B cells, the progenitors require thymus and spleen, respectively, to develop. Because of the nature of the processes taking place in these organs, the organs need to be of the same origin as the graft. Such a problem can be solved by engrafting mice with human thymus and spleen tissue (BLT mouse). However, practical issues, such as the need to generate human organoids and to obtain enough primary tissue for large cohorts, limit the utility of these mice. Additionally, the key to a fully functioning immune system lies in a host of other factors, including species-specific cytokines, growth factors, and homing molecules (Sanmamed et al., 2016). Although it is possible to administer exogeneous human cytokines, it often leads to non-physiological concentrations, causing unnatural behavior in the immune cells. Mice engrafted with human HSPCs also generate human NK cells but their ability to kill their targets is impaired, in part because mice do no express human MHC (i.e., HLA) molecules. A natural move forward is to use transgenic technology. Again, multiple technologies are employed, each generating its own limitations as well as diverse results which also depend upon the particular mouse strain used.[footnoteRef:14] Thus, even though attempts to increase relevant similarities drive much of the research, the process is not that straightforward and without various drawbacks. [14:  These approaches include: (i) transgenic expression of cDNA constructs driven by tissue-specific or ubiquitous promoters; (ii) transgenic expression of bacterial artificial chromosomes (BACs); and (iii) knock‑in technology (Shultz et al., 2012) which currently includes the use of CRISPR-Cas9 technology. Shultz and colleagues (2012) also provide more detailed discussion: the problem with (i) is that the method often results in the gene being expressed at non-physiological levels and without temporal control, which adversely affects the development and function of the human immune system in mice. In contrast, the use of (ii) leads to expression at physiological levels in an appropriate functional and developmental context. Note that if the mouse (homologous) genes are not silenced, they too will be expressed. Finally, with the increase in the availability of embryonic stem cells taken from the strains with a NOD background in which mouse genes have been knocked out, option (iii) generates mice in which the mouse gene is replaced by its human counterpart. Generally, the knock-in approach is defined as follows: “The introduction of a transgene into a precise location in the genome, rather than a random integration site. Knocking in uses the same technique of homologous recombination as a knockout strategy, but the targeting vector is designed to allow expression of the introduced transgene under the control of the regulatory elements of the targeted gene” (Shultz et al., 2012, p. 790).  ] 


4.3 Similarity considerations play a part in what grounds scientific representation
In model selection, similarity considerations greatly influence whether a mouse model is chosen, i.e., whether the model is used as a representation in actual scientific practice. It is not necessarily the case that the more similar the model is to its target, the more likely it will be used, since model selection is also determined by a host of other factors. However, should a potential mouse model of cancer give rise to no questions of resemblance, it will not serve as a representation. Additionally, if, after raising initial questions of resemblance, the researchers reach the conclusion that effectively no relevant similarities arise, the model will be abandoned and no longer used as a representation (unless, of course, one studies the model as a negative model). In model creation, similarity considerations concern the targeted changes to be introduced into the model for it to serve as a representation. Therefore, in both model selection and model creation, similarity considerations play a major role in establishing and maintaining a representational relation. Consequently, in the actual practice of research on mouse models of cancer and in other such research, the strict dichotomy between representation and similarity (demoted to the mere criterion of accuracy of representation) does not hold. Instead, whether a mouse model is considered as a representation in cancer research depends on similarity considerations (in addition to other factors discussed in previous sections).
[bookmark: _Hlk185249862]There are two caveats, however. First, the preceding analysis presupposes now broadly accepted intentional approach toward representation, that is, for something to count as a representation it must be used as such. If scientists no longer use certain mouse cohorts, these cohorts no longer count as representations. In other words, representation must, at least partially, be viewed in terms of the intentions of the scientists who make use of models to represent their targets (Giere, 2010; Knuuttila, 2011; Suárez, 2010; Vorms, 2011). However, more than a simple intention seems to be required, as shown by the discussion of the role of stipulation in scientific representation. Callender and Cohen (2006) argued that establishing a representational relation comes down to the act of stipulation: anything can serve as a representation of anything, provided that one so stipulates. They were careful to note that while some representational vehicles will be useful, others will not, and they further claim that “the questions about the utility of these representational vehicles are questions about the pragmatics of things that are representational vehicles, not questions about their representational status per se” (Callender & Cohen, 2006, p. 75). Although many aspects of their account have been extensively criticized (Boesch, 2017; Frigg & Nguyen, 2017, pp. 55–57, 2020, pp. 23–30; Gelfert, 2016, pp. 30–33; Morrison, 2015, pp. 125–129; Toon, 2012b, pp. 252–253), the fact that stipulation may play some part in establishing a representational relation remains largely undisputed. The argument of this section is that to the extent stipulation is involved, it is influenced in part by similarity considerations in selecting and in creating mouse models (previous sections have shown that other factors also drive stipulation). Additionally, the analysis herein shows that what Callender and Cohen call “pragmatics” is not separated from representational status of mouse models in actual scientific practice.
Second, a distinction between representation and accurate representation is also maintained by some of those who are sympathetic towards the similarity account of representation. For example, Mäki takes representation as possessing “two major aspects: the representative aspect and the resemblance aspect” (Mäki, 2005, p. 304). However, there is an important twist in Mäki’s argument which sets him apart from the critics. He claims that “whether something is a representative of what it represents, whether it is a model as representative, is often revealed by whether it gives rise to questions or issues of resemblance” (Mäki, 2005, p. 305) and that “considerations of resemblance presuppose that a system is employed as a representative, but on the other hand those considerations may serve as a criterion that helps identify a system as having the status of a representative” (Mäki, 2005, p. 305). We can now claim that such a view seems to fit well with what is going on in the research that makes use of mouse models. For instance, commenting on the advantages of humanized mice, Morton and colleagues state that:
“Many model systems either cannot propagate the disease in question or provide a foreign milieu, not representative of the conditions in humans. To address these challenges, chimeric systems designed to incorporate relevant human genes or tissues into a disease model organism have been developed” (Morton et al., 2016, p. 6153, italics added for emphasis).
“These ‘humanized mice’ aim at harboring an immune environment capable of more accurately reflecting that present in human diseases” (Morton et al., 2016, p. 6153, italics added for emphasis).
While Mäki’s account provides an important piece to the puzzle of scientific representation,  scientific representation is not established purely on the grounds of similarity considerations. As we have seen, scientific representation is grounded by a number of factors in addition to similarity considerations. Thus, in scientific practice resemblance or similarity cannot in any straightforward way be kept separate from the notion of representation, at least in some domains of research. Instead, there appears to be a reciprocal relation between similarity considerations and the establishment of a representational relation, i.e., something standing for something else.

5 Conclusion
According to the critics of the similarity account of scientific representation, similarity is at best a criterion of accurate representation rather than a factor that grounds representation. I have argued that while the overarching skepticism regarding the similarity account may be justified, the role of similarity in specific contexts deserves attention. Specifically, this paper has analyzed the role(s) of similarity considerations in cancer research that uses mouse models. The repertoire of mouse models used in cancer research and cancer immunology is vast. Given that there are different kinds of mouse models developed by numerous and diverse techniques, it should come as no surprise that each model has its own set of advantages and disadvantages. The selection of a mouse model is guided by the research question at hand, a host of pragmatic and other factors, and, importantly, by similarity considerations. In model creation, similarities pertain to the intention to actively introduce changes into mouse cohorts so that relevant similarities arise. Contrary to the critics, I have argued that in model selection and model creation, similarity considerations play a key role in the process of establishing and maintaining a representational relation. Thus, similarity should not be demoted to a mere criterion of accuracy of representation, at least in some research domains. In other words, while similarity considerations are by far not the only factor involved in representation, they are nevertheless crucial in the representational efforts involved in some domains of scientific practice.
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