Prediction, Explanation, and Dioxin Biochemistry

1
4/1/02

Prediction, Explanation,  and Dioxin Biochemistry:

Science in Public Policy

Heather Douglas

Published in Foundations of Chemistry (2004), vol. 6, no. 1, pp. 49-63.
Introduction

As the diversity and quantity of industrial chemicals and their by-products increased during the twentieth century, the debate over the relative benefits and risks of these chemicals intensified.  At the center of these debates, science has been called upon to provide predictive estimations of the risks posed by these chemicals to human health and the environment.   At the same time, philosophers of science (primarily focused on areas of science far removed from the realm of environmental regulation) have argued that science provides two key epistemic goods:  explanations for how the world works now (and has worked in the past) and predictions for how it will work in the future.  While some philosophers have thought at one time or another that these two epistemic goods are intrinsically related (e.g. Hempel in the 1940’s), most have come to see them as quite separate (as Hempel had by 1960).
   Since 1960,  philosophers have spent far more intellectual energy on what constitutes scientific explanation, and have rarely discussed what constitutes reliable prediction.  It has been widely (and wrongly) assumed that reliable prediction was self-evident:  either a theory or inference provided predictive success or it did not.  One simply had to run the experiment and see.

When considering the predictions made by science on which policy is based, it must be recognized that there are no simple experiments that can be run to see if the prediction is reliable.  If one has evidence that a substance at a particular dose is a human carcinogen, one cannot directly test a prediction based on this evidence by giving a set of humans the substance to see if cancer occurs.  Similarly, if one predicts that certain gases will change the climate over a period of decades, a controlled experiment to see whether this prediction is reliable is neither possible (because of the complexity of the global climate system) nor desirable.  Deciding what constitutes a reliable scientific prediction in these areas takes on difficult complexities that philosophers have largely ignored.

While philosophers of science typically have focused on others areas of science where direct tests of predictions are possible (even if difficult to interpret at times, e.g. reading particle trails in high energy physics), many scientists and policy-makers have attempted to construct a process which best uses science to develop public policy.  By the early 1980’s, science’s role was delineated in the process of “risk assessment” or the “systematic process for describing and quantifying the risk associated with hazardous substances, processes, actions, or events.”  (Zehnder and Schnoor 2002,  p. 1)   Obviously, the more accurate and complete science’s predictive powers for areas of concern, the more accurate the risk assessment and thus the more effective the public policy in reducing risk.  Given that one key goal of environmental public policy is to protect public health, the greater and more effective the risk reduction, the better.  Actual risk reduction cannot occur without accurate scientific predictions about the sources of risk.
  What constitutes an accurate risk assessment, however, has been the source of much debate.  

For the purposes of this paper, I will focus on risk assessment for human health effects, and in particular on long term carcinogenic risks.  Much interesting work in the past decade has been done on non-carcinogenic risks, such as neurotoxic effects and endocrine disruption.  However, carcinogenic risk assessment is the oldest and best developed area, and elicits a high level of public concern.  Cancer risk assessment thus still dominates regulatory frameworks.  The issues encountered with carcinogenic risk are also paralleled in dealing with non-carcinogenic risk, and thus cancer risk is instructive for risk assessment in general.   Usually, the data available are limited for carcinogenic risk assessments, and scientists have been frustrated by the demand for answers that outstrips their base of accepted  knowledge and the areas where they feel comfortable making predictions.  Scientists have not been left to simply make these judgments on their own.  To compensate for the fundamental gaps in knowledge, the National Research Council suggested that the Environmental Protection Agency  (EPA) develop “inference guidelines” that would guide agency scientists in their assessment of risk using limited data.  (NRC 1983, p. 51)   

The EPA has repeatedly worked on this problem.  Since its inception in 1970, the EPA has issued four formal attempts at guidelines for cancer risk assessment.  (EPA 1976, EPA 1986,EPA 1996, and EPA 1999)  However, the details of the guidelines have been contested continually, with regular calls for revision on the grounds that the guidelines are simply not keeping pace with the available science and the development of new areas of understanding.   In particular, scientists have developed an increased understanding of the multiple mechanisms involved with carcinogenesis, and some have called for inference guidelines that allow for more of this explanatory material to be incorporated into the risk assessment.  

The most recent attempts (1996 and 1999) have purposively attempted to include more flexibility in the guidelines so that new explanatory frameworks for the mechanisms underlying carcinogenesis can be incorporated into the risk assessment. (see, e.g., EPA 1996, pp. 60-67)   The EPA considers such information under the label “mode of action” and  recognizes that complete mechanistic accounts are far off for most substances.  (EPA 1999, p. 2-29)  In recent philosophical language, we usually have at best a “ mechanism schema” to assist us and sometimes only a “mechanism sketch.”  (Machamer et al. 2000, pp.15-18)   Whereas a complete mechanistic account can provide all of the chemical details of a biological process, for example, a mechanism schema (or “mode of action” information) provides only the abstract categories of the entities involved and their interactions, and a mechanism sketch provides only a partial picture of such a schema.  To what extent such abstracted explanatory information should influence the predictive risk assessments has become a focus for debate.  On one side, some argue that inclusion of the explanatory mechanistic information makes more complete use of the currently available science, and thus is more accurate and predictive.  On the other side, some argue that our understanding of the mechanisms/modes of action are too incomplete to call for divergence from the generally protective default guidelines already in place. 

Here, I will describe a case-- the debate over dioxin’s carcinogenic risk to humans-- where despite intuitions that explanations should be sought to bolster predictions, the demand for an explanation interferes with the process of using the predictions produced by science.  It is a case where we have discovered that the causal processes involved are extremely complex, and it is doubtful that any clear mechanisms of action will emerge, despite our partial understanding of the mode of action.  This complexity is not unusual for environmental sciences, and many of our most contentious policy issues center on precisely such complex cases.  Deciding what kind of evidence is adequate for prediction (and regulatory action based on the predictions) becomes crucial in these cases.   Calls to hold out for an explanatory framework translate into requests to delay regulatory action.  Whether it is reasonable to expect or demand such explanations before acting becomes a key issue.  In the case of dioxin’s cancer risk, I will argue that prediction and explanation diverge; that a demand for a complete explanatory framework for dioxin’s health effects is unreasonable and thus that predictions, both directly untestable and divorced from a complete explanation, must be made with the data available using appropriate judgment.

Dioxins:  Whence the debate?

Dioxins, a class of chemicals that was discovered in the late 1950s as a contaminant by-product in the chlorine chemical industry, have been extensively studied since the early 1970s.  Dioxins are produced both in natural and industrial processes, with sources of dioxins ranging from volcanoes and forest fires to pesticide production, paper bleaching and waste incineration.  Thus, dioxins are not a newly introduced chemical class to our biosphere, although the level of dioxins in our biosphere has risen dramatically in the twentieth century.  (The good news is that environmental levels have fallen significantly in the past decade, mostly due to changes in waste incineration technology.  Environmental levels are still much elevated over pre-industrial levels.)  (EPA 2000, p. 61)

Most studies have focused on the most toxic congener, 2,3,7,8 -TCDD, what I will call here simply “dioxin.”  Literally hundreds of toxicology, biochemistry, and epidemiology studies have been performed to determine dioxin’s effects on mammals.  On the basis of these studies, dioxin has earned the label “the most toxic chemical known to man”  (although botulism toxin is really more potent for acute toxicity).   Nevertheless, despite thirty years of intensive research on the issue, deciding precisely how dangerous dioxin is can still spark debate.  In the spring of 2001, the EPA’s Scientific Advisory Board (SAB) strikingly failed to reach an agreement on the extent of risk posed by dioxin—in particular, whether to change dioxin’s designation from a “probable” to a “known” human carcinogen.  The deeply divided SAB could not agree on the proper interpretation of the available evidence, nor did they agree on what kind of evidence would be adequate for the designation. (SAB 2001, pp. 4-5 & pp. 44-45)

This kind of divisiveness is not new to dioxin.  A quick review of what is widely accepted about dioxin will help us focus on the source of controversy.  Dioxin certainly is dangerous.  At very low doses, in the thousandth to a millionth of a gram (per kilogram of body weight) range, it will kill rodents and primates.  At even lower doses, in the millionth to the billionth of a gram (per kilogram of body weight) range, it causes miscarriages, birth defects, immunological problems, and cancer in lab animals studied under controlled conditions.  Whether humans are similarly susceptible is a major point of debate, particularly since rodents show a very wide range of susceptibility among themselves, spanning three orders of magnitude for acute toxic effects (e.g. wasting and death).
  

Determining how dangerous dioxins are to humans has proven to be a difficult task.  Acute effects on humans have been well documented thanks to unfortunate industrial accidents.  But the more long term effects, such as cancer, remain under a cloud of uncertainty.  Clearly, a controlled lab study using humans in the role normally reserved for rats or mice with such a dangerous chemical would be highly unethical.  Thus, all of the direct evidence about human health effects comes from epidemiological studies looking at human populations exposed to elevated levels of dioxin accidentally or occupationally.   These populations, which include people living near Seveso, Italy, who were exposed to dioxin in a chemical manufacturing accident in 1976, and pesticide production workers in the U.S., generally do show elevated rates of cancer (although no one particular kind of cancer has really emerged as being linked to dioxin exposure).   However, simply because these populations show an elevated risk for cancer does not mean dioxin is the cause.  Because the exposure to dioxin in these study populations was accidental or occupational, and because dioxin is a by-product of chemical production, there are always confounding exposures for the populations, most notably the pesticides or other chemicals being produced.  This makes it quite difficult to attribute the cancers to dioxin exposure definitively.  In addition, it is not clear what dose levels would be needed for dioxin to produce cancer in humans.

Many scientists have hoped that studies of dioxin’s actions on the cellular level would resolve these difficulties.  The hope was (and still is for many) that a fuller understanding of how dioxin causes harmful effects at the cellular level would allow for more accurate interpretations of the epidemiological data and for more accurate understanding of the relevance of animal data for humans.  Unfortunately, detailed biochemistry has not been illuminating for these issues.  Studies on the biochemistry of dioxin began in the 1970s and led to some promising initial results.  Alan Poland and his coworkers identified and then isolated a new cellular receptor, called the Aryl Hydrocarbon (or Ah) receptor.  Dioxin has a strong affinity for and binds to the Ah receptor in the cell, and, by 1990, most scientists agreed that this receptor binding was central to understanding dioxin’s toxic effects.  However, what exactly dioxin does to cause harm has remained a mystery.  We know that dioxin does not damage DNA—that it is not genotoxic and does not produce mutations.  We know that dioxin does not kill cells directly, i.e. that it is not cytotoxic.  The mechanism(s) for dioxin’s multiple modes of toxicity is still unknown.  In other words, while it is clear that dioxin causes harm at some dose levels, we have no explanation for how dioxin harms organisms.  To see why this is the case, we need to delve further into dioxin biochemistry.

Dioxin Biochemistry

After a quarter century of intensive study, the biochemical pathway of dioxin in the cell is known to this extent:  Dioxin enters the cell by passing through the membrane via passive diffusion (being lipophilic).  It then binds to the Ah receptor in the cytoplasm.  After some other protein interactions (e.g. the dioxin-receptor unit releases some heat shock proteins), the dioxin–receptor unit enters the nucleus.  Once there, the unit combines with the ARNT protein, which then allows the unit to interact with the DNA.
  (Whitlock 1999)  At this point, the mechanism becomes overwhelmingly complex.  Instead of interacting with just a few genetic sites, the dioxin-receptor unit can interact with over 300 genetic sites, up regulating some and down regulating others.  These genetic sites are linked to a wide array of physiological functions from cardiovascular and pulmonary function to cell cycle regulation to drug metabolism, but no clear pattern for how dioxin causes harm emerges from this complex picture.  (Puga et. al. 2000)  The vast majority of these genetic sites have never been studied with respect to dioxin, and thus we don’t know which sites are important for dioxin’s physiological effects and which are not.  We also don’t know much about the potential for interactions among the sites, as well as the importance of other chemicals in the nucleus for the downstream effects.  Yet to provide a full account of dioxin’s toxicity at the biochemical level, this tangled skein would have to be sorted out.

There are some genetic sites that have been intensively studied with respect to dioxin—they have been central to the history of dioxin research, scientists using them to uncover what is known thus far.  For example, we know that several different enzymes are induced by dioxin, including aryl hydrocarbon hydroxylase (AHH), the P450 enzymes, and EROD (ethoxyresorufin-o-deethylase).  Some of these enzymes are very good at assisting the elimination of other Ah receptor ligands (chemicals that bind to the Ah receptor and thus induce these enzymes). The toxic chemical/ligand, by binding to the receptor, triggers the production of the enzymes that will allow the cell to get rid of the toxic chemical.  In these cases, the ligand, e.g. benzo-a-pyrene, is metabolized by the enzyme, e.g. AHH, and the Ah receptor acts as a cellular detoxification system. Unfortunately, none of these enzymes is any good at metabolizing dioxin.   In fact, we don’t have any enzymes that are good at metabolizing dioxin, which is why it has a human half-life of about 7 years.  

Some scientists have theorized that dioxin does its harm precisely by inducing the cell to produce enzymes that are useless against dioxin.  The continued stimulation of enzyme production could then harm the cell.  However, no one is very happy with this account.  There is no evidence that this is the correct explanation, nor is there a detailed theory of how these enzymes would harm the cell or the organism.  Even more important, no one is quite sure how to test such a theory.  Many scientists simply admit that we do not know why dioxin harms organisms, that we do not know how it produces the harm seen in laboratory animals
.  We only know that it does.  

What in effect we have is an explanatory black box at the level of the nucleus.  We know that the dioxin-Ah receptor complex goes in, and we know that there are a range of responses that come out (being triggered by the mRNA produced at various genetic sites).  In the black box is an incredibly complex set of processes whose pathways and effects will take many years to untangle.  Thus, it is not surprising that there lingers considerable uncertainty about how dangerous dioxin is for humans.  We know from epidemiological studies that it does cause some acute toxic effects at high doses, but whether dioxin causes cancer in humans cannot be determined from these studies.  We cannot do controlled lab studies on humans; epidemiological studies cannot eliminate the uncertainty because of the limits of their methods in the face of real world complexity; and biochemical details that might help bridge gaps between animal and human studies are not forthcoming.  Knowing why there is continued uncertainty in dioxin science leads to some interesting implications.

The Importance of an Explanatory Black Box

What does this explanatory black box mean for science-based predictions and policy decisions?  First, it is clear that calls for a full accounting of the biochemical mechanism of dioxin’s toxicity before implementing regulatory action should be ignored as uninformed or disingenuous. (Some calls for “sound science” are in part calls for a more complete mechanistic understanding.)  We should not expect the complexities of the genetic interactions to be sorted out any time soon.  Indeed, only if the harms produced by dioxin hinge on a small handful of genetic sites should we ever expect the mechanism to be fully explicated.  If more than a handful of sites are involved, or the few sites involved interact heavily with other cellular chemicals, our understanding of the process may never be simple enough to make useful predictions across species.   There may always be too many factors at play to make general predictions about the effects of different dose levels of dioxin.  In short, given that we have good evidence that dioxin can produce harms from whole organism experiments, and the biochemical mechanism appears extremely complex, we shouldn’t wait for the full explanation before action.

However, without a fuller explanation for dioxin carcinogenicity, without an accounting of the mechanism of action, the uncertainties surrounding the other sources of information on which to base a prediction remain undiminished.  There is still the problem of interspecies extrapolation; there remains the question of just how susceptible humans are to dioxin’s deleterious chronic effects.  If dioxin biochemistry cannot help make a prediction concerning the cancer risks posed by dioxin, we are left with toxicology and epidemiology as our primary sources of data.  

If we are forced to fall back on brute force prediction, one might at least hope that the regulatory actions based on that prediction will confirm or disconfirm the accuracy of the predictions.  In other words, one might hope that if we decide to more stringently regulate dioxins based on the predictions arising from toxicology and epidemiology, that human disease rates will drop correspondingly, confirming accuracy of the risk assessment based on the toxicology and epidemiology.  A moment’s reflection reveals that we should not expect such a clear confirmation.   Suppose human disease rates (particularly cancer rates) drop in the decade following a tightening of regulatory standards.  Would this mean that the hypothesis that dioxin is a human carcinogen had been confirmed?  Not necessarily.  There are so many other potential causal factors that could account for the drop in cancer rates, from reduced smoking to changes in diet to other changes in environmental exposures, that no one regulatory change can be lauded as the cause.  It may not be possible to detect the impact of the regulatory change at all.  The reduction in disease may not be statistically detectable or significant, even if real.  Thus, a lack of disease reduction would not disconfirm the predictive accuracy either.
    

The problem is that the real world is usually too complex to serve as an experiment to test our hypotheses on which we base our actions in environmental policy.  Just as with dioxin and disease rates, we may never know if a policy, e.g. to reduce greenhouse gases, actually changes the course of climate change or not.  With so many causal factors at work, both recognized and unrecognized, we cannot use the impact of policies to confirm or disconfirm the scientific predictions that underlie the policies.  

Nevertheless, we still need scientifically informed predictions on which to base policy, even if those predictions are not directly testable.  Despite the uncertainties, scientists will be called upon to provide their best accounting of dioxin’s risk.  Policy-makers will not be content with a simple “we don’t know and we won’t know anytime soon.”  Since the massive increase in federal funding of science after WWII, scientists are expected to provide answers, or at least advice, to the government on such science-based questions.  With the public financial support of science comes an expectation that scientists will do their best to fulfill their role as public authorities on scientific issues.  What risk dioxin poses to public health is precisely such an issue.  Scientists must speak to it.

Making Scientific Predictions Under Uncertainty

How is one to make scientific predictions amid such unrelenting uncertainty? First, it must be recognized that all predictions have some uncertainty in them.  In cases in environmental science, because of the complexity of the systems studied, these uncertainties may appear more pronounced.  But they are always present. 

Under these conditions, scientists must acknowledge the uncertainties.  But they must do more than that.  Scientists must decide which uncertainties to emphasize and which to leave aside as not important.  This involves a judgment call, the kind of judgment call made in science all the time, yet rarely acknowledged in scientific papers.  Scientists, when doing science, make judgment calls about their methodology (whether it is sufficiently sensitive), about their data (which data represent good methodological runs and which are unreliable because of methodological problems), and about how to interpret their data (which aspects of the data to emphasize).  In deciding how to interpret dioxin toxicology and epidemiology, scientists again must make judgment calls. Even with the recently expanded carcinogenic risk assessment inference guidelines, human judgment is still needed to implement the guidelines. (EPA 1999, p.  2-43)  Such judgments should be made in as public a way as possible, so that the scientists’ reasoning can be discussed and understood.

However, because of the incredible public importance of these judgment calls, scientists need to think about more than whether their judgments would meet approval with their fellow scientists.  As I have argued elsewhere, these judgment calls must involve the consideration of societal and ethical values.  (Douglas 2000)   In particular, the judgments should consider the potential impact of different kinds of error.  Not all scientific judgments involve public welfare.  Impacts of error may be limited to the research program of the scientist, or the specialized subfield in which the scientist labors.   But, in cases where the science is directly relevant to public policy, the impacts of error go well beyond the research lab.   Both “false positives” (i.e. concluding that dioxin is more dangerous than it really is) and “false negatives” (i.e. concluding that dioxin is less dangerous than it really is) in interpreting dioxin science can lead to very damaging public policy.  Scientists, because they are in a position of authority, should consider carefully the impacts of error before coming to conclusions.

Consider the following impacts of error for the case of dioxin.  Deciding that dioxin should be considered a known human carcinogen, if it is not, would lead to economically damaging regulations, particularly for paper mills, and may scare the American public away from meat and dairy products (the main routes of exposure to dioxin), damaging those sectors of the economy.  It was precisely these concerns that caused the National Cattlemen’s and Beef Association, the Chlorine Chemistry Council, and other industry groups to protest the EPA’s dioxin report (even as the SAB couldn’t agree on the designation of dioxin as a known human carcinogen).  On the other hand, failure to designate dioxin a human carcinogen, if it is, would lead to increased (or continued high levels of) human health problems across the country.  For this reason, the Center for Health, Environment, and Justice has urged the EPA to finalize the dioxin report as is.  Depending on which values you have, you would think one of these errors is more serious than the other, and thus you would be willing to tolerate more of those errors.  It is precisely this kind of value judgment that scientists must make when deciding how to interpret their data in publicly relevant cases.  What errors are possible, what are the likely consequences of those errors, and which errors should we be more vigilant in preventing?  The reasoning behind the answers to these questions should be made as explicit as possible, values, uncertainties, and all.

Conclusions

Happily, the SAB realized that dioxin biochemistry is not going to be providing answers to the pressing questions around dioxin’s status as a carcinogen anytime soon, and told the EPA to proceed with its report, despite the uncertainties.  They made the right call.  Waiting for biochemical mechanisms to reduce uncertainty, in a case such as this, is uncalled for.  I suspect that other controversial cases from environmental policy-making have a similar structure.

However, the story I have told here does not mean that biochemical studies of dioxin should not be pursued.  Such pursuits have uncovered many fascinating aspects of cell functioning (from the existence of the Ah receptor to new aspects of enzyme induction) that otherwise would not have come to light.  We stand a very good chance of learning a great deal more about cellular functioning by continuing such studies (including the search for the elusive “endogenous ligand” of the Ah receptor, if it exists).  However, given the stunning complexity of the interactions between dioxin and the cell, we should not expect predictively useful information out of such studies any time soon, if ever.  

Finally, philosophers of science should take a second look at the relationship between explanation and prediction, particularly in these areas where testing predictive success is far from straightforward.  The extent to which the case of dioxin biochemistry is anomalous for understanding the potential dependencies and divergences of explanation and prediction is not clear.  What is clear is that for the realm of practical advice in this case, prediction and explanation diverge.  If science is to remain useful for public policy, scientists must recognize when such divergences occur.  When we can’t have explanations, we still need scientific predictions, made with full recognition of the uncertainties present and made in accordance with the appropriate values. 
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� When Carl Hempel, one of the most eminent philosophers of science of the 20th century, first began developing his ideas on scientific explanation in the 1940s, he assumed that predictions and explanations were basically the same thing.  In other words, if you had a good explanation, then you could produce a good prediction.  And, if you had the ability to make a good prediction, then you had a good explanation.  By the 1960s, Hempel had realized that this was simply not the case—that there were plenty of examples where you could make a reliable prediction and yet have no good explanation for the phenomena you were predicting (e.g. using a barometer to predict the weather without understanding how it works).  (Hempel 1963, pp. 76-77)  And, if one has a good explanation for some phenomenon, that does not necessarily mean that one will be able to make good predictions (e.g. biological explanations of evolutionary development).


� As numerous commentators on this process have noted, science cannot be the sole determinant of the final policy decisions:  “such decisions cannot be based solely on environmental science, but rather on social, economic, and political considerations required to reach a regulatory decision.”  (Zehnder and Schnoor 2002, p.1)  However, deep divisions arise over whether the scientific deliberations can and should be completely free of the social, economic, and political considerations.


�   It does seem clear  from industrial accidents that humans are not as susceptible as the most sensitive rodents (guinea pigs) to the acute toxic effects of dioxin.  However, what this means for the chronic toxicity effects, such as cancer or developmental problems, is not clear.


�   Ah knockout mice don’t thrive, but some do survive to fertility.  ARNT knockout mice don’t even survive to birth.  (Whitlock 1999, p. 108)


�  We know a bit more detail at the physiological level, such as that the wasting disease of acute toxicity is produced by interference with the organism’s metabolism.  We also know how cleft palate and hydronephrosis is produced (in general)—the epithelial cells grow too much or fail to die off at the right time.  But the biochemical mechanisms that produce these physiological effects are unknown.


� General disease rates tell us even less about causality than epidemiological studies.  An epidemiological study selects populations with particular distinct characteristics (such as accidental exposure to a chemical) and then finds a control group that matches the study group as closely as possible without that characteristics.  Even so, confounders pose a big problem for epidemiologists.  With general population disease rates, there is no control whatsoever for potential confounders.





